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Abstract: With the popularization of mobile communication equipment, human activities have an
increasing impact on the structure of networks, and so the social characteristics of opportunistic
networks become increasingly obvious. Opportunistic networks are increasingly used in social
situations. However, existing routing algorithms are not suitable for opportunistic social networks,
because traditional opportunistic network routing does not consider participation in human activities,
which usually causes a high ratio of transmission delay and routing overhead. Therefore, this research
proposes an effective data transmission algorithm based on social relationships (ESR), which considers
the community characteristics of opportunistic mobile social networks. This work uses the idea of
the faction to divide the nodes in the network into communities, reduces the number of inefficient
nodes in the community, and performs another contraction of the structure. Simulation results show
that the ESR algorithm, through community transmission, is not only faster and safer, but also
has lower transmission delay and routing overhead compared with the spray and wait algorithm,
SCR algorithm and the EMIST algorithm.

Keywords: opportunistic networks; opportunistic mobile social networks; community division;
community structure contraction

1. Introduction

An opportunistic network [1] is a kind of delay-tolerant network which also has features of mobile
ad hoc networks [2]. Unlike ad hoc networks, although the opportunistic network is also a multi-hop
wireless network, there is never an end-to-end connection. However, there may be an end-to-end
path in the opportunistic network at some point. Opportunistic networks are increasingly widely
used, mainly in communication networks in military environments [3] and in wild animal tracking [4].
With an increasing number of vehicles equipped with wireless smart devices, vehicles driving on the
road can communicate over short distances, which can form a dynamic, uneven density of nodes
constituting a fast-moving wireless network of vehicles [5]. This is also an application scenario of the
opportunistic network.

In opportunistic networks, the movement of nodes is random, so there is no persistent connection
between any two nodes [6]. When information should be transferred in opportunistic networks,
nodes should store information about data to be forwarded in their own cache, then forward the data
to the nodes they encounter according to constraint rules. The nodes keep moving and forwarding
messages until the target node obtains the information. This type of data transmission method is known
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as the “storage-carry-and-forward” mechanism, which is the basic principle of data transmission and
routing in opportunistic networks [7]. In the real world, people wear mobile phones, movement
bracelets and smart watches which have mobile communication functions. The mobile terminals each
person carries have a communication range within which information can be transmitted directly.
However, because people are in motion constantly, the target node is not necessarily within the
communication range of the current node. In this case, the node will keep information about the data,
carry the data during movement, and pass the information to the node it thinks can contact the target
node during the continuous movement.

With the advent of the era of big data and 5G, the amount of data that needs to be transmitted
in the communication process has become very large, and social networks can no longer meet the
demands of communication. We refer to this kind of opportunistic network in social network research
as an opportunistic social network, which has both the social attributes of social networks and the data
transmission characteristics of opportunistic networks. In this scenario, the routing needs “opportunity”
for forwarding, e.g., people contacting each other by chance using mobile wireless devices, and here
opportunistic social networks demonstrate their unique applicability. The message forwarding
mechanism of opportunistic social networks does not require a stable end-to-end connection. Instead,
we can choose the most appropriate node in the network structure to transmit information through.
This means that an opportunistic network can also be established between strangers, where if the
appropriate node appears, the information can be transferred. In other words, if people use Bluetooth
or public Wi-Fi within a communication range, they can use the opportunistic social network to
deliver messages. If there is no suitable node in the current communication range, the current node
can save the information to the cache and wait to find an “opportunity” to transfer the information
during movement.

As human beings take part in networked activities, the behavior of mobile nodes shows certain
social features [8]. With the rapid popularization of portable mobile devices which have short distance
communication functions, ever more users exploit these portable devices to contact and share data
between each other. We define the mobile social network as a network structure that uses mobile
devices to communicate and where the nodes in the network have social connections. References [9-11]
point out that the social relationships that exist in human daily life are an important indicator of the
performance of opportunistic routing. In the latest research on opportunistic networks, context
information, node interests, and node social attributes are often used as variables to measure the
performance of opportunistic network routing.

The biggest difficulty in opportunistic social networks is the problem of transmission delay and
routing overhead when there is a large amount of information that needs to be forwarded. In many
scenarios of opportunistic social mobile networks, data or messages take up lots of cache space in
mobile equipment. This is because people use mobile devices during data transmission and there is no
appropriate node around that can respond in a timely manner, which eventually caused transmission
delay. Many existing algorithms choose routing based on the social characteristics of single nodes,
and fail to consider that the aggregation of nodes in opportunistic social networks is particularly
similar to that of communities in human life, which can reduce a large number of transmission delays
and routing overhead.

To solve these problems, this work presents an effective data transmission algorithm based on
social relationships in opportunistic social Networks (ESR). Because the load capacities of single nodes
are limited in the big data environment, we propose a strategy to optimize the information transmission
in the opportunistic social network by using the concept of the community [12], because the information
transmission strategy through the community is stable, efficient and safe. In this algorithm, we divide
the nodes into different communities in the network based on historical connection records [13] and
propose a strategy of community structure reduction which divides the networks into several close-knit
communities. The contraction of the community structures in the network can ensure fast and efficient
information transmission within the community [14] and can also reduce the congestion caused by
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popular nodes. In the process of information transmission, different numbers of data copies are
allocated to each node through communities, which reduces network transmission delay and routing
overhead, while improving the success rate of message transmission.

The contributions of this paper are listed as follows:

1.  In opportunistic social networks, we propose an effective data transmission algorithm based on
social relationships, which divides the network into several communities. By forwarding data
through the community structures, the information transfer is faster and safer.

2. After dividing the nodes in the opportunistic social network into communities, we propose
a method to reduce the community structure according to the features of nodes, to maintain the
cohesion of the community and the high efficiency of data transmission.

3. According to the reduced community structure, we copy the information that needs to be
transmitted several times and distribute different numbers of copies to different communities,
which can reduce routing overhead while ensuring packet delivery ratio and transmission delay.

4. Using the simulation tool OMNET++, we analyze the performance of the ESR algorithm and
compared it with some other algorithms. Our algorithm proposed in this paper has a higher
packet delivery ratio, with lower transmission delay and routing overhead.

The rest of this paper is structured as follows. In Section 2, we describe and analyze related works.
In Section 3, definitions and forwarding methods are presented for the improved Spray and wait
algorithm in opportunistic social networks. The simulation results are presented in Section 4. The last
section concludes the paper.

2. Related Works

Opportunistic network routing has been extensively studied, and various types
of data-forwarding methods have been proposed.  These methods were addressed for
“storage-carry-and-forward” data transmission, with the goal of reducing the routing overhead and
improving the data delivery rate of networks. In opportunistic networks, the current opportunistic
network routing algorithms can be divided into normal types and social types, according to whether
social information is required in data forwarding.

The normal type of data-forwarding strategy is proposed in the early stages of the opportunistic
network. The common feature of this kind of routing algorithm is that they only consider the effect
of node movements on data forwarding and can be applied to various application scenarios of
opportunistic networks. However, the three important metrics of packet delivery ratio, transmission
delay and routing overhead can only satisfy one or two kinds. The Epidemic algorithm proposed
in reference [15] is a typical diffusion propagation algorithm, and its data-forwarding process is
similar to the propagation process of infectious diseases. In this routing algorithm, nodes which carry
information pass their data to all the nodes they meet. This algorithm has a high packet delivery
ratio and small transmission delay in some scenarios, but the routing overhead ratio is large, and the
algorithm’s adaptability and scalability are poor. Reference [16] proposes a passive waiting algorithm
called direct transmission. This algorithm is a data transmission mechanism where the source node is
always waiting for its target node. The direct transmission algorithm has the lowest routing overhead
ratio of the existing algorithms, but also has a very low packet delivery ratio. In reference [17],
a routing algorithm based on probabilities was proposed that uses the historical contact records of
nodes. The ProPHET algorithm calculates the probability of forwarding through the history of node
interaction and proposes the possible path of route forwarding. This algorithm has high packet delivery
ratio, but its routing overhead is also high. Reference [18] proposed a multi-copy routing algorithm,
the Spray and Wait algorithm. The Spray and wait algorithm divides the forwarding process for
information into two steps. In the spray process, the source node copies the information n times.
It then forwards half the number of data copies stored in the node cache to the encountered nodes in
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each transmission process. This algorithm has lower transmission delay than the direct transmission
algorithm, but it can easily cause excessive flooding and data redundancy.

The social type of opportunistic network routing has been proposed in recent years. Due to the
influence of human activities on the opportunistic network, the interactivity of nodes is an important
factor that needs to be considered. The social type of opportunistic routing takes the social attributes
of nodes into account when forwarding data. In reference [19], a labeling strategy algorithm based
on community structures for data forwarding is proposed. This algorithm uses the information
about the community structure in the nodes history records to label each node with information
about its community. Reference [20] proposed a community-based forwarding algorithm, the Bubble
Rap algorithm. According to the historical records of interactive information between nodes, we
can calculate the vitality of nodes. The algorithm ranks all nodes according to their vitality level
and calculates global ranking and local ranking in the community. In the forward process, the nodes
transfer data to the higher ranked nodes in the global ranking, until the data is forwarded to a node in
the same community where the target node is located. Then, according to the local ranking, the data is
forwarded in the community until the target node receives the messages. The Bubble Rap algorithm
adopts a single-copy strategy, with low packet delivery ratio and high transmission delay.

The main idea of the PeopleRank algorithm proposed by reference [21] is that nodes with a higher
“PeopleRank” value are usually more “centered” in the network. The idea is to use this more stable
social information to increase available partial contact information, to provide efficient data routing in
opportunistic networks. The PeopleRank algorithm evaluates the node’s actual movement and social
interaction. It is proven that the algorithm can deliver the message with a near optimal success rate (i.e.,
close to Epidemic Routing), and at the same time reduce the number of message re-transmissions by
50% compared to Epidemic Routing. Reference [22] stated that existing social-aware routing protocols
for pocket switched networks use the status information of nodes (for example, the history of past
encounters) to infer information about the social structure of the network to optimize routing. SANE
(Social-Aware D2D Relay Networks for Stability Enhancement) is the first routing algorithm that
combines the advantages of both social-aware and stateless approaches. This algorithm shows the
superiority of our proposed social-aware, stateless routing and interest-casting approaches compared
with existing routing approaches.

Reference [9] proposes an algorithm based on the social characteristics of nodes, such as online
social connections, interests, and contact history. The hit ratio and transmission delay of the entire
network are not affected. Reference [10] proposes a multi-layer social-network-based routing method,
ML-SOR, which measures the forwarding capacity of nodes and selects an effective forwarding node in
terms of center of nodes, connection strength and link prediction compared with the nodes encountered.
Good routing performance can be achieved at a low cost. dLife, proposed by reference [11], is a routing
protocol of DTN(Delay tolerant network), which uses two utility functions of time varying connection
duration and node importance to implement forwarding decisions. Experiments show that buffer size
and message size can affect the performance of dLife routing.

Due to frequent node movement and sparse networks, the networked physical system of
vehicles has the characteristics of opportunistic networks, which are seriously affected by intermittent
connections. Reference [23] proposes a path-based TDOR(A Trajectory-Driven Opportunistic Routing
Protocol) protocol for sparse networks. In this paper, the relay node is selected according to the distance
to the track, rather than considering the destination as the standard for next-hop selection. Compared
with other geographic routing protocols, this next hop selection strategy provides reliable and efficient
messaging with high delivery rates and low transmission overhead. TDOR is more tolerant of network
intermittency due to the unbiased movement of intermediate nodes. The results show that TDOR
performs better than known opportunistic routing protocols and can achieve lower routing overhead
for the same message transmission rate. Reference [24] illustrates that existing geographical routing
usually contains hidden assumptions to obtain accurate location information, but this assumption
is not true in real life. The accuracy of vehicle location information can determine the efficiency and
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extensibility of geographic routing. A location error elastic geographic routing (ler-gr) protocol is
proposed in reference [24]. The position prediction and correction technology of Kalman Filtering
was used to predict the position of adjacent vehicles, and the position error of adjacent vehicles was
evaluated by Rayleigh distribution error calculation technology. Simulation results show that the
position error resilience of ler-gr is strong in real application environments.

With the amount of data that need to be transmitted in the communication process becoming
very large, adopting the community-based mode for data forwarding can increase the packet delivery
ratio and reduce the routing pressure of single nodes. The effective data transmission algorithm
based on social relationships in opportunistic mobile social networks proposed by us addresses a
data-forwarding method of multiple copies. While the problem of large numbers of data copies
exists in traditional algorithms, our research proposes a community-based forwarding strategy [25],
which can effectively reduce the number of data copies. Compared with other algorithms, this work
does not adopt the method of transmitting messages between single nodes but proposes a scheme
of transmitting information through efficient communities. This data-forwarding strategy not only
improves the speed of data forwarding, but information forwarding in a stable community shows its
superiority in terms of security.

3. System Model Design

3.1. Community Division Strategy

In opportunistic networks, within a certain time frame, the distribution of nodes is very similar to
that of nodes in social networks, which means that the nodes in the opportunistic networks can be
divided into different communities within a certain time frame. The community is a small network
structure based on social relationships. The community has a close connection with the nodes inside,
and the nodes outside the community are sparse. The accurate division of community structure can
help improve the transmission speed and packet delivery ratio of information transmission and data
forwarding. In this paper, we record the connection status of nodes in the network periodically by
analyzing the social characteristics, connection attributes, and context information of nodes, to divide
the structure of the networks in certain time intervals.

In fact, there are no independent community structures in the real world. This means that
networks cannot be divided into several separate communities but are instead made up of a lot of
overlapping areas of associations. A community can be seen as a collection of interconnected “small
fully coupled networks” which can be called factions. We use the factional filtering algorithm to divide
the communities. If we find the largest full-coupling subgraph of each part of the network, it can be
used to find the connected subgraph of the faction, and accordingly divides the networks into many
communities according to the factional divisions.

Definition 1. The size of the fully coupled network. When we are dividing communities by the factional filtering
algorithm, N is the probable size of the largest fully coupled network. The result of the final community division
will be impressed by the value of N.

Definition 2. Fully coupled network. If there is a path for each node in a network to any other node, the network
is called a fully coupled network.

Definition 3. Ouverlap matrix. Analogous to the adjacency matrix. Each column of the matrix corresponds
to a faction. The value on the diagonal corresponds to the corresponding faction size, and the element on the
non-diagonal represents the number of common nodes of the two factions.

Given network G = (V,E), V = {Vj, ..., V;;} is a node-set including n nodes. Set N as the size
of a possible fully coupled network. Starting from a set V;, find all the N-size communities which
contain node V;, then delete node V; and the edges that connect the node V;. After we find all the
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N-size factions, set N = N — 1 until N equals 2. So far, we have found the community structure of
all the different factions in the network. In this paper, we use a 12-node diagram as an example to
illustrate the community partition based on the factional filtering algorithm, with a value of N of 4.

When we use the factional filtering algorithm, an iteration regression method is usually adopted
to find the factions in the network structure. If a vertex v is adjacent to all vertices of faction K, vertex v
is an adjacent vertex of faction K. If the adjacent vertex of the faction is no longer contiguous to the
other adjacency point of the faction, the adjacent node is referred to as the first type of adjacency node.
If the adjacent vertex of the faction is connected to the other adjacent vertices of the faction, it is called
the adjacent vertex of the second type.

For an initial node V;, define two sets of nodes A and B, where set A is a set of nodes that contain
node V; and all nodes are connected to each other; Nodes in B connect to all nodes in A, and set
B contains the first class adjacency node and the second type adjacency node. First, start iterating
from node V}, and initialize the set A = {V;}, B = neighbor [V;]. Move a node from set B to set A4,
then check that all the elements in B are still connected to all nodes in A, and delete nodes that are no
longer connected to all nodes in A. Continuously move the node and delete some nodes which are
not meeting the requirements. In the continuous process, if B is already empty before the size of A
increase to N, or A or B are a set or subset that already exists, then stop counting and return to the
first step—find another initial node V; and start a new iteration. If B is not empty before the size of
A reaches N and A is not a subset of existing factions, we get a new faction. Record the faction and
then return to the first step to continue the search for new factions. We take this 12-node network as
an example as shown in Figure 1.

Figure 1. A 12-node network as an example, to show the division of nodes based on faction.

In this 12-node network structure, we set the faction size to 4. Suppose the initial node is
V1, and the set B = neighbor [V1] = {V,, V3, Vg, Vi, V11, Vi2}. If we move node V3 into set A,
now B = {V;, Vg, Vg, V11, V12 }. At this point, V4, V, are connected. Then, we move the node Vg
into the set A, and the nodes in the set B are still connected to the nodes in A, with only nodes V;g and
V1o left. Because B is not empty when the size of the set A is less than N, this process can still go on.
However, when we prepare to move V3 to set A, we can find that there already exist a set or subset,
so we do not save this group as a faction.

After finding all fully coupled network factions of size 4 and faction size N minus one, we continue
to find all the appropriate factions until N is 2. In this way, we have all the fully-coupled networks
within the network so far.

With the idea of iterative regression, all nodes in the network are traversed and the seven factions
of this 12-node network are obtained as follows. In the Figure 2 below (top to bottom, left to right):
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G = {V1,Vo, 3, Via}; Go = {V1, V3, V8, Vio, Vio}s G3 = {V3, V1o, Vi1, Via}s Ga = {V4, V5, Vs, V7 };
Gs = { V4, V5, Vg, Vo}; Gg = {V3, V4, Vs }; Gr = { Vs, Vo, V1o }-

Vi .

[
[

\ Vo ‘ 7 Vs Vg‘

Figure 2. These seven graphs show the results of the division of factions after all nodes in the network

have been traversed.

After we find all the factions in the network, we can find the overlapping matrix of these factions
as shown in (1). Each column of the matrix corresponds to a faction, the value on the diagonal line
corresponds to the size of corresponding faction, and the elements on the non-diagonal line represent
the number of common nodes of each two factions.

T4 3200 1 0]
3530122
2340011
Mpo=|0004110 1)
0101422
1211231
021021 3]

In this overlapping matrix, if the elements in the diagonal of the matrix are less than N or the
elements not on the diagonal are less than N minus 1, set these elements equal to 0 and the rest of the
elements to 1. The resulting matrix is the adjacency matrix of the N factional community structure as
shown in (2). In this matrix, these remaining connected parts represent the community structure that
meets the requirements.

1100 0 0 0]
1110000
0110000
Ms4=|000100 0 )
0000100
00000O0GO0O
L 00 0O0O0O0 O]

According to the connectivity analysis of (2), the structure of the three communities in the network
is shown in the Figure 3:
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Vu

-
Vo ‘
Figure 3. This picture shows the result of community division of the network structure shown in Figure 1.

We can use the above community partitioning strategy to divide the network into several
community structures.

3.2. Community Structure Contraction Strategy

In opportunistic social networks, information transmission relies on the movements of the nodes
and the importance of measuring the significance of nodes is pivotal. After dividing the network
into several communities, the nodes in the opportunistic networks coalesce from scattered nodes into
individual community structures. However, in these community structures, the significance of each
node is also different.

It is important to measure the importance of nodes in community structures. If you do not measure
the importance of popular nodes, it will probably lead to network congestion. Therefore, we measure
the importance of nodes after the division of communities to reduce the number of inefficient nodes.
The measurement of node importance is generally divided into two aspects, including the influence of
nodes on information flow and the interaction between nodes.

The influence of nodes on information flow in networks is defined as the ratio of the number of
paths through node V; in all shortest paths in the network, to all shortest paths. If the network has S
nodes, the influence of node on information flow is expressed as:

S0 (01) = 1y, 2 o
mn
In the formula, v, (v;) is defined to be the ratio of the number of paths through node v to all
shortest paths in the network. [, represents the number of shortest paths between node v, and
v,. In this network, for a given node v;, the maximum influence of nodes on information flow is
[N — 1] [N — 2] /2, so the index can be normalized to:

Sp (v1) = Sp (vi)/[(N —1) [N —2]/2] 4)

The importance of nodes is not only related to the number of edges connected, but also to the
importance of connected nodes. Nodes can enhance their importance in the network by connecting to
nodes that are more important. In a network of S nodes, A represents the network connection matrix,
and a1, ay, ..., g represent the N characteristic values of A. Suppose «; is the main characteristic value
of the matrix A. The corresponding characteristic vector is e = (ey, ey, ..., es)T, and then:

S
ne; = ijl aijje; (5)

The characteristic vector indices of nodes can be defined as:

1S
Se(v7) =™ j—1 %ijCj (6)
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The overall importance of the nodes is expressed as:

Stmp (v;) = BSp (v;) + 3S¢ (v;) ()

In this formula, § and J are variable parameters, representing the weight of Sg (v;) and S¢ (v;)
when we calculate the importance of nodes, respectively. A threshold is set here to measure whether
the importance of nodes is within an acceptable range. If the node is less important than the threshold
value 7, directly remove the node from its community. According to the actual application scenario,
if the degree of bias in two aspects is reasonably evaluated, then determine the values of parameter
and 6, B+ 6 = 1 (in this paper, p = 0.5, § = 0.5).

After removing the less important nodes, the community structure changes. However,
the community can continue to shrink to reduce the size of the network. In this case, we use the
cohesion of the nodes to recontract the community structure. The cohesion of nodes is an important
index to measure whether the network structure can be recontracted, which is represented as:

1
¢l6l=p ®)
_ Lizjev dij
D=7 (S—1) ©)

When the structure shrinks, the cohesion of the network depends on the connectivity between
nodes in the network and the number of nodes in the network. The connectivity between nodes can be
measured by the average distances, that is, the average distances between all node pairs. By formula (5)
and (6), the cohesion degree ¢ [G] can be expressed as:

S—1

Gl=—"— "
¢ [G] Y. D;

(10)

S > 2, Djj represent the distance between node V; and V;. When there is only one node in the
network, ¢ [G] = 1. G = V; represents the graph obtained after the node is contracted. The criticality of
nodes in the network can be calculated according to the cohesion.

IM(v;) =1—¢[G]/@[G V] (11)

Under the same conditions, the larger the connectivity of nodes is, the smaller the number of
nodes and the greater the network cohesion. If there is a node in the key position, the shortest path
between many nodes will pass through this node, and the average network distances will be greatly
reduced after the network shrinks. By (7) and (8), formula (11) can be expressed as:

_ S*xD(G)—(S—k;j)*D(Gyp)
IM(v) = 5+D(G)

(12)

Now we calculate the criticality IM (v;) of each node after contraction according to formula (11).
If the criticality IM (v;) of node V; is bigger than the control parameter ¢, it shows that the network
structure is more compact after structure contraction. At this point, we can use a hew node Vi’ to
replace the original node V; and its associated nodes.

In this part, we propose a strategy for the contraction of community structures. We first remove
some of the inefficient nodes in the community structure through node attributes. Then, the network
is further contracted according to the influence of nodes on network cohesion, and we can get several
close-knit community structures, which can improve the efficiency of information transmission and
data forwarding. The simplified pseudo-code for this part is as follows (See Algorithm 1):
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Algorithm 1 Community structure contraction algorithm

Input: subgraph G,
Output: adjusted subgraph G,

1: For each group do //delete inefficient node

2 For each node V; do

3 Calculate the importance IM (v;) of node V;

" If IM (v;) < T

5: Delete node V;

6 End If

7: End For

8: End for

9: For each node pair e = (v;,v;) // structure-shorten
10: Calculate distance D;;
11 Calculate initial network cohesion ¢ [G] and ¢ [G * V]
12: If the value of V' is bigger than ¢ then
13: replace V; and its neighbor with a new node V;’
14: End If
15: End For

3.3. Community-Based Data-Forwarding Algorithm

In the ESR algorithm, the data-forwarding process is divided into two phases. In the first stage,
we will make several copies of the data we need to forward and send these copies to all the adjacent
nodes. If an adjacent node is in the same community structure, the node propagates data to its own
community structure, otherwise it will spread the data copies to all its adjacent nodes. In the second
process, the information forwarding process ends when the target node receives the message and
sends a receive-confirmation message.

Our algorithm proposed in this paper is based on the structure of the community, and we propose
a method to reduce the structure of a community. Then, we copy a certain number of messages.
After the contraction of the structure, the network scale decreases, and the nodes in the network
structure have very close relationships. When information is transmitted and data is forwarded,
the number of copies of the forwarded data can be determined according to the sociality of the nodes.
The sociality of node is defined as:

Ci= Y g i link (i, ) (13)

In the formula, link (i) is defined to be the connection status of node v; in the community.
If there is a node v; connected to node v;, then link (i,j) = 1, otherwise link (i,j) = 0. If node v; is
not in a defined community, the nodes that the link function compares is all the nodes in the entire
network. Such a measure strategy distinguishes between nodes in the community and nodes outside
the community.

In the ESR algorithm, the minimum number of copies required to achieve the expected time
delay is independent of network size N and propagation range K, only depending on the number of
nodes M in the network. Many studies have shown that the number of copies required only depends
on the number of nodes, and the number of messages is an important index affecting the algorithm.

Reference [26] gives the following formula, where M is the total number of nodes, and H;, = Y} ; ll,
2
3 3 , T ’ 2M -1 M
1 — - - L= 14
(Hy—12)1 +<HM 6)L +<¢x i) b= o (14)

In the first process, sending n copies of the data to each node can easily lead to oversizing.
Aiming at this problem, this paper proposes a copy-allocation method based on community division,
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a reduction strategy of copy, and copy distribution based on the following formula, with L as the
number of available messages that the node currently has:

{ Ti = (L - 1) C,‘jiC]‘

(15)

In the second process, the source node sends information to all its neighbors. If the neighboring
node is within the community, the copies of the data are propagated through the community. If not,
the data information is forwarded to the meeting node. All data copies are allocated according to
formula (15), and the forwarding process ends when the target node gets a copy of the data.

Because of the social feature of the opportunistic social network, in the first process, we distribute
copies of data through the community. The number of data copies will not cause overflow, and
the expected packet delivery ratio and transmission delay can also be achieved. In the second
process, the data-forwarding speed and communication link stability in the community are very good.
Relative to the transmission of information between single nodes, the ESR algorithm is transmitted
through the community, which can improve the speed of information transmission. At the same
time, since relatively stable community structures can be thought of as trusted institutions, message
transmission within communities is safe.

The simplified pseudo-code for this part is as follows (see Algorithm 2):

Algorithm 2 Community based data-forwarding algorithm

Input: subgraph G,
Output: adjusted subgraph G,
1: For each group do //delete inefficient node

2: For each node V; do

3 Calculate the importance IM (v;) of node V;

4 If IM(v;) < T

5: Delete node V;

6: End If

7: End For

8: End for

9: For each node pair e = (v;,v;) // structure-shorten
10: Calculate distance D;;
11 Calculate initial network cohesion ¢ [G] and ¢ [G * V]
12: If the value of V;’ is bigger than ¢ then
13: replace V; and its neighbor with a new node V;/
14: End If
15: End For

In this algorithm, time complexity is O(n). The information is transmitted by nodes through the
reduced structure of communities, and the algorithm not only has fast transmission speed, but also has
high transmission efficiency. We may then compare with the Spray and wait algorithm. In the spray
process, the node continuously copies the data and assigns it to its neighbors. Its time complexity is
O(n?). Tt is the same as the SCR algorithm, because nodes are selected by social relationships to form a
local cluster. In the EMIST algorithm,nodes transmit messages and save them as a list in their cache,
so while its time complexity is O(n), it has higher routing overhead compared with our work.

4. Simulation

We implement the proposed ESR scheme in the OMNET++ simulator [27] and evaluate ESR by
performance comparison with the EIMST algorithm, Spray and wait algorithm and SCR algorithm.
The simulation time is 12 h, and the simulation area is 4300 x 1200 m in the communication area.
Our background city is St Paul. The number of involved nodes is 1000. The node distribution is
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random, and the transmission mode is broadcast. The maximum transmission distance of each node is
10 m, and the transmission speed of a node is 0.5~1.5 m per second. The cache of each node is 10 MB,
and the Packet size is 500 KB~1 MB. The specific setting of this simulation scenario is shown in Table 1,
and the setting of algorithm parameters is shown in Table 2.

Table 1. Environmental parameter of simulation settings.

Environmental Parameter Settings
Simulation time/h 12
Simulation area 4300 x 1200 m
Background city St Paul
Number of nodes 1000
Velcocity of a node/(m/s) 0515
Transmit speed(KB/s) 250
Maximum transmission distance/m 10
Transmission mode broadcast
Buffer size/MB 10
Packet size 500 KB 1 MB
Packet sending intervals/s 2535

Table 2. The optimal parameter value of our algorithm.

Parameter Value Description
N 16 Faction setting parameter
T 0.17 A threshold value that measures whether a node is important within a controllable range
€ 0.42 Parameter decides whether the community structure needs to shrink

We compared the performance of different routing algorithms in the same scenario and analyzed
the effect of varying parameters in the ESR algorithm. In this study, ESR is compared with spray and
wait [15], SCR [4], and EMIST [3], which are a classic routing algorithm and two new algorithms
published in 2017, respectively. EMIST is an information transmission strategy based on socialization
nodes, and SCR is an effective social-based clustering and routing scheme in opportunistic networks.
These algorithms were analyzed by three performance indicators, namely packet delivery ratio,
transmission delay and routing overhead [28]. The experiment shows that the effective data
transmission algorithm based on social relationships in opportunistic mobile social networks has
the best comprehensive performance when N = 16, 7= 0.17, and € = 0.42.

4.1. Community Division Interval

In a community-based opportunistic social network, the role of the community division interval
is important. In a period of time, it can be considered that the status of a node and communities in the
network do not change, and data transmission can be stable. If the division interval is relatively small,
because the community result is not stable enough, the guiding effect of community division on the
routing algorithm is not good, and the packet delivery ratio is low. As the division interval increases,
the packet delivery ratio increases correspondingly as shown in Figure 4. When the interval is selected
as 900 s, the optimal packet delivery ratio is 80%. As the division interval continues to increase,
the packet delivery ratio decreases. At 2700 s, the packet delivery rate is 70%, and the algorithm
performance is worse than that at 900 s. This is because when the interval of community division is
too long, the true node distribution state is not consistent with the assumed stable state, and previous
community segmentation results do not represent the latest community structure well.
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Figure 4. The influence of community division interval on packet delivery rate.
4.2. Effect of Node Cache and Node Numbers on Routing Algorithms

The ESR algorithm is compared with the three types of classical algorithm mentioned above to
verify its performance. This study focuses on the following parameters:

1. Packet delivery ratio: This parameter refers to the probability that a packet sent from the source
successfully reaches the target within a certain time.

2. Average end-to-end on delay: This parameter comprehensively evaluates the delay caused by
packet routing, waiting delay and transmission delay.

3.  Routing overhead: This parameter shows the overhead between two nodes when information is
transmitted.

Figure 5 shows the packet delivery ratio of the ESR algorithm, EIMST algorithm, Spray and wait
algorithm and the SCR algorithm when the node cache sizes and number of nodes change. Compared
with the three other algorithms, the packet delivery ratio in ESR is the best. The delivery ratio in
ESR is more than 0.93 when cache is 40 M. The reason is that nodes transfer information through
communities in the ESR algorithm, and message transmission speed in communities is faster than
between single nodes. As the process of forwarding information ends if you can find the community
with the target node, we can quickly complete the data transmission. In the EIMST algorithm, nodes
calculate the encounter probability in the network. This approach uses cooperative nodes when
transferring information but does not establish a good management mechanism in the cache space.
Thus, the packet delivery ratio (0.8 average) is lower than for ESR. Spray and wait takes a multi-copy
approach, sending many copies of data to the communication area, and then not having enough cache
to store messages. When there is some new information starting to be transferred, it is easy to cause
the discarding of previous information, and so the packet transmission rate is low. Therefore, delivery
ratio in this algorithm is low (0.4-0.48). Due to the formation of clusters in the SCR algorithm requiring
a process which needs lots of nodes and takes a long time, the packet delivery ratio of SCR is lower
than for ESR. Above all, the ESR scheme improves the delivery ratio over the traditional algorithms,
on average.
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Figure 5. The packet delivery ratio of the ESR algorithm, EIMST algorithm, Spray and wait algorithm
and the SCR algorithm at different node cache sizes and numbers of nodes. (a) The effect of node cache
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Figure 6 shows the delay on average in these algorithms. As shown in Figure 6, the average
delay in the spray and wait algorithm is high (more than 105), because the spray and wait algorithm is
based on the policy of multiple copies, which can easily cause data redundancy and loss. The SCR
algorithm analyzes the social attributes of nodes to form a local cluster. As the node cache and
node number increases, the cluster process becomes better, and the transmission delay decreases.
However, it is still higher than the ESR algorithm. The EIMST algorithm is better than the spray
and wait algorithm, because all neighbors are selected by nodes, reducing data copies by a large
number. However, the transmission delay is still large. In the ESR algorithm the average delay is
50, because data is delivered among nodes through communities. Therefore, the data can share the
cache of nodes in the same community during transmission. The proposed ESR algorithm reduces
transmission delay compared with the Spray and wait algorithm and the SCR algorithm, on average.
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Figure 6. The average end-to-end transmission delay of ESR algorithms, EIMST algorithm, Spray and
wait algorithm and SCR algorithm when at different node cache sizes and number of nodes. (a) The
effect of node cache on transmission delay; (b) The effect of node numbers on transmission delay.

Figure 7 explains the overhead on average. According to Figure 7, the overhead ratio of the spray
and wait algorithm is the highest. In SCR, each node only forwards a copy of the message to a node
that has the target node as a member of the cluster, but the clustering process needs time. Therefore,
although the routing overhead is decreased, the routing overhead is still greater than that of the ESR
algorithm. The routing overhead of ESR and EIMST remains at 25-65 because nodes spray a lot of
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redundant data. As the cache and the number of nodes increases, this state will not change. In the ESR
algorithm, all communities can help to share the routing pressure, which is less expensive than the
above three algorithms.
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Figure 7. The average routing overhead of the ESR algorithm, EIMST algorithm, Spray and wait
algorithm and SCR algorithm when at different node cache sizes and number of nodes. (a) The effect
of node cache on routing overhead; (b) The effect of node cache on routing overhead.

5. Conclusions

In this paper, we learned some characteristics of opportunistic social networks and proposed an
effective data transmission algorithm based on social relationships. In this algorithm, we use the social
relationships of nodes to divide nodes into several communities based on the connection attributes
between nodes, then judge the importance of nodes according to the influence of nodes on the network
and delete some inefficient nodes. Then, the node’s criticality is used to further reduce the community
structure after reducing inefficient nodes. After the network is divided into several tight communities,
we use the characteristics of the various communities in the network to allocate the number of data
copies and transmit them through the community. This algorithm divides the nodes in the network
by means of social relations and can effectively reduce the inefficient nodes in the network. Through
close community information transmission, the efficiency of information transmission is ensured and
the goal of low delay is realized. At the same time, to avoid congestion caused by popular nodes, the
inefficient nodes are evaluated through the influence of nodes on information flow and the interaction
between nodes, which reduces the network overhead. The routing and transmission of opportunistic
social networks will still be the focus of this field in present and future research. In our future work,
we will improve our data-forwarding algorithm based on more social network behaviors and further
study security and privacy in social routing.
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