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Abstract: Oxide-dispersion-strengthened (ODS) steels have long been viewed as a prime solution for
harsh environments. However, conventional manufacturing of ODS steels limits the final product
geometry, is difficult to scale up to large components, and is expensive due to multiple highly in-
volved, solid-state processing steps required. Additive manufacturing (AM) can directly incorporate
dispersion elements (e.g., Y, Ti and O) during component fabrication, thus bypassing the need for an
ODS steel supply chain, the scale-up challenges of powder processing routes, the buoyancy challenges
associated with casting ODS steels, and the joining issues for net-shape component fabrication. In
the AM process, the diffusion of the dispersion elements in the molten steel plays a key role in the
precipitation of the oxide particles, thereby influencing the microstructure, thermal stability and high-
temperature mechanical properties of the resulting ODS steels. In this work, the atomic diffusivities of
Y, Ti, and O in molten 316L stainless steel (SS) as functions of temperature are determined by ab initio
molecular dynamics simulations. The latest Vienna Ab initio Simulation Package (VASP) package
that incorporates an on-the-fly machine learning force field for accelerated computation is used. At
a constant temperature, the time-dependent coordinates of the target atoms in the molten 316L SS
were analyzed in the form of mean square displacement in order to obtain diffusivity. The values
of the diffusivity at multiple temperatures are then fitted to the Arrhenius form to determine the
activation energy and the pre-exponential factor. Given the challenges in experimental measurement
of atomic diffusivity at such high temperatures and correspondingly the lack of experimental data,
this study provides important physical parameters for future modeling of the oxide precipitation
kinetics during AM process.

Keywords: diffusivity; additive manufacturing; ab initio molecular dynamics; oxide-dispersion-
strengthened alloys; machine learning force field

1. Introduction

As the expectations grow for the properties of next-generation alloys that can be used in
harsh environments, oxide-dispersion-strengthened (ODS) alloys are gradually emerging as
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a promising candidate due to their excellent creep resistance, corrosion resistance, and high-
temperature tensile properties and thermal stability [1–11]. ODS alloys are reinforced by
numerous nano-sized oxide particles, such as Y2O3, Y2TiO5 or Y2Ti2O7, that are uniformly
dispersed in the matrix and responsible to impede dislocation motion.

Conventionally, ODS alloys are fabricated through time-consuming mechanical al-
loying (high energy ball milling) and subsequent heat treatments such as hot isostatic
pressing (HIP) and hot rolling [11–13]. Micro-sized oxide particles are first broken down
into smaller sizes and the oxide elements are dissolved into the alloy matrix during the
mechanical alloying. During the heat treatments, the elements precipitate out from the alloy
matrix as nano-sized oxide particles. All these processes occur in the solid state, which has
rather limited atomic mobility (diffusivity). More recently, laser-melting-based additive
manufacturing (AM) technologies, such as laser powder bed fusion (LPBF) and laser di-
rect energy deposition (LDED), have been demonstrated to be able to directly print ODS
alloys with lightly mixed matrix powder (or wire) and oxide particles [14–17]. The oxide
dispersion elements from the feedstock are dissolved in the melt pool and then precipitate
out as oxide nano particles during rapid solidification. Dissolution and precipitation occur
almost instantaneously, which brings great promise for reducing the labor, energy and cost
associated with manufacturing ODS alloys.

The mechanical properties of ODS alloys are primarily controlled by the number
density, composition and size of the oxide precipitates, which, in AM, vary with the process
parameters, such as laser power and scanning speed [14–21]. Hence, it is important to
establish a clear correlation between the oxide characteristics and the AM process parame-
ters. Multiscale modeling of the precipitation kinetics based on the fundamental physics
(diffusion, clustering and competing re-dissolution) can reduce the amount of experimental
effort towards this end. Performing such modeling requires atomic diffusivities of the oxide
dispersion elements (here Y, Ti and O) in the molten metallic matrix (here 316L SS) over
a wide temperature window. However, measuring atomic diffusivities at the relevant high
temperatures is extremely challenging, leading to the scarcity of such experimental data.
Meanwhile, it is also challenging to compute atomic diffusivity in molten multi-element
alloy due to the complex composition, the disordered liquid structure and significant ther-
mal vibration. To the best of our knowledge, there have been no reports of experimentally
or computationally determined diffusivities of Y, Ti or O in molten 316L SS, although some
studies have been performed to determine diffusivities of Y, Ti or O in body-centered cubic
(BCC) iron or molten iron through experiments or computation [22–32]. For example, the
O-diffusivity in molten pure iron and Ti-diffusivity in molten carbon-saturated iron have
been measured by different experimental methods slightly above the melting tempera-
ture (Tm) [22–25]. Some density functional theory (DFT) and kinetic Monte Carlo (kMC)
simulations have been conducted to obtain Y-, Ti- or O-diffusivity in BCC iron [26–32].

In this study, we calculate the diffusivities of Y, Ti, and O in the molten 316L SS using
ab initio molecular dynamics (AIMD). AIMD combines the Schrodinger-equation-based
electronic structure calculation of the ab initio method with the Newtonian law-based
atomic trajectory prediction of molecular dynamics (MD). Unlike typically performed 0K
pure ab initio calculations, AIMD allows for thermal vibration, spontaneous structural
evolution and sampling over a wide range of disordered atomic configurations in the
liquid (molten) state. To enhance the efficiency of AIMD, we use the new feature of the
on-the-fly machine learning force field in the latest VASP package. More details about
our methodology are provided in the next section, following which we will present the
directly computed diffusivity values for individual temperatures and the fitted Arrhenius
expressions containing the activation energy and pre-exponential factor for Y, Ti and O
diffusion in the molten 316L SS. The Arrhenius expressions can be coded directly into the
future kinetic models to supply the diffusivities of Y, Ti and O in the melt pool of the 316L
SS at any temperature (above Tm) during its cooling process.
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2. Methodology
2.1. VASP Setup

The VASP software (version 6.3.2) [33–36] is employed in this work to perform AIMD
simulations of the diffusion of Y, Ti, and O in molten 316L SS on the high-performance
computing (HPC) cluster of College of Engineering, Oregon State University. For all the sim-
ulations, we use the NPT (controlled number of atoms N, pressure P, and temperature T) en-
semble, the pseudopotentials generated with the projector-augmented wave (PAW) method
and the generalized gradient approximation (GGA) based on the Perdew–Burke–Ernzerhof
(PBE) functional [37,38], a plane-wave cutoff energy of 400 eV, and a uniform Monkhorst–
Pack k-mesh (2 × 2 × 2, automatic generation). The temperature and pressure are con-
trolled by the Langevin thermostat and the Parinello–Rahman barostat, respectively. Post-
simulation 3D visualization and data analysis are performed with Open Visualization Tool
(OVITO) (version 3.8.4) [39] and Matlab (version R2023b).

2.1.1. The Machine Learning Force Field (MLFF)

Traditionally, AIMD simulations are very computationally expensive as they involve
repeated electronic calculations every MD step of the simulated dynamic process. Starting
from Ver. 6.3.0, VASP has implemented a new feature—an on-the-fly machine learning
force field. This new feature allows VASP to build an MLFF (that quantitatively describes
the atomic-level interactions among the relevant elements) by learning from some initial
integrated ab initio and MD steps, and then the user can apply the MLFF to perform only
MD in later simulations, skipping the time-consuming ab initio steps [33–36]. The machine
learning steps do not have to use exactly the same dynamic process, material composition,
or system size as in the later application simulations.

In this work, we perform machine learning of the force field with a supercell compris-
ing 128 atoms (note that it is quite typical for ab initio calculations to use fewer than one
hundred atoms in order to reduce the computational cost). To approximate the nominal
316L SS composition (listed in Table 1) a 4 × 4 × 4 BCC Fe supercell (128 atoms) is first
created and 42 of the Fe atoms are then randomly replaced with the other constituent
elements (e.g., Cr, Ni, Mn) according to their target atomic percentages (exact numbers of
atoms for the elements are listed in Table 1). Due to the very low atomic percentages of
phosphorus and sulfur, these two elements are not included in this work. Then, one Y, one
Ti, and one O atom are incorporated into the system by replacing three of the remaining Fe
atoms randomly. This system (shown in Figure 1a) is then heated from 1700 K to 2700 K in
10 picoseconds (with a step size of 2 femtoseconds) to train/build the MLFF. During the
heating, the crystal lattice is melted into a disordered liquid structure (shown in Figure 1b)
as expected. Thus, the resulting MLFF is appropriate for treating atomic interactions among
all the involved elements in the molten 316L SS matrix. The Bayesian error estimation
for energy per atom during the 5000 learning steps (with temperature increasing from
1700 K to 2700 K) is provided in the Supplementary Materials. The error grows slowly
with increasing steps (i.e., temperature) but overall well contained within a few times
10−5 eV/atom.

Table 1. The chemical composition of 316L SS and the numbers of representative atoms in the learning
and the application (diffusion) simulations.

Fe Cr Ni Mn Si Mo C P S Total

Nominal composition
(at.%) Bal 17.90 9.33 1.99 1.46 1.15 0.36 0.08 0.05 100

No. of atoms
(for learning) 86 23 12 3 2 1 1 0 0 128

No. of atoms
(for diffusion simulations) 292 77 41 9 6 5 2 0 0 432



Materials 2024, 17, 1543 4 of 12

Materials 2024, 17, x FOR PEER REVIEW 4 of 12 
 

 

Table 1. The chemical composition of 316L SS and the numbers of representative atoms in the learn-
ing and the application (diffusion) simulations. 

 Fe Cr Ni Mn Si Mo C P S Total 
Nominal composition 

(at.%) Bal 17.90 9.33 1.99 1.46 1.15 0.36 0.08 0.05 100 

No. of atoms 
(for learning) 86 23 12 3 2 1 1 0 0 128 

No. of atoms 
(for diffusion simulations) 292 77 41 9 6 5 2 0 0 432 

 
Figure 1. The AIMD model with 128 atoms for training/building the MLFF: (a) initial configuration 
of 316L SS with one Y atom, one Ti atom, and one O atom; (b) molten 316L SS with one Y atom, one 
Ti atom, and one O atom after learning process. 

2.1.2. Diffusion Simulation 
After the MLFF is built, diffusion simulation (with MD steps only) is performed using 

a larger system size containing 432 atoms. A 6 × 6 × 6 BCC Fe supercell is first created and 
annealed at 2200 K until completely melted. Then, 140 Fe atoms are randomly replaced by 
Cr, Ni, Mn, etc., according to the 316L SS composition (exact numbers of atoms for the 
elements are listed in Table 1—“No. of atoms for diffusion simulations”). For better statis-
tics, this random replacement is performed three times here, creating three molten 316L 
SS samples S1–S3 with different initial atomic configurations. Next, for each 316L SS sam-
ple, one Y, Ti, or O atom is then introduced to the system by replacing one extra Fe atom 
randomly, as shown in Figure 2. Then, the 9 diffusion systems (3 matrices: S1, S2 and S3; 
3 diffusing species: Y, Ti, O) are each annealed at four different temperatures, 1850 K, 2000 
K, 2200 K, and 2500 K, for 20 picoseconds with a step size of 2 femtoseconds. The time-
dependent coordinates of all the atoms (including Y, Ti or O atom and the matrix atoms) 
are saved every 40 femtoseconds in the XDATCAR file. The first 8 picoseconds of each 
simulation are treated as system relaxation, and the data in that timeframe are not used 
for diffusivity calculation. 

Figure 1. The AIMD model with 128 atoms for training/building the MLFF: (a) initial configuration
of 316L SS with one Y atom, one Ti atom, and one O atom; (b) molten 316L SS with one Y atom, one Ti
atom, and one O atom after learning process.

2.1.2. Diffusion Simulation

After the MLFF is built, diffusion simulation (with MD steps only) is performed using
a larger system size containing 432 atoms. A 6 × 6 × 6 BCC Fe supercell is first created and
annealed at 2200 K until completely melted. Then, 140 Fe atoms are randomly replaced
by Cr, Ni, Mn, etc., according to the 316L SS composition (exact numbers of atoms for
the elements are listed in Table 1—“No. of atoms for diffusion simulations”). For better
statistics, this random replacement is performed three times here, creating three molten
316L SS samples S1–S3 with different initial atomic configurations. Next, for each 316L
SS sample, one Y, Ti, or O atom is then introduced to the system by replacing one extra
Fe atom randomly, as shown in Figure 2. Then, the 9 diffusion systems (3 matrices: S1,
S2 and S3; 3 diffusing species: Y, Ti, O) are each annealed at four different temperatures,
1850 K, 2000 K, 2200 K, and 2500 K, for 20 picoseconds with a step size of 2 femtoseconds.
The time-dependent coordinates of all the atoms (including Y, Ti or O atom and the matrix
atoms) are saved every 40 femtoseconds in the XDATCAR file. The first 8 picoseconds of
each simulation are treated as system relaxation, and the data in that timeframe are not
used for diffusivity calculation.
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and (d) S1 with one Ti atom (solid grey). Matrix atoms are made translucent in (b–d).
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2.2. Diffusivity Calculation

After each simulation, the XDATCAR file containing the coordinates of all the atoms is
read into OVITO and then the coordinates of the target Y, Ti or O atom are selected out and
exported into a separate file together with the time steps. The mean square displacement
(MSD) of the diffusing atom is then calculated with Matlab:

MSD(i) =
1

n − i ∑n−i
j=1

{
[x(j + i)− x(j)]2 + [y(j + i)− y(j)]2 + [z(j + i)− z(j)]2

}
(1)

where n is the total number of time steps, i is the i-th time step (representing the diffusion
time), x(j + i), y(j + i) and z(j + i) are the coordinates of the atom at the (j + i)-th time
step, and x(j), y(j) and z(j) are the coordinates at the j-th time step. Then, the diffusivity
in the 3-D space is calculated by the Einstein–Smoluchowski equation:

D =
MSD(t)

6t
=

MSD(i)
6 × i × stepsize

(2)

For each diffusing species (Y, Ti or O), the diffusivity values obtained from S1, S2
and S3 samples at a common temperature are averaged and then the averaged values at
different temperatures are fitted to the Arrhenius equation:

D(T) = D0 exp(− Ea

RT
) (3)

where D0 is the pre-exponential factor, Ea is the activation energy, R is the universal gas
constant and T is the absolute temperature.

3. Results and Discussion
3.1. Diffusivity of Oxygen

The red solid curves in Figure 3 are the plots of the MSD of O in the molten 316L
SS (sample S1) vs. diffusion time at the four different temperatures. All the MSD plots
exhibit an initial linear segment, followed by erratic deviations from the linear behavior.
This characteristic is well known for MSD plots based on any finite number of time steps
(and corresponding coordinates), whether in simulations or experiments. The initial linear
segment follows the theoretical expectation as depicted by Equation (2) very closely, owing
to the sufficient statistics in the averaging over j for a fixed i in Equation (1), when i is small.
The later erratic deviation from the linear behavior is caused by two factors: less data points
going into the averaging in Equation (1), and more correlation among the displacement
steps that are being averaged. However, this is not a problem for obtaining the correct
diffusivity; it just means that one should focus on the initial linear segment of an MSD
curve where the MSD data carry the highest statistical significance, provided that it has
been long enough to capture the diffusive stage of atomic displacements.

One way to judge if the MSD data have captured the diffusive stage is to use the
log–log plot of MSD vs. time. On a full-spectrum log–log plot, MSD generally shows three
stages: the ballistic stage (t2 dependence, slope ≈ 2) at the shortest time scale, followed by
a plateau stage (t0 dependence, slope ≈ 0) at the intermediate time scale, and then by the
diffusive stage (t1 dependence, slope ≈ 1) at the longer time scale. The exact time scales for
the different stages vary with the material system and with temperature. Here, in Figure 4,
we show the log–log version of the MSD vs. time plots for O diffusion in sample S1 (whose
linear version is presented in Figure 3). These log–log plots show a fairly stable slope ≈ 1
over more than one order of magnitude (40 fs to ~1500 fs, where 40 fs is the time interval
between two outputs of coordinates in our VASP setting, that is, the smallest time interval
recorded for MSD calculations). This evidences that our MSD data have indeed captured
the diffusive stage of atomic displacements, even for the smallest recorded time interval
40 fs. The absence of the ballistic stage and the plateau stage in Figure 4 is attributable to
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the high temperatures in this study at which the time scales of those stages fall below the
minimum recorded time interval 40 fs.
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Having ensured that the early segment of the MSD vs. time data have already captured
the diffusive stage, we fit the initial segments (40 to ~1500 fs) of all the MSD plots in Figure 3
into a linear function, as shown by the blue dashed lines therein, and use the fitted slope
in place of the MSD(t)

t term in Equation (2) to calculate the diffusivity. Table 2 lists the
O-diffusivity values at the four different temperatures obtained from the three different
samples S1–S3.
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Table 2. The diffusivity of oxygen in molten 316L SS.

T (K) 1850 2000 2200 2500

DS1 (10−5 cm2/s) 2.71 3.93 6.51 12.7
DS2 (10−5 cm2/s) 2.67 5.93 9.85 27.4
DS3 (10−5 cm2/s) 3.28 4.79 6.87 13.5

Average D (10−5 cm2/s) 2.89 4.88 7.74 17.87

The averaged O-diffusivity at 1850 K, 2000 K, 2200 K, and 2500 K is 2.89 × 10−5 cm2/s,
4.88 × 10−5 cm2/s, 7.74 × 10−5 cm2/s, and 1.79 × 10−4 cm2/s, respectively. They are
plotted (red circles) in Figure 5 in terms of ln(D) vs. 1

T . According to the Arrhenius equation
(Equation (3)), the two quantities should have a linear correlation, ln(D) = ln(D0)− Ea

R
1
T .

By fitting the ln(D) vs. 1
T data, one can determine the D0 and Q. As displayed by the blue

dashed line in Figure 5, the fitting captures the trend in the data very well. This is also
evidenced by a high fitting goodness R2 = 0.993. From the fitting, the pre-exponential factor
is determined to be D0 = 2.78× 10−2 cm2/s, and the activation energy to be Ea = 1.06× 105

J/mol. Hence, the O-diffusivity (DO) in the molten 316L SS has the Arrhenius form of

DO(T) = 2.78 × 10−2 exp (−1.06 × 105

RT
) (4)
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3.2. Diffusivities of Yttrium and Titanium

Following the same procedure described in Section 3.1, the VASP simulation data for
Y and Ti diffusion in the molten 316L SS are analyzed. As listed in Table 3, the Y-diffusivity
averaged over the three different samples is: 2.19 × 10−5 cm2/s, 2.77 × 10−5 cm2/s,
3.39 × 10−5 cm2/s, and 4.85 × 10−5 cm2/s at 1850 K, 2000 K, 2200 K, and 2500 K, re-
spectively. They are plotted (red circles) in Figure 6a and fitted (blue dashed line, Figure 6a)
into the Arrhenius form of

DY(T) = 4.40 × 10−4 exp (−4.62 × 104

RT
) (5)

with a high fitting goodness R2 = 0.994.
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Table 3. The diffusivity of Y and Ti in molten 316L SS.

T (K) 1850 2000 2200 2500

Ave. DY (10−5 cm2/s) 2.19 2.77 3.39 4.85
Ave. DTi (10−5 cm2/s) 1.90 2.63 4.11 7.14
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The averaged Ti-diffusivity, also listed in Table 3, is: 1.90 × 10−5 cm2/s, 2.63 × 10−5 cm2/s,
4.11 × 10−5 cm2/s, and 7.14 × 10−5 cm2/s at 1850 K, 2000 K, 2200 K, and 2500 K, respec-
tively. As shown in Figure 6b, the data are again well fitted (R2 = 0.998) by the Arrhenius
equation:

DTi(T) = 3.12 × 10−3 exp (−7.89 × 104

RT
) (6)

3.3. Discussion

Figure 7 presents exemplary trajectories of the O, Y, Ti in molten 316L SS at 2500 K
from the diffusion simulations. They all exhibit the random-walk like Brownian motion
characteristic as expected for diffusion in liquids. While diffusion in crystalline solids (e.g.,
BCC iron) also possesses the random-walk characteristic to a large degree, the diffusion in
liquids is more randomized since the atoms are not bound to a crystal lattice and all the
atoms, including those in the matrix material (here 316L SS), are undergoing diffusion.
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Figure 7. Exemplary diffusion trajectories of O (a), Y (b), and Ti (c) in molten 316L SS at 2500 K from
the AIMD simulations. The colored spheres (atoms) mark the starting positions and the green crosses
mark the ending positions.

The data listed in Tables 2 and 3, as well as the trajectories in Figure 7, suggest that O
diffuses faster than Y and Ti in the molten 316L SS. This can be attributed to the smaller
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size of O (empirical radius: 60 pm) than Y (180 pm) and Ti (140 pm) [40]. Similarly, the
Ti-diffusivity is higher than the Y-diffusivity at relative high temperatures such as 2200
and 2500 K, which is also attributable to the smaller size of Ti than Y. However, at lower
temperatures such as 1850 and 2000 K, there appears to be a crossover and the Ti-diffusivity
falls slightly below the Y-diffusivity. This is the result of the higher activation energy,
7.89 × 104 J/mol of the Ti-diffusion than that of the Y-diffusion, 4.62 × 104 J/mol. It is
interesting to point out that the activation energies of O- (1.06 × 105 J/mol), Y- and Ti-
diffusion in the molten 316L SS exhibit an inverse correlation with the atomic sizes; the
smallest O has the highest activation energy while the biggest Y has the lowest activation
energy. This may be understood as resulting from the different level of confinement
imposed by the steel matrix on these solute atoms. O, with its small size, is tightly confined
by the neighboring steel atoms while Y, with its big size, pushes the neighboring steel
atoms out and hence possesses a more open and less confined local environment. However,
at temperatures above 2000 K where enough thermal activation is provided for all, the
comparison of the diffusivity among the three species is no longer dictated by the activation
energy, and instead, it follows the trend of smaller atoms diffusing faster.

As mentioned in the Introduction, due to the experimental and computational chal-
lenges in determining the atomic diffusivity at high temperatures, no previous data for
O-, Y- or Ti-diffusivity in the molten 316L SS appear to exist in the literature. However,
there have been reports by different authors [26–32] of the calculated diffusivities of O,
Y and Ti in BCC iron, which fall in the range of 10−7–10−8 cm2/s, 10−13–10−16 cm2/s
and 10−11–10−14 cm2/s, respectively, at temperatures near 1000 K, where the scattering
in the data is caused by the different methods used for the calculation. These reported
values are all significantly lower than what is obtained in the present study for O-, Y- and
Ti-diffusion in molten 316L SS. This is as expected since diffusion in high-temperature
liquids is generally much faster than that in a lower temperature crystalline solid (despite
the composition difference between 316L SS and pure iron). In the meantime, it is also
interesting to notice that the comparison of the diffusivities of O, Y and Ti in BCC iron
displays the same ordering as in the molten 316L SS here, i.e., DO > DTi > DY with some
overlap/crossover between the latter two.

The diffusivity of O in molten iron has been previously measured in experiments near
the melting point of iron (1538 ◦C), and the reported data exhibit a fair amount of scattering,
ranging from 10−5 to 10−3 cm2/s [22–25]. For example, Suzuki et al. obtained 2.5 × 10−5 to
3.5 × 10−5 cm2/s in the temperature range of 1560–1660 ◦C by using a capillary reservoir
method and Kawakami et al. acquired ~1.9 × 10−4 cm2/s at 1550 ◦C by employing an
electrochemical polarization method [22,23]. The diffusivity of O in the molten 316L SS
calculated in the present work is 2.89 × 10−5 cm2/s at 1577 ◦C (1850 K), which aligns
broadly with the literature values for O-diffusivity in molten iron in terms of the order of
magnitude [22,23].

4. Conclusions

In summary, we have used ab initio molecular dynamics simulations to compute the
diffusivities of O, Y, and Ti in molten 316L SS, taking advantage of the new on-the-fly
machine learning force field feature in the latest VASP software package (version 6.3.2).
The diffusivities directly computed at four different temperatures (1850, 2000, 2200 and
2500 K) are further fitted to Arrhenius expressions by which the pre-exponential factors
and activation energies are determined for the three species. These expressions can be
incorporated in future kinetic models for predicting characteristics (e.g., number density,
size distribution) of nanoscale oxide precipitates directly formed during laser-melting-
based AM of ODS steels. We have also discussed the relative magnitudes of the diffusivities
and diffusion activation energies of O, Y, and Ti in molten 316L SS in terms of their atomic
sizes. At temperatures above 2000 K, the magnitude of diffusivity decreases with the
increasing atomic size among the three elements, following the order of DO > DTi > DY.
At lower temperatures, cross-over among the three elements occurs on the Arrhenius plot
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(D vs. 1/T) due to the reverse dependence of the activation energy on the atomic size: a
smaller size corresponds to a higher activation energy. Given the lack of experimental data
caused by technical challenges in measuring such diffusivities at high temperatures, the
results presented here are much needed for the development of the laser-melting-based AM
technology for the fabrication of ODS steels. In addition, the ab initio molecular dynamics-
based computational methods demonstrated here can be applied to obtain diffusivities in
other alloy systems.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/ma17071543/s1, Figure S1: Bayesian error estimation (BEE) of energy per
atom during machine learning of the force field (with temperature going from 1700 K to 2700 K). The
error grows slowly with increasing steps (i.e., temperature) but overall well contained within a few times
10−5 eV/atom.

Author Contributions: Conceptualization, Z.W. and D.X.; methodology, Z.W. and D.X.; software,
Z.W., S.B.L., S.P. and D.X.; validation, Z.W., S.Y. and D.X.; formal analysis, Z.W. and D.X.; investi-
gation, Z.W., S.Y., S.B.L., V.V.K.D., M.A., B.S., C.-H.C., S.P. and D.X.; resources, S.P. and D.X.; data
curation, Z.W.; writing—original draft preparation, Z.W.; writing—review and editing, Z.W., M.A.,
B.S., C.-H.C., S.P. and D.X.; visualization, Z.W.; supervision, M.A., C.-H.C., S.P. and D.X.; project
administration, M.A., B.S., C.-H.C., S.P. and D.X.; funding acquisition, M.A., B.S., C.-H.C., S.P. and
D.X. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the U.S. Department of Energy’s Office of Energy Efficiency and
Renewable Energy (EERE) under the Advanced Manufacturing Office award number DE-EE0010212.

Data Availability Statement: The data that support the findings of this study are available from the
corresponding author upon reasonable request.

Acknowledgments: This material is based upon work supported by the U.S. Department of Energy’s
Office of Energy Efficiency and Renewable Energy (EERE) under the Advanced Manufacturing
Office award number DE-EE0010212. This report was prepared as an account of work sponsored
by an agency of the United States Government. Neither the United States Government nor any
agency thereof, nor any of its employees, makes any warranty, express or implied, or assumes any
legal liability or responsibility for the accuracy, completeness, or usefulness of any information,
apparatus, product, or process disclosed, or represents that its use would not infringe privately
owned rights. Reference herein to any specific commercial product, process, or service by trade name,
trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States Government or any agency thereof. The views
and opinions of authors expressed herein do not necessarily state or reflect those of the United States
Government or any agency thereof. All ab initio molecular dynamics simulations were performed
on the high-performance computing cluster maintained by the College of Engineering, Oregon
State University.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Odette, G.R. On the status and prospects for nanostructured ferritic alloys for nuclear fission and fusion application with emphasis

on the underlying science. Scr. Mater. 2018, 143, 142–148. [CrossRef]
2. Zinkle, S.J.; Boutard, J.L.; Hoelzer, D.T.; Kimura, A.; Lindau, R.; Odette, G.R.; Rieth, M.; Tan, L.; Tanigawa, H. Development of

next generation tempered and ODS reduced activation ferritic/martensitic steels for fusion energy applications. Nucl. Fusion.
2017, 57, 092005. [CrossRef]

3. Zinkle, S.J.; Snead, L.L. Designing Radiation Resistance in Materials for Fusion Energy. Annu. Rev. Mater. Res. 2014, 44, 241–267.
[CrossRef]

4. Zinkle, S.J.; Busby, J.T. Structural materials for fission & fusion energy. Mater. Today 2009, 12, 12–19.
5. Allen, T.; Busby, J.; Meyer, M.; Petti, D. Materials challenges for nuclear systems. Mater. Today 2010, 13, 14–23. [CrossRef]
6. Certain, A.G.; Field, K.G.; Allen, T.R.; Miller, M.K.; Bentley, J.; Busby, J.T. Response of nanoclusters in a 9Cr ODS steel to 1 dpa,

525 ◦C proton irradiation. J. Nucl. Mater. 2010, 407, 2–9. [CrossRef]
7. Allen, T.R.; Gan, J.; Cole, J.I.; Miller, M.K.; Busby, J.T.; Shutthanandan, S.; Thevuthasan, S. Radiation response of a 9 chromium

oxide dispersion strengthened steel to heavy ion irradiation. J. Nucl. Mater. 2008, 375, 26–37. [CrossRef]

https://www.mdpi.com/article/10.3390/ma17071543/s1
https://www.mdpi.com/article/10.3390/ma17071543/s1
https://doi.org/10.1016/j.scriptamat.2017.06.021
https://doi.org/10.1088/1741-4326/57/9/092005
https://doi.org/10.1146/annurev-matsci-070813-113627
https://doi.org/10.1016/S1369-7021(10)70220-0
https://doi.org/10.1016/j.jnucmat.2010.07.002
https://doi.org/10.1016/j.jnucmat.2007.11.001


Materials 2024, 17, 1543 11 of 12

8. Ghayoor, M.; Lee, K.J.; He, Y.J.; Chang, C.H.; Paul, B.K.; Pasebani, S. Selective laser melting of austenitic oxide dispersion
strengthened steel: Processing, microstructural evolution and strengthening mechanisms. Mater. Sci. Eng. A 2020, 788, 139532.
[CrossRef]

9. Sridharan, N.; Dryepondt, S.N.; Field, K.G. Investigation of Laser Direct Energy Deposition for Production of ODS Alloys; No.
ORNL/SPR-2018/983; M3NT-18OR020202072; Oak Ridge National Lab.: Oak Ridge, TN, USA, 2018.

10. Doñate-Buendia, C.; Kürnsteiner, P.; Stern, F.; Wilms, M.B.; Streubel, R.; Kusoglu, I.M.; Tenkamp, J.; Bruder, E.; Pirch, N.;
Barcikowski, S.; et al. Microstructure formation and mechanical properties of ODS steels built by laser additive manufacturing of
nanoparticle coated iron-chromium powders. Acta Mater. 2021, 206, 116566. [CrossRef]

11. Miao, Y.B.; Mo, K.; Zhou, Z.J.; Liu, X.; Lan, K.C.; Zhang, G.M.; Miller, M.K.; Powers, K.A.; Mei, Z.-G.; Park, J.-S.; et al. On the
microstructure and strengthening mechanism in oxide dispersion-strengthened 316 steel: A coordinated electron microscopy,
atom probe tomography and in situ synchrotron tensile investigation. Mater. Sci. Eng. A 2015, 639, 585–596. [CrossRef]

12. Miao, Y.B.; Mo, K.; Cui, B.; Chen, W.Y.; Miller, M.K.; Powers, K.A.; McCreary, V.; Gross, D.; Almer, J.; Robertson, I.M.; et al.
The interfacial orientation relationship of oxide nanoparticles in a hafnium-containing oxide dispersion-strengthened austenitic
stainless steel. Mater. Charact. 2015, 101, 136–143. [CrossRef]

13. Yan, X.L.; Zhang, X.; Wang, F.; Stockdale, T.; Dzenis, Y.; Nastasi, M.; Cui, B. Fabrication of ODS austenitic steels and CoCrFeNi
high-entropy alloys by spark plasma sintering for nuclear energy applications. JOM 2019, 71, 2856–2867. [CrossRef]

14. Ghayoor, M.; Mirzababaei, S.; Sittiho, A.; Charit, I.; Paul, B.K.; Pasebani, S. Thermal stability of additively manufactured austenitic
304L ODS alloy. J. Mater. Sci. Technol. 2021, 83, 208–218. [CrossRef]

15. Mirzababaei, S.; Ghayoor, M.; Doyle, R.P.; Pasebani, S. In-situ manufacturing of ODS FeCrAlY alloy via laser powder bed fusion.
Mater. Lett. 2021, 284, 129046. [CrossRef]

16. Wang, Y.; Wang, B.B.; Luo, L.S.; Li, B.Q.; Liu, T.; Zhao, J.H.; Xu, B.B.; Wang, L.; Su, Y.; Guo, J.; et al. Laser-based powder bed
fusion of pre-alloyed oxide dispersion strengthened steel containing yttrium. Addit. Manuf. 2022, 58, 103018. [CrossRef]

17. Yang, S.; Xu, D.H.; Yan, D.Q.; Albert, M.; Pasebani, S. Additive Manufacturing of ODS Steels Using Powder Feedstock Atomized
with Elemental Yttrium. In Proceedings of the 34th Annual International Solid Freeform Fabrication Symposium—An Additive
Manufacturing Conference, Austin, TX, USA, 14–16 August 2023; pp. 1478–1488.

18. Suresh, K.; Nagini, M.; Vijay, R.; Ramakrishna, M.; Gundakaram, R.C.; Reddy, A.V.; Sundararajan, G. Microstructural studies of
oxide dispersion strengthened austenitic steels. Mater. Des. 2016, 110, 519–525. [CrossRef]

19. García-Junceda, A.; Hernández-Mayoral, M.; Serrano, M. Influence of the microstructure on the tensile and impact properties of
a 14Cr ODS steel bar. Mater. Sci. Eng. A 2012, 556, 696–703. [CrossRef]

20. Miao, P.; Odette, G.R.; Yamamoto, T.; Alinger, M.; Klingensmith, D. Thermal stability of nano-structured ferritic alloy. J. Nucl.
Mater. 2008, 377, 59–64. [CrossRef]

21. Barnard, L.; Cunningham, N.; Odette, G.R.; Szlufarska, I.; Morgan, D. Thermodynamic and kinetic modeling of oxide precipitation
in nanostructured ferritic alloys. Acta Mater. 2015, 91, 340–354. [CrossRef]

22. Kawakami, M.; Goto, K.S. Oxygen Diffusivity in Molten Iron Determined by Oxygen Concentration Cell Technique at 1550 ◦C.
Trans. Iron Steel Inst. Jpn. 1976, 16, 204–207. [CrossRef]

23. Suzuki, K.; Mori, K. Diffusion of oxygen in molten iron. Tetsu--Hagané 1971, 57, 2219–2229. [CrossRef] [PubMed]
24. Saito, T.; Kawai, Y.; Maruya, K.; Maki, M. Diffusion of some alloying elements in liquid iron. Sci. Rep. Res. Inst. Tohoku Univ. Ser.

A Phys. Chem. Metall. 1959, 11, 401–410.
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