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Abstract: Several design parameters affect the reliability of wafer-level type advanced packaging,
such as upper and lower pad sizes, solder volume, buffer layer thickness, and chip thickness, etc.
Conventionally, the accelerated thermal cycling test (ATCT) is used to evaluate the reliability life of
electronic packaging; however, optimizing the design parameters through ATCT is time-consuming
and expensive, reducing the number of experiments becomes a critical issue. In recent years, many
researchers have adopted the finite-element-based design-on-simulation (DoS) technology for the
reliability assessment of electronic packaging. DoS technology can effectively shorten the design cycle,
reduce costs, and effectively optimize the packaging structure. However, the simulation analysis
results are highly dependent on the individual researcher and are usually inconsistent between them.
Artificial intelligence (AI) can help researchers avoid the shortcomings of the human factor. This
study demonstrates AI-assisted DoS technology by combining artificial intelligence and simulation
technologies to predict wafer level package (WLP) reliability. In order to ensure reliability prediction
accuracy, the simulation procedure was validated by several experiments prior to creating a large AI
training database. This research studies several machine learning models, including artificial neural
network (ANN), recurrent neural network (RNN), support vector regression (SVR), kernel ridge
regression (KRR), K-nearest neighbor (KNN), and random forest (RF). These models are evaluated in
this study based on prediction accuracy and CPU time consumption.

Keywords: FEM simulation; WLP; AI; machine learning; ANN; RNN; SVR; KRR; KNN; RF; regression
model

1. Introduction

Electronics packaging plays an important role in the semiconductor industry. Cur-
rently, the mainstream electronic packaging structures include heterogeneous packaging,
3D packaging, system-in-packaging (SiP), fan-out (FO) packaging, and wafer-level packag-
ing [1–8]. With the increasing complexity of packaging structures, manufacturing reliability
test vehicles, and conducting ATCT experiments have become time-consuming and very
expensive processes, the design-on-experiment (DoE) methodology for packaging design
is becoming infeasible. As a result of the wide adoption of finite element analysis [9–15],
accelerated thermal cycling tests are reduced significantly in the semiconductor industry,
and package development time and cost are reduced as well. In a 3D WLP model, Liu [16]
applied the Coffin–Manson life prediction empirical model to predict the reliability life of a
solder joint within an accurate range. However, the results of finite element simulations
are highly dependent on the mesh size, and there is no guideline to help researchers ad-
dress this issue. Therefore, Chiang et al. [17] proposed the concept of “volume-weighted
averaging” to determine the local strain, especially in critical areas. Tsou [18] successfully
predicted packaging reliability through finite element simulation with a fixed mesh size
in the critical area of the WLP structure. However, the results of simulation analysis are
highly dependent on the individual researcher, and the results are usually inconsistent
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between simulations. In order to overcome this problem, the present work comparatively
reviews an artificial intelligence (AI) approach in which electronic packaging design using
a machine learning algorithm [19,20]. The use of machine learning for the analysis of
electronic packaging reliability is the best way to obtain a reliable prediction result and
meet the time-to-market demand.

In recent years, AI theory has been widely used in various research domains. Machine
learning involves the use of AI theory combined with big data to guide computers for train-
ing and learning; eventually, a simple AI model with input and output relationships will be
developed to help researchers make design decisions [21–24]. Machine learning [25–28] can
be applied for regression or classification models using either supervised or unsupervised
learning. In this review, because the input datasets are labeled, the learning algorithm for
predicting the reliability life is considered supervised. Several machine learning algorithms
exist, such as artificial neural network (ANN), support vector regression (SVR), K-nearest
neighbor (KNN), kernel ridge regression (KRR), recurrent neural network (RNN), random
forest (RF), and convolutional neural network (CNN).

The ANN is one of the most common machine learning methods. McCulloch and
Pitts [29] proposed ANNs that mimic biological neural structures, using different numbers
of hidden layers and neurons to construct different neural network structures. Denoeux [30]
also explored data classification using a neural network algorithm. In this algorithm, the
data are entered at the input layer and then calculated in the hidden layer. Once the
calculation is completed, the result is shown in the output layer. RNN is a class of ANN
algorithms in which connections between nodes form a directed network along a temporal
sequence, making them more suitable for deep learning [31,32] when a large number of
nonlinear datasets is available [33,34].

SVR, proposed by Cortes and Vapnik [35], is suitable for high-dimensional features,
but it has not suited for a small amount of dataset. The concept of SVR is similar to the
support vector machine (SVM), which is used to solve classification problems. SVM finds
the best classifier by searching the hyperplane with the largest margin [36]. SVR is widely
adopted in many fields, including biological, behavioral research, image analysis, and
medical research [37–39]. Along with SVR, KRR is among the most popular kernel-based
methods. Kernel-based methods are useful for nonlinear structural datasets [40]. KRR is
simpler and faster to train with its closed-form solution, and it can outperform SVR [41].
Non-parametric calibration models eliminate the normality assumption and can represent
almost any type of data, whether they are scattered or follow a certain trend. However, the
models can exhibit only one type of prediction behavior, i.e., they cannot combine local
and general prediction. Local calibration models, such as KNN interpolation, consider
the surrounding neighborhood as input to obtain information about the output [42,43].
KNN is suitable for both classification and regression problems. The KNN classification
output is decided by the nearest neighborhood, which depends on more number of nearest
neighbors belongs to that class, whereas the regression output is decided by the average of
the nearest neighbor value [44,45].

KNN and RF are more suitable for classification tasks; these two algorithms also show
prominent performance for regression tasks. The RF algorithm was proposed in 2001 by
Breiman [46]. An RF is formed by combining multiple classifications and regression trees
(CART); it analyses [47,48] the data features and data distribution to generate multiple
decision trees with different structures and finally summarizes the prediction results of all
decision trees.

The CNN is a machine learning algorithm for image recognition and image classifica-
tion. In 2012, AlexNet, proposed by Krizhevsky et al. [49], achieved the highest accuracy in
the Image Net competition; consequently, the CNN has become a focus in academia and
has developed rapidly [50,51].

This study reviews the use of ANN, RNN, SVR, KRR, KNN, and RF for the reliability
life cycles prediction of WLP. The aim is to learn and establish a regression model for the
relationship between packaging geometries (input) and life cycle (output) results. Before
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the implementation of the above AI algorithms, an AI training database was generated
using a finite element simulation combined with the Coffin–Manson empirical equation
for WLP reliability life cycles prediction, and this standard simulation procedure was
experimentally verified before the generation of the massive simulation database.

The rest of this paper is presented as follows: Section 2 implemented the finite element
method for WLP. Section 3 discusses different types of machine learning models. Section 4
is the result and discussion for the machine learning models, and finally, we ended with
some concluding remarks in Section 5.

2. Finite Element Method for WLP

If the simulation consistently predicts the result of the experiment [52], then the simu-
lation is an experiment; the experimental work can be replaced by a validated simulation
procedure to create a large database for AI training and obtain a small and accurate AI
model for reliability life cycles prediction. Once we obtain the final AI model for a new
WLP structure, developers can simply input the WLP geometries, and then the life cycle
can be obtained. Figure 1 illustrates this procedure.

Figure 1. AI-assisted design-on-simulation procedure.

Because a huge amount of data are required to build the AI training model, this
work used a two-dimensional finite element method (FEM) model for simulation. Before
the database is built, the simulation process must be reliable. This work validated the
simulation results with five WLP test vehicles (Tables 1 and 2). All of the sizes and
specifications for different materials and the mean times to failure of the test vehicles are
presented in the tables (Tables 1 and 2) [53,54]. The simulation method mainly adopted a
fixed mesh size at a critical location, determined through appropriate mechanics concepts,
and an empirical equation was used to validate the reliability life cycles of all test vehicles.
This work used the fixed mesh size of the solder joint at the maximum distance of the
neutral point of the WLP to fix the modeling pattern and simulation procedure, as proposed
by Tsou et al. [18]. As shown in Figure 2, the width and height of the fixed mesh size were
12.5 µm and 7.5 µm, respectively. The solder joint geometry was generated using Surface
Evolver [55].
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Table 1. Dimension of WLP TV1 and TV2.

Material TV1 (mm) TV2 (mm)

Si Chip 5.3 × 5.3 × 0.33 4 × 4 × 0.33
Cu RDL 0.26 × 0.008 0.26 × 0.008

UBM – 0.24 × 0.0086
Cu Pad 0.22 × 0.025 0.22 × 0.025

SBL1 5.3 × 5.3 × 0.0075 4 × 4 × 0.0075
SBL2 0.01 0.004
PCB 10.6 × 10.6 × 1 8 × 8 × 1

Low-k 5.3 × 0.005 4 × 0.005
Ball Diameter (mm) 0.25 0.25

Ball Pitch (mm) 0.4 0.4
Ball Counts 121 100

MTTF (cycles) 318 1013

Table 2. Dimension of WLP TV3, TV4 and TV5.

Material TV3 (mm) TV4 (mm) TV5 (mm)

Si Chip 4 × 4 × 0.33 4 × 4 × 0.33 6 × 6 × 0.33
Cu RDL 0.18 × 0.004 0.2 × 0.004 0.25 × 0.0065

UBM 0.17 × 0.0086 0.19 × 0.0086 0.24 × 0.0075
Cu Pad 0.22 × 0.025 0.22 × 0.025 0.22 × 0.04

SBL1 4 × 4 × 0.0075 4 × 4 × 0.0075 6 × 6 × 0.008
SBL2 0.004 0.004 0.0065
PCB 8 × 8 × 1 8 × 8 × 1 12 × 12 × 1

Low-k 4 × 0.005 4 × 0.005 –
Ball Diameter (mm) 0.18 0.2 0.25

Ball Pitch (mm) 0.3 0.3 0.4
Ball Counts 144 144 196

MTTF (cycles) 587 876 904

Figure 2. The critical mesh size.

In the simulation process, the solder material was a nonlinear plastic material. There-
fore, PLANE182, which has good convergence characteristics and can deal with large
deformations, was used as the solder ball element. This work used PLANE42 for other
components, which had linear material properties. Table 3 presents the list of individual
material properties. The Young’s moduli at different temperatures of the solder joint are
listed in Table 4. Figure 3 shows the stress–strain curve for an Sn–Ag–Cu (SAC)305 solder
joint. The stress–strain curve [56], obtained by tensile testing and the Chabochee kinematic
hardening model, was used to describe the tensile curves at different temperatures. Once
the model is built, boundary conditions and external thermal loading are required for the
WLP simulation.
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Table 3. Material properties of WLP.

Material Young’s Modulus (Gpa) Poisson’s Ratio CTE (ppm/◦C)

Solder joint Temperature-dependent 0.35 25
Silicon chip 150 0.28 2.62

Copper 68.9 0.34 16.7
Low-k 10 0.16 5

Solder mask 6.87 0.35 19
PCB 18.2 0.19 16

Table 4. Temperature-dependent Young’s modulus of SAC solder ball.

Temperature Young’s Modulus (GPa)

233 K 45.74
253 K 42.22
313 K 31.66
353 K 24.62
398 K 16.70

Figure 3. Stress–strain curve for SAC solder.

Electronics packaging geometry is usually symmetrical; therefore, in this study, half
of the 2D structure was modeled along the diagonal, as shown in Figure 4. The X-direction
displacement on each node was fixed to zero owing to the Y-symmetry. To prevent rigid
body motion, the node at the lowest point of the neutral axis, which is at the printed circuit
board (PCB), has all degrees of freedom fixed. The complete finite element model and
the boundary conditions are shown in Figure 5. The thermal loading condition used in
this research was JEDEC JESD22-A104D condition G [57], and the temperature range was
−40 ◦C to 125 ◦C. The ramp rate was fixed at 16.5 ◦C/min and the dwell time was 10 min.
In a qualified design, its mean-cycle-to-failure (MTTF) should pass 1000 thermal cycles.
After the simulation process is completed, the incremental equivalent plastic strain in the
critical zone is substituted into the strain-based Coffin–Manson model [58] for reliable
life cycle prediction. For a fixed temperature ramp rate, this method is as accurate as the
energy-based empirical equation [59,60] but with much less CPU time.

Figure 4. Symmetrical solder ball geometry.
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Figure 5. FEM model boundary condition.

The empirical formula for Coffin–Manson equivalent plastic strain model is shown in
Equation (1):

N f = C(∆ε
pl
eq)
−η

(1)

where N f is mean cycle to failure, C and η are empirical constants, and ∆ε
pl
eq is the incre-

mental equivalent plastic strain. For SAC solder joint, C and η are 0.235 and 1.75 [61,62].
Table 5 presents the predicted reliability life cycles of the WLP structure. The results

show that the difference between the FEM-predicted life cycle and experiment result is
within a small range. Therefore, experiments can be replaced by this validated FEM
simulation to minimize the cost and time. Compared with the experiment approach, this
validated FEM simulation procedure can provide large amounts of data within much less
time and can be effectively used to generate a database for AI training.

Table 5. WLP finite element results for five test vehicles.

Test Vehicle
Experimental

Reliability
(Cycles)

Simulation
Reliability

(Cycles)
Difference

TV1 318 313 −5
TV2 1013 982 −31
TV3 587 587 0
TV4 876 804 72
TV5 904 885 19

3. Machine Learning

Machine learning is an AI methodology that processes huge datasets to guide a com-
puter for training, learning, and finally, building a simple regression model. In this study,
several different machine algorithms were used, including ANN, RNN, SVR, KRR, KNN,
and RF, implemented using the Python language. A supervised regression model, e.g., the
WLP reliability life cycle prediction model, requires both input data (geometry parameters)
and the corresponding output result (life cycles) for machine learning algorithms to build
the final AI model of the WLP package. Once the regression model is established for a new
WLP structure, the designer can simply input the WLP geometries of each component into
the AI regression model to obtain the reliability life of this new WLP. This is a powerful
and reliable technique for new packaging design.

3.1. Establishment of Dataset

The WLP structure consists of several components, including the solder mask, solder
ball, I/O pad, stress buffer layer, and silicon chip, etc. (Figure 6). For illustration purposes,
the four most influential parameters, namely silicon chip thickness, stress buffer layer
thickness, upper pad diameters, and lower pad diameters, were selected to build the AI
model and predict the reliability life cycles of new WLP structures. These four design
parameters were used to generate both training and testing datasets for AI machine learning
algorithms. Tables 6 and 7 show the generated training dataset obtained through FEM
simulation. First, the number of training features generated in this research was 576
(Table 6), and 1296 (Table 7) datasets. For testing, 54 features were selected randomly
from the interpolation of the above training dataset, which can help to build the AI
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training model. By increasing the training dataset, AI performance improves; however, the
CPU/GPU time also increases.

Figure 6. WLP geometry structure.

Table 6. Training data 576 of FEM for four input features.

Feature Name Level (mm)

Upper Pad Diameter 0.18, 0.20, 0.22, 0.24
Lower Pad Diameter 0.18, 0.20, 0.22, 0.24

Chip Thickness 0.20, 0.25, 0.30, 0.35, 0.40, 0.45
Stress Buffer Layer Thickness 0.0075, 0.0125, 0.0175, 0.0225, 0.0275, 0.0325

Total Number 576

Table 7. Training data 1296 of FEM for four input features.

Feature Name Level (mm)

Upper Pad Diameter 0.18, 0.19, 0.20, 0.21, 0.22, 0.23
Lower Pad Diameter 0.18, 0.19, 0.20, 0.21 0.22, 0.23

Chip Thickness 0.20, 0.25, 0.30, 0.35, 0.40, 0.45
Stress Buffer Layer Thickness 0.0075, 0.0125, 0.0175, 0.0225, 0.0275, 0.0325

Total Number 1296

3.2. ANN Model

The ANN model is based on the concept of the brain’s self-learning ability, mimicking
the human nervous system to process information. It is a multilayer neural network, as
shown in Figure 7. The model consists of three layers: the input layer, where the data
are provided; the hidden layer, where the input data are calculated; and the output layer,
where the results are displayed [63]. As the numbers of neurons and hidden layers are
increased, the ability to handle nonlinearity improves. However, these conditions may
result in high computational complexity, overfitting, and poor predictive performance.

Figure 7. Schematic diagram of artificial neural network.
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In the above ANN model, al
i is the ith activation element of the lth layer in the hidden

layer. bl
i is bias, al

i is equal to input value times weight W l
ji and add the bias in Equation (2):

zl
i =

n

∑
i=1

wl
jia

l
i + bl

i (2)

From the calculation point of view, at first, the input layer data combined with bias
and weight to obtain some value. The calculated input value, i.e., al

i , is substituted into
activation function, e.g., Sigmoid, to be converted into a nonlinear form as an input of al+1

i
for the next layer.

al+1
i = φ(zl

i) (3)

where the activation function is shown in Figure 8.

Figure 8. Sigmoid activation function.

3.3. RNN Model

RNN is a type of neural network that can model “time-like”-series data, and it com-
monly adopts a nonlinear structure in deep learning. RNN [64,65] works on the principle
that the output of a particular layer is fed back to the input layer to realize a time-dependent
neural network and a dynamic model. Consequently, an ANN with nodes connected in
a ring shape is obtained, as shown in the left half of Figure 9. The ring-shaped neural
network is expanded along the “time” axis, as shown in the right half of Figure 9, where
the “time” step t and the hidden state st can be expressed as a function of the output from
the previous (st−1) “time” steps and previous layers (xt). U, V, and W denote the shared
weights in RNN models during different “time” steps. Generally, the RNN series model
can be divided into four types according to the number of inputs and outputs in given
“time” steps; that is, one to one (O to O), one to many (O to M), many to one (M to O), and
many to many (M to M). To synchronize the input features with the output results, RNN
models can be subdivided into different series models, as shown in Figure 10 [66].

Figure 9. Schematic structure of recurrent neural network.
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Figure 10. Different series model for RNN.

3.4. SVR Model

This regression method evolved from the support vector machine algorithm. It
transforms data to high-dimensional feature space and adapts the ε-insensitive loss function
(Equation (4)) to perform the linear regression in feature space (Equation (5)). In this
regression method, the norm value of w is also minimized to avoid the overfitting problem.
In other words, f (X, w), which is the function of the SVR model, will be as flat as possible.
The SVR concept is illustrated in Figure 11. The data points outside the ε-insensitive zone
are called support vectors, and two slack variables, ξi and ξ∗i , are used to record the loss of
each support vector. Thus, the whole SVR problem can be seen as an optimization problem
(Equation (6)).

L(y, f (X)) =

{
0

|y− f (X)| − ε
i f |y− f (X)| ≤ ε

otherwise

}
(4)

f (X) = 〈w, φ(X)〉+ b (5)

minimize 1
2‖w‖

2 + C
1
∑

i=1
ξi + ξ∗i

subject to


yi − 〈w, φ(X)〉 − b ≤ ε + ξi
〈w, φ(X)〉+ b− yi ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0

(6)

where L(y, f (X)) is the LaGrange function of a single out variable y as a function of n input
variables X using a function f (X). w is the weight parameter, b represents bias, and ∅(X)
is the transformation equation. C is a penalty factor that is used to control the accuracy of
the regression model; if C is set to infinity, it means you are only concerned about accuracy
rather than model complexity.

Figure 11. Schematic diagram of SVR.

The SVR problem can be solved easily as a dual problem, and the kernel function
K
(

xi, xj
)
, which satisfies Mercer’s condition in the objective function, is used. Here, αi and

α∗i are Lagrange multipliers, and data points with positive and non-zero αi and α∗i are
support vectors.
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In order to solve the optimization problem, the regression model is built as shown in
Equation (7), where b is the bias of the SVR model.

f (x) =
l

∑
i=1

(α∗i − αi)K(X, Xi) + b (7)

In Equation (7), the term K(X, Xi) is known as the kernel function, and Xi is the
training sample, with X as an input variable. This kernel function should be chosen as a
dot product in the high-dimensional feature space [67]. There are numerous types of kernel
functions. The commonly used kernel functions for SVR are the linear kernel, polynomial
kernel, radial basis function (RBF) kernel, and sigmoid kernel.

All of the kernel functions satisfy Mercer’s condition; however, the regression results
of the kernels vary. Therefore, it is essential to choose the best kernel function for the SVR
algorithm to obtain optimal performance.

3.5. KRR Model

KRR combines ridge regression with the kernel “trick”. This model can learn a linear
function in the space induced by the respective kernel and the dataset. Nonlinear functions
in the original space can be used by the nonlinear kernels. The KRR algorithm also analyzes
several kernels such as the RBF kernel, sigmoid kernel, and polynomial kernel to find the
suitable kernel function for the WLP nonlinear dataset.

The KRR is possibly the most elementary algorithm that can be kernelized to ridge
regression [68]. In this study, a linear function that models the dependencies between the
covariate input variable xiand the response variable yi is found. The classic method is
used to minimize the quadratic cost, as shown in Equation (8). However, for the nonlinear
dataset, the lower-dimensional feature space replaces the higher-dimensional feature space;
that is, Xi → Φ(Xi) . To convert lower-dimensional space to higher-dimensional space,
the predictive model undergoes overfitting. Hence, to avoid overfitting, this function
requires regularization.

C(W) =
1
2∑

i
(yi −WTXi)

2
(8)

where C(W) is the cost function of the weight-decay W and WT is the initial weight required
for the input samples for the KRR model. A simple and effective way to regularize is to
penalize the norm of W. This is called “weight-decay”, and it remains to be determined
how to choose λ that is known as regularizing factor. Another way, the algorithm can be
used cross-validation to avoid over-fitting. Hence, the total cost function becomes

C =
1
2∑

i
(yi −WTXi)

2
+

1
2

λ
∥∥∥W2

∥∥∥ (9)

Equation (9) needs to be minimized. Therefore, the derivative of the equation must be
obtained and then equated to zero.

To optimize the above cost function C, this study introduces Lagrange multipliers into
the problem. Consequently, the derivation step becomes similar to that in the SVR case.
After the optimization problem is solved, the resulting KRR regression model is shown in
Equation (10).

f (x) =
N

∑
i=1

α∗i K(x, xi) (10)

where K
(

x, xi) is the kernel function of the xi training sample with x as the input variable,
and α∗i is the weight of the KRR model and is equal to

α∗i = (K + λI)−1y (11)
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Hence, Equation (11) is very simple and more flexible due to introducing kernel
function K, λ is the regularize factor with the identity matrix I, and y is the response
variable. This model can also avoid both model complexity and computational time.

One big disadvantage of ridge regression is that there is no sparseness in the α vector;
that is, there is no concept of support vectors. Sparseness is useful because when a new
example is tested, only the support vectors need to be summed, which is much faster than
summing the entire training set. In SVR, the only source of sparseness is the inequality
constraints because, according to the complementary slackness conditions, if the constraint
is inactive, then the multiplier αi is zero.

3.6. KNN Model

The KNN model is a statistical tool for estimating the value of an unknown point
based on its nearest neighbors [69]. The nearest neighbors are usually calculated as the
points with the shortest distance to the unknown point [70]. Several techniques are used to
measure the distance between the neighbors. Two simple techniques are used in this study:
the Euclidean distance function d(x, y), provided in Equation (12), and the Manhattan
distance function d(x, y), provided in Equation (13).

d(x, y) = ‖x− y‖ =
√

n

∑
i=1

(xi − yi)
2 (12)

d(x, y) =
n

∑
i=1
|xi − yi| (13)

where x = (x1, . . . , xn), y = (y1, . . . , yn), and n is the vector size. The K neighbor point that
has the shortest distance to the unknown point is used to estimate its value using Equation (14).

ŷi =
n

∑
i=1

wiyi (14)

where wi is the weight of every single neighbor point yi to the query point ŷ [71].
The KNN algorithm defined in Equation (14) is the weighted average of the neighbor-

hood. The simplest KNN model is the mean of the contiguity, which is obtained in the case
of uniform weights, where all of the neighbor points have the same effect on the estimation
wi =

1
n . In contrast, when the neighbor points are assumed to have different effects on the

query point estimation, different weights can be applied. The simplest weight function is
provided in Equation (15).

wi =
di

n
∑

i=1
di

(15)

where di is the distance between the unknown point and its neighbor. The weight function
must reach its maximum value at zero distance from the interpolated point, and as the
distance increases, the function decreases [72].

The KNN estimation shown in Equation (14) depends only on the neighbor points;
therefore, it neglects the trend of the whole dataset. However, Equation (15) provides better
KNN estimations because the weighted distance considers a lower number of nearest
values. Finally, this KNN algorithm is more suitable for regression and classification
problems according to the simplest weight function.

3.7. The RF Regression Model

RF is a collection of decision trees. These tree models usually consist of fully grown
and unpruned CARTs.

The structure of the RF regression model is shown in Figure 11. This algorithm creates
an RF by combining several decision trees built from the training dataset. The CART tree
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selects one feature from all of the input features as the segmentation condition according to
the minimum mean square error method.

The RF algorithm procedure comprises three steps. In step 1, the bagging method
is used to create a subset that accounts for approximately 2/3 of the total data volume.
In step 2, if the data value is greater than the selected feature value, the data points are
separated to the right from the parent node, otherwise to the left of the parent node
(Figure 12). Afterward, a set of trained decision trees is created. In step 3, the RF calculates
the average value of all decision tree results to obtain the final predicted value.

Figure 12. Schematic diagram of random forest structure.

3.8. Training Methodology

To obtain the best performance and avoid overfitting of the final trained regres-
sion model, several techniques, including data preprocessing (for standardization), cross-
validation (for parameter selection), and grid search (for hyperparameter determination),
were applied during training. The AI regression model was estimated using the method in
the flowchart given in Figure 13.

Figure 13. Methodology flow chart.

3.8.1. Data Preprocessing

The dataset values are not in a uniform range. Hence, before the machine learning
model is developed, the data need to be preprocessed to standardize all of the input



Materials 2021, 14, 5342 13 of 24

and output datasets and improve the modeling performance. Several data preprocessing
methods, including min–max scaling, robust scaling, max absolute scaling, and standard
scaling, were used in this study. Hence, of all preprocessing methods, we need to select the
one method that provides the most accurately predicted output from the input dataset.

3.8.2. Cross-Validation

Cross-validation is the most frequently used parameter selection method. The basic
idea of cross-validation is that not all of the dataset is used for training; a part of it (which
does not participate in training) is used to test the parameters generated by the training
set. The training data are trained with different model parameters and verified by the
validation set to determine the most appropriate model parameters. Cross-validation
methods can be divided into three categories: the hold-out method, k-fold method, and
leave-one-out method. Owing to the huge calculation burdens of the hold-out method and
the leave-one-out method, the k-fold method was chosen for this study (Figure 14). After
the choice of data preprocessing method was confirmed, cross-validation was performed
to avoid overfitting of the machine learning model, as shown in Figure 14. The dataset was
divided into 10 parts, and each part acted as either a validation or training set in different
training steps. The validation sets were also used to predict the training results.

Figure 14. Cross-validation model diagram from Round 1 to Round 10.

3.8.3. Grid Search Technique

Grid search is a large-scale method for finding the best hyperparameter to build the
training model. In order to determine the best parameter, the search range value needs
to be set by the model builder. Although the method is simple and easy to perform, it is
time-consuming. Therefore, to reduce the computation time, this work adopted the grid
search technique to find the best hyperparameter as compared to manually searching the
hypermeter, and eventually, the training model was fixed with the above hyperparameters
to run the best AI model.

4. Results and Discussion

This section discusses the outcomes of the different machine learning algorithms used
for the WLP structure design. In this study, we analyzed both the accuracy and CPU
time consumption of the algorithms. Regarding accuracy, the mean absolute error (MAE)
and the maximum absolute error between the FEM-predicted reliability life cycle and the
AI-predicted reliability life cycle of the WLP structure were calculated in this work. We
discuss both the training and testing error analysis for different datasets. Similarly, the
CPU time required for every regression model to predict the WLP structure reliability life is
also discussed. Training datasets comprising 576 and 1296 and a testing dataset comprising
54 WLP geometric combinations were used in this study.

Table 8 presents the ANN regression results for 576 training datasets. As shown
in the table, different numbers of neurons, from 10 to 500, and hidden layers, from 2 to
20, were tested. After the numbers of hidden layers and neurons were tuned, the best
ANN-predicted number of life cycles was calculated. Validated against the FEM results, the
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best MAE of AI prediction was five cycles, and the maximum absolute error was 28 cycles,
with 10 hidden layers and 200 neurons. Similarly, Table 9 presents the ANN regression
results for the training dataset with 1296. From the table, the best MAE was three cycles,
and the maximum absolute error was 18 cycles, with five hidden layers and 500 neurons.
Therefore, the ANN regression model based on the training dataset with 1296 numbers
showed better accuracy than that based on the dataset with 576 numbers. Moreover, the
CPU time performances for both datasets were different (Table 10). The CPU time required
for 576 datasets was 151 s, whereas 235 s was required for 1296 datasets. Thus, although
the dataset with a higher number of features resulted in higher accuracy, the CPU time
was higher.

Table 8. Comparison results of FEM and ANN models on 576 training datasets.

Hidden Layer (2) Hidden Layer (5) Hidden Layer (10) Hidden Layer (20)

Number of
Neurons

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

10 57 148 62 157 65 182 51 138
20 60 164 65 179 14 69 10 60
50 63 159 11 51 8 54 11 67

100 66 173 7 51 5 31 9 40
200 64 173 7 47 5 28 5 40
500 10 62 5 43 7 35 7 46

Table 9. Comparison results of FEM and ANN models on 1296 training datasets.

Hidden Layer (2) Hidden Layer (5) Hidden Layer (10) Hidden Layer (20)

Number of
Neurons

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

10 51 142 47 137 47 125 14 57
20 47 140 47 143 12 50 9 57
50 47 127 22 35 7 42 5 43

100 23 104 6 35 4 24 5 27
200 13 70 4 31 3 22 4 27
500 6 43 3 18 3 20 3 19

Table 10. Comparison of ANN regression result for WLP.

Training Data Set
(ANN) Neuron Number Hidden Layer

Mean
Absolute

Error in Cycle

Maximum
Absolute

Error in Cycle

CPU Time in
Second

576 200 10 5 28 151
1296 500 5 3 18 235

Table 11 presents the results of the RNN regression models for the training dataset
with 576 numbers. The RNN models considered different numbers of neurons and hidden
layers. The best MAE was six cycles, and the maximum absolute error was 37 cycles,
with 500 neurons and five hidden layers. Table 12 lists the RNN regression results for
1296 training datasets. From the table, the best MAE was three cycles, and the maximum
absolute error was 27 cycles. Therefore, the RNN regression model based on the dataset
with 1296 numbers exhibited better accuracy. However, the CPU time (698 s) was higher
than that of the model based on 576 training datasets (173 s; Table 13). Given the above,
the ANN regression model outperformed the RNN regression model in both accuracy and
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CPU time. This implies that the ANN model is more flexible than RNN because of the
RNN model’s complex structure.

Table 11. Comparison results of FEM and RNN models on 576 training datasets.

Hidden Layer (2) Hidden Layer (5) Hidden Layer (10) Hidden Layer (20)

Number of
Neuron

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

10 65 166 61 178 61 159 26 101
20 63 163 62 168 13 54 16 64
50 65 157 29 71 8 57 10 43

100 65 159 12 71 7 37 8 65
200 17 79 8 50 9 53 10 65
500 12 69 6 36 6 37 9 50

Table 12. Comparison results of FEM and RNN models on 1296 training datasets.

Hidden Layer (2) Hidden Layer (5) Hidden Layer (10) Hidden Layer (20)

Number of
Neuron

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

Mean
Absolute
Error in
Cycle

Maximum
Absolute
Error in
Cycle

10 125 355 44 141 11 61 6 44
20 69 215 21 103 10 54 10 57
50 33 154 5 28 4 30 4 30

100 10 51 3 28 4 32 4 32
200 4 36 4 32 6 43 4 32
500 3 27 3 39 159 506 159 506

Table 13. Comparison of RNN regression results for WLP.

Training Data Set
(RNN) Neuron Number Hidden Layer

Mean
Absolute

Error in Cycle

Maximum
Absolute

Error in Cycle

CPU Time in
Second

576 500 5 6 36 173
1296 500 2 3 27 698

Table 14 presents the SVR results for 576 datasets. The table presents the accuracy and
CPU time analysis results for the SVR model considering different kernel functions and
different hyperparameters. The best MAE for the testing data was 13, and the maximum
absolute error was 55 for the RBF kernel-based model. The shortest CPU time was 0.093 s.
For the training dataset with 1296 numbers, the SVR exhibited better accuracy (Table 15).
For this dataset, the best MAE for the testing data was 7.3 cycles, and the maximum
absolute error was 30 cycles.

However, the larger dataset had a higher CPU time requirement. Given the above
SVR results, we can infer that the RBF kernel plays a more important role in obtaining good
SVR performance compared with the sigmoid and polynomial kernel functions.
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Table 14. Comparison results of FEM and SVR models on 576 training datasets.

SVR Kernel Function RBF Kernel Sigmoid Kernel Polynomial Kernel Degree 3

Hyperparameter (C) 2250.97 540.31 2563
Hyperparameter (γ) 0.86 1.7 4
Hyperparameter (ε) 10 10 10
Training Score (R2) 0.996 0.97 0.976

Cross-Validation Score (R2) 0.964 0.936 0.954
Maximum Absolute Error (cycle) Train Data 68 125 142

Mean Absolute Error (cycle) Train Data 10 30 25
Maximum Absolute Error (cycle) Test Data 55 93 94

Mean Absolute Error (cycle) Test Data 13 29 20
CPU Time In Second 0.093 0.119 0.153

Table 15. SVR result comparison.

SVR Training Dataset 576 1296

Hyperparameter (C) 2250.97 3000.51
Hyperparameter (γ) 0.86 2.37
Hyperparameter (ε) 10 10
Training Score (R2) 0.996 0.998

Cross-Validation Score (R2) 0.964 0.981
Maximum Absolute Error (cycle) Train Data 68 46

Mean Absolute Error (cycle) Train Data 10 7.3
Maximum Absolute Error (cycle) Test Data 55 30

Mean Absolute Error (cycle) Test Data 13 8
CPU Time In Second 0.093 6.00

Table 16 presents the KRR results for 576 training datasets. The table presents the
accuracy and CPU time analysis for different kernel functions with hyperparameters used
in the KRR algorithm. The best MAEs for the training and testing datasets were 8.4 and
12.2 cycles, respectively, for the model with the RBF kernel function. Moreover, the KRR
model with the RBF kernel function required a short CPU time (0.093 s). The KRR model
with the larger dataset showed better performance (Table 17). The best MAE of the test
data was 5.6 cycles, and the maximum absolute error was 24 cycles for the training dataset
with 1296. However, the CPU time was higher than that for the training dataset with
576 numbers (Table 18). Similar to the SVR results, the KRR results also show that the RBF
kernel exhibited better accuracy and CPU time than the sigmoid and polynomial kernel
functions. The KRR algorithm outperformed the SVR model in terms of accuracy and CPU
time. Meanwhile, the ANN outperformed the RNN, SVR, and KRR in terms of accuracy.
However, KRR and SVR outperformed ANN and RNN in terms of CPU time, owing to the
usage of more hidden layers and a greater number of neurons are used in ANN and RNN.
The KNN results are shown in Table 19. The table presents the accuracy of KNN in terms of
the Euclidean and Manhattan distances versus the number of nearest neighbors (K) used in
this algorithm for 576 training datasets. The best MAE and maximum absolute error were
18.2 and 72 cycles with the Manhattan distance when the K value was 9. From Table 19, the
algorithm performs better in terms of the Manhattan distance than the Euclidean distance
under the same K value. Similarly, Table 20 shows the results of KNN based on the dataset
with 1296 numbers. From Table 20, the best MAE and maximum absolute error were 7.5
and 23 cycles, respectively, with the K value as 3. Table 21 compares the cases in which the
weight as the uniform is used with the Euclidean distance and the weight as the distance is
used with Euclidean distance. From the table, the case of the weight in terms of distance
showed better MAE, and maximum absolute error than the case of the uniform weight is
used for the KNN model of a WLP structure. With the increase in the number of training
datasets from 576 to 1296, the model accuracy improved, whereas the CPU times remained
similar, i.e., 0.03 and 0.034 s (Table 22). Table 23 compares the results of RF regression for
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the two training datasets. From the table, the MAE for the test data was 26.3 cycles for the
1296 dataset and 36 cycles for the 576 datasets. Therefore, the increase in the number of
training datasets improved the accuracy. However, the CPU time was higher for the larger
training dataset (Table 23).

Table 16. Comparison results of FEM and KRR models on 576 training datasets.

KRR Kernel Function RBF Kernel Sigmoid Kernel Polynomial Kernel Degree 3

Hyperparameter (α) 0.01 8.16 0.1
Hyperparameter (γ) 1 0.09 3.9

Maximum Absolute Error (Cycle) Train Data 57 149 75
Mean Absolute Error (Cycle) Train Data 8.4 38.7 18.9

Maximum Absolute Error (Cycle) Test Data 39 84 57
Mean Absolute Error (Cycle) Test Data 12.2 25.4 17.9

CPU Time In Second 0.093 0.117 0.157

Table 17. Comparison results of FEM and KRR models on 1296 training datasets.

KRR Kernel Function RBF Kernel Sigmoid Kernel Polynomial Kernel Degree 3

Hyperparameter (α) 1 ×e−10 3 ×e−9 1 ×e−9

Hyperparameter (γ) 0.19 0.02 2
Maximum Absolute Error (Cycle) Train Data 40 46 107

Mean Absolute Error (Cycle) Train Data 5.3 7.2 16
Maximum Absolute Error (Cycle) Test Data 24 29 45

Mean Absolute Error (Cycle) Test Data 5.6 7 14.5
CPU Time In Second 0.422 1.495 0.787

Table 18. KRR result comparison.

KRR Training Dataset 576 1296

Hyperparameter (α) 0.01 1 ×e−10

Hyperparameter (γ) 1 0.19
Maximum Absolute Error (Cycle) Train Data 57 40

Mean Absolute Error (Cycle) Train Data 8.4 5.3
Maximum Absolute Error (Cycle) Test Data 39 24

Mean Absolute Error (Cycle) Test Data 12.2 5.6
CPU Time In Second 0.093 0.422

Table 19. Comparison results of FEM and KNN models on 576 training datasets.

Number Nearest
Neighbor (K)

Euclidean Distance Manhattan Distance

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

1 53.7 172 63 172
2 59.3 128 56.9 124
3 38.2 115 37.9 83
4 28.9 81 28.1 81
5 25.5 74 24.2 66
6 27.6 71 25.6 67
7 22.3 71 21.4 63
8 21.6 77 20.5 77
9 18.9 83 18.2 72

10 21.4 81 18.7 77
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Table 20. Comparison results of FEM and KNN models on 1296 training datasets.

Number Nearest
Neighbor (K)

Euclidean Distance Manhattan Distance

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

1 2626.37 172 26.3 74
2 18.2 55 14.3 51
3 13 46 7.55 23
4 20.2 54 11.62 41
5 17.8 43 11.15 51
6 14.5 44 11.86 44
7 12.7 37 13.87 52
8 11.5 38 13.78 42
9 11.4 28 11.93 41

10 13.7 36 11.02 42

Table 21. KNN result comparison with different weights.

Number Nearest
Neighbor (K)

Weight as Uniform with Euclidean Weight as Distance with Euclidean

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle

9 2618.9 8374 18.2 72

Table 22. KNN result comparison with different datasets.

Training
Dataset(KNN)

Nearest Neighbor
Value (K)

Mean Absolute Error
in Cycle

Maximum Absolute
Error in Cycle CPU Time in Second

576 9 18.2 72 0.03
1296 3 7.5 23 0.034

Table 23. RF result comparison with different datasets.

Random Forest Training Dataset 576 1296

Random State 1 1
Number of Tree 81 81

Maximum Absolute Error (Cycle) Train Data 56 28
Mean Absolute Error (Cycle) Train Data 12 6.3

Maximum Absolute Error (Cycle) Test Data 133 103
Mean Absolute Error (Cycle) Test Data 36 26.3

CPU Time In Second 3.5 4

Finally, error analysis and CPU time analysis were conducted for the different machine
learning algorithms used to model the WLP structure. Figure 15 shows the MAE analysis
with several AI algorithms for the 576-feature training dataset. From the figure, the ANN
model exhibited the smallest error, i.e., 4, whereas the RF model exhibited the highest
error, i.e., 35.7. The other AI model errors were close to that of the ANN model. Similarly,
Figure 16 shows the MAE results for several AI algorithms with 1296 training datasets.
From the Figure 16, the ANN model had the lowest MAE, i.e., 2, whereas the RF model
had the highest error, i.e., 26.4, and the MAEs of the other AI models were close to that of
the ANN model.
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Figure 15. MAE analysis vs. AI model for 576 training datasets.

Figure 16. MAE analysis vs. AI model for 1296 training datasets.

Furthermore, the CPU times required by the different AI algorithms for the WLP
structure were investigated. Figure 17 presents the CPU time analysis results for different
AI models based on the 576- and 1296-feature training datasets.

From Figure 17, for the 576 training dataset, the KNN model required the lowest CPU
time (0.03 s), whereas the RNN model required the highest (174 s). The CPU times required
by the RF, SVR, and KRR models were close to that of the KNN model. Similarly, for the
1296 training dataset, the KNN model required the least CPU time (0.034 s), whereas the
RNN model required the highest CPU time (699 s). Again, the CPU times required by
the RF, SVR, and KRR models were close to that of the KNN model. The ANN and RNN
models required more CPU times than the KRR, SVR, KNN, and RF models because of the
usage of more neurons and hidden layers to estimate the WLP lifetimes.

Eventually, it also makes a comparison between all the above algorithms as per the
MAE in cycle and CPU time consumption for different training datasets, which is from
500 to 9000 datasets. Figure 18 shows the MAE in cycle vs. different training datasets for
all the above models. Figure 18 demonstrates the increase in the training dataset with the
decrease in the testing error for all the above algorithms. From all the algorithms, ANN,
RNN, SVR, and KRR testing errors are very close to each other. However, KNN and RF
accuracy performance are not as good as other algorithms because these two algorithms
are more suitable for classification purposes. Similarly, Figure 19 shows the CPU time
analysis with different training datasets for all the above AI models. From Figure 19, it can
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be seen that CPU time increases with the increase in the training dataset. ANN and RNN
required more CPU time due to the usage of more neurons and more hidden layers. The
SVR algorithm also required more CPU time as compared to KRR, KNN, and RF algorithms
due to the usage of more hyperparameters with the grid search technique to establish the
best hyperparameter.

Overall, the use of AI models may have a major impact on the electronic packaging
industry. However, the result of the study confirms that a validated FEM solution procedure
is crucial for generating reliable training datasets and that increasing the number of design
features increases the CPU time needed to build the AI model for the WLP structure.

Figure 17. CPU time vs. AI algorithms for 576 and 1296 training datasets.

Figure 18. Mean absolute error vs. training dataset for different AI algorithms.
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Figure 19. CPU time vs. training dataset for different AI algorithms.

5. Conclusions

The machine learning algorithms used a large database generated by a validated FEM
procedure for training analysis and obtained a structural reliability life cycle regression
model for WLP. These AI regression models can predict the reliability life cycle of WLP
structures when given the WLP geometry as the input. In terms of accuracy, the MAE
between FEM and AI was less than 10 life cycles, which is acceptable, and the AI training
CPU time consumption of several AI algorithms was small. The ANN algorithm exhibited
the best accuracy, whereas the RF regression algorithm exhibited the lowest accuracy,
presumably because RF is designed for classification purposes. Other algorithms such as
KRR and SVR also showed good accuracy owing to the usage of the RBF kernel function.
However, the KRR model slightly outperformed the SVR algorithm in terms of accuracy
because of the use of fewer hyperparameters and lower model complexity. KNN is more
suitable for classification purposes; nonetheless, the KNN regression model also exhibited
good accuracy for the WLP structure database.

The study also investigated the CPU time required for training the above-mentioned
AI algorithms to obtain a final regression model for predicting the reliability life of the
newly designed WLP structure. The KNN, KRR, and RF regression models required less
than 10 s, whereas the ANN, RNN, and SVR regression models required 150 to 1800 s.
These times are very low compared with those required by FEM modeling and simulation,
which can range from several hours to several days.

It is known by the electronic packaging community that the experiment-based design
procedure may take 8 months to a year to complete one run of the WLP test vehicle fabri-
cation and the ATCT test; this has become unacceptable for todays’ advanced packaging
development. Based on AI/machine learning algorithms and validated finite-element-
based simulation technology, this research developed an AI-assisted design-on-simulation
technology that can effectively and accurately predict the reliability life cycle of various
geometries of WLPs. In addition, after obtaining the AI-trained model of the WLP, devel-
opers only need to input geometric data of the new WLP, then the reliability life cycle can
be obtained within one second. Therefore, WLP structure optimization becomes feasible
because the reliability prediction of any geometric combination of WLP can be completed
in a few seconds. The AI-assisted design-on-simulation technology can also be applied
to other packaging types such as system-in-packaging, heterogeneous, fan-out, WLP, and
3D packaging.



Materials 2021, 14, 5342 22 of 24

Author Contributions: Conceptualization, K.-N.C.; methodology, K.-N.C. and S.K.P.; software, S.K.P.,
Y.-C.T., B.-R.L.; validation, S.K.P., Y.-C.T., B.-R.L. and K.-N.C.; formal analysis, S.K.P., Y.-C.T., B.-R.L.;
investigation, K.-N.C.; resources, K.-N.C.; data curation, S.K.P., Y.-C.T., B.-R.L.; writing—original
draft preparation, S.K.P.; writing—review and editing, K.-N.C.; visualization, K.-N.C.; supervision,
K.-N.C.; project administration, K.-N.C.; funding acquisition, K.-N.C. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Science and Technology of Taiwan, grant
number MOST 108-2221-E-007-007-MY3.

Acknowledgments: The authors would like to thank the Ministry of Science and Technology (Project
MOST 108-2221-E-007-007-MY3) of Taiwan for supporting this research.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Andriani, Y.; Wang, X.; Seng, D.H.L.; Teo, S.L.; Liu, S.; Lau, B.L.; Zhang, X. Effect of Boron Nitride Nanosheets on Properties of a

Commercial Epoxy Molding Compound Used in Fan-Out Wafer-Level Packaging. IEEE Trans. Compon. Packag. Manuf. Technol.
2020, 10, 990–999. [CrossRef]

2. Cheng, H.-C.; Chung, C.-H.; Chen, W.-H. Die shift assessment of reconstituted wafer for fan-out wafer-level packaging. IEEE
Trans. Device Mater. Reliab. 2020, 20, 136–145. [CrossRef]

3. Cheng, H.-C.; Wu, Z.-D.; Liu, Y.-C. Viscoelastic warpage modeling of fan-out wafer-level packaging during wafer-level mold cure
process. IEEE Trans. Compon. Packag. Manuf. Technol. 2020, 10, 1240–1250. [CrossRef]

4. Dong, H.; Chen, J.; Hou, D.; Xiang, Y.; Hong, W. A low-loss fan-out wafer-level package with a novel redistribution layer pattern
and its measurement methodology for millimeter-wave application. IEEE Trans. Compon. Packag. Manuf. Technol. 2020, 10,
1073–1078. [CrossRef]

5. Lau, J.H.; Li, M.; Li, Q.M.; Xu, I.; Chen, T.; Li, Z.; Tan, K.H.; Yong, Q.X.; Cheng, Z.; Wee, K.S. Design, materials, process, fabrication,
and reliability of fan-out wafer-level packaging. IEEE Trans. Compon. Packag. Manuf. Technol. 2018, 8, 991–1002. [CrossRef]

6. Lau, J.H.; Li, M.; Qingqian, M.L.; Chen, T.; Xu, I.; Yong, Q.X.; Cheng, Z.; Fan, N.; Kuah, E.; Li, Z. Fan-out wafer-level packaging
for heterogeneous integration. IEEE Trans. Compon. Packag. Manuf. Technol. 2018, 8, 1544–1560. [CrossRef]

7. Lee, T.-K.; Xie, W.; Tsai, M.; Sheikh, M.D. Impact of Microstructure Evolution on the Long-Term Reliability of Wafer-Level
Chip-Scale Package Sn–Ag–Cu Solder Interconnects. IEEE Trans. Compon. Packag. Manuf. Technol. 2020, 10, 1594–1603. [CrossRef]

8. Zhao, S.; Yu, D.; Zou, Y.; Yang, C.; Yang, X.; Xiao, Z.; Chen, P.; Qin, F. Integration of CMOS image sensor and microwell array using
3-D WLCSP technology for biodetector application. IEEE Trans. Compon. Packag. Manuf. Technol. 2019, 9, 624–632. [CrossRef]

9. Chen, C.; Yu, D.; Wang, T.; Xiao, Z.; Wan, L. Warpage prediction and optimization for embedded silicon fan-out wafer-level
packaging based on an extended theoretical model. IEEE Trans. Compon. Packag. Manuf. Technol. 2019, 9, 845–853. [CrossRef]

10. Lau, J.H.; Ko, C.-T.; Tseng, T.-J.; Yang, K.-M.; Peng, T.C.-Y.; Xia, T.; Lin, P.B.; Lin, E.; Chang, L.; Liu, H.N. Panel-level chip-scale
package with multiple diced wafers. IEEE Trans. Compon. Packag. Manuf. Technol. 2020, 10, 1110–1124. [CrossRef]

11. Lau, J.H.; Li, M.; Yang, L.; Li, M.; Xu, I.; Chen, T.; Chen, S.; Yong, Q.X.; Madhukumar, J.P.; Kai, W. Warpage measurements and
characterizations of fan-out wafer-level packaging with large chips and multiple redistributed layers. IEEE Trans. Compon. Packag.
Manuf. Technol. 2018, 8, 1729–1737. [CrossRef]

12. Qin, C.; Li, Y.; Mao, H. Effect of Different PBO-Based RDL Structures on Chip-Package Interaction Reliability of Wafer Level
Package. IEEE Trans. Device Mater. Reliab. 2020, 20, 524–529. [CrossRef]

13. Qin, F.; Zhao, S.; Dai, Y.; Yang, M.; Xiang, M.; Yu, D. Study of warpage evolution and control for six-side molded WLCSP in
different packaging processes. IEEE Trans. Compon. Packag. Manuf. Technol. 2020, 10, 730–738. [CrossRef]

14. Wang, P.-H.; Huang, Y.-W.; Chiang, K.-N. Reliability Evaluation of Fan-Out Type 3D Packaging-On-Packaging. Micromachines
2021, 12, 295. [CrossRef]

15. Yang, C.; Su, Y.; Liang, S.Y.; Chiang, K. Simulation of wire bonding process using explicit FEM with ALE remeshing technology. J.
Mech. 2020, 36, 47–54. [CrossRef]

16. Liu, C.-M.; Lee, C.-C.; Chiang, K.-N. Enhancing the reliability of wafer level packaging by using solder joints layout design. IEEE
Trans. Compon. Packag. Technol. 2006, 29, 877–885. [CrossRef]

17. Chiang, K.-N.; Chen, W.-H.; Cheng, H.-C. Large-scale three-dimensional area array electronic packaging analysis. J. Comput.
Model. Simul. Eng. 1999, 4, 4–11.

18. Tsou, C.; Chang, T.; Wu, K.; Wu, P.; Chiang, K. Reliability assessment using modified energy based model for WLCSP solder joints.
In Proceedings of the International Conference on Electronics Packaging (ICEP), Yamagata, Japan, 19–22 April 2017; pp. 7–15.

19. Liu, S.; Panigrahy, S.; Chiang, K. Prediction of fan-out panel level warpage using neural network model with edge detection
enhancement. In Proceedings of the IEEE 70th Electronic Components and Technology Conference (ECTC), Orlando, FL, USA,
3–30 June 2020; pp. 1626–1631.

20. Yuan, C.C.; Lee, C.-C. Solder joint reliability modeling by sequential artificial neural network for glass wafer level chip scale
package. IEEE Access 2020, 8, 143494–143501. [CrossRef]

http://doi.org/10.1109/TCPMT.2020.2966714
http://doi.org/10.1109/TDMR.2020.2965000
http://doi.org/10.1109/TCPMT.2020.2992041
http://doi.org/10.1109/TCPMT.2020.3000279
http://doi.org/10.1109/TCPMT.2018.2814595
http://doi.org/10.1109/TCPMT.2018.2848649
http://doi.org/10.1109/TCPMT.2020.3016870
http://doi.org/10.1109/TCPMT.2019.2899898
http://doi.org/10.1109/TCPMT.2019.2907295
http://doi.org/10.1109/TCPMT.2020.2996255
http://doi.org/10.1109/TCPMT.2018.2848666
http://doi.org/10.1109/TDMR.2020.3004836
http://doi.org/10.1109/TCPMT.2020.2975571
http://doi.org/10.3390/mi12030295
http://doi.org/10.1017/jmech.2019.25
http://doi.org/10.1109/TCAPT.2006.886846
http://doi.org/10.1109/ACCESS.2020.3014156


Materials 2021, 14, 5342 23 of 24

21. Gupta, S.; Al-Obaidi, S.; Ferrara, L. Meta-Analysis and Machine Learning Models to Optimize the Efficiency of Self-Healing
Capacity of Cementitious Material. Materials 2021, 14, 4437. [CrossRef]

22. Jianliang, S.; Mengqian, S.; Hesong, G.; Yan, P.; Jiang, J.; Lipu, X. Research on Edge Surface Warping Defect Diagnosis Based on
Fusion Dimension Reduction Layer DBN and Contribution Plot Method. J. Mech. 2020, 36, 889–899. [CrossRef]

23. Kuschmitz, S.; Ring, T.P.; Watschke, H.; Langer, S.C.; Vietor, T. Design and Additive Manufacturing of Porous Sound Absorbers—A
Machine-Learning Approach. Materials 2021, 14, 1747. [CrossRef]

24. Song, H.; Ahmad, A.; Ostrowski, K.A.; Dudek, M. Analyzing the Compressive Strength of Ceramic Waste-Based Concrete Using
Experiment and Artificial Neural Network (ANN) Approach. Materials 2021, 14, 4518. [CrossRef]

25. Farooq, F.; Czarnecki, S.; Niewiadomski, P.; Aslam, F.; Alabduljabbar, H.; Ostrowski, K.A.; Śliwa-Wieczorek, K.; Nowobilski, T.;
Malazdrewicz, S. A Comparative Study for the Prediction of the Compressive Strength of Self-Compacting Concrete Modified
with Fly Ash. Materials 2021, 14, 4934. [CrossRef] [PubMed]

26. Huang, X.; Wasouf, M.; Sresakoolchai, J.; Kaewunruen, S. Prediction of Healing Performance of Autogenous Healing Concrete
Using Machine Learning. Materials 2021, 14, 4068. [CrossRef] [PubMed]

27. Salazar, A.; Xiao, F. Design of Hybrid Reconstruction Scheme for Compressible Flow Using Data-Driven Methods. J. Mech. 2020,
36, 675–689. [CrossRef]

28. Song, S.-H. A Comparison Study of Constitutive Equation, Neural Networks, and Support Vector Regression for Modeling Hot
Deformation of 316L Stainless Steel. Materials 2020, 13, 3766. [CrossRef]

29. McCulloch, W.S.; Pitts, W. A logical calculus of the ideas immanent in nervous activity. Bull. Math. Biophys. 1943, 5, 115–133.
[CrossRef]

30. Denoeux, T. A neural network classifier based on Dempster-Shafer theory. IEEE Trans. Syst. Man Cybern. Syst. 2000, 30, 131–150.
[CrossRef]

31. Tandel, G.S.; Biswas, M.; Kakde, O.G.; Tiwari, A.; Suri, H.S.; Turk, M.; Laird, J.R.; Asare, C.K.; Ankrah, A.A.; Khanna, N. A review
on a deep learning perspective in brain cancer classification. Cancers 2019, 11, 111. [CrossRef] [PubMed]

32. Schmidhuber, J. Deep learning in neural networks: An overview. Neural Netw. 2015, 61, 85–117. [CrossRef]
33. Kulawik, A.; Wróbel, J.; Ikonnikov, A.M. Model of the Austenite Decomposition during Cooling of the Medium Carbon Steel

Using LSTM Recurrent Neural Network. Materials 2021, 14, 4492. [CrossRef]
34. Yuan, C.C.; Fan, J.; Fan, X. Deep machine learning of the spectral power distribution of the LED system with multiple degradation

mechanisms. J. Mech. 2020, 37, 172–183. [CrossRef]
35. Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273–297. [CrossRef]
36. Braun, A.C.; Weidner, U.; Hinz, S. Classification in high-dimensional feature spaces—Assessment using SVM, IVM and RVM

with focus on simulated EnMAP data. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2012, 5, 436–443. [CrossRef]
37. Al-Sodani, K.A.A.; Adewumi, A.A.; Mohd Ariffin, M.A.; Maslehuddin, M.; Ismail, M.; Salami, H.O.; Owolabi, T.O.; Mohamed,

H.D. Experimental and Modelling of Alkali-Activated Mortar Compressive Strength Using Hybrid Support Vector Regression
and Genetic Algorithm. Materials 2021, 14, 3049. [CrossRef] [PubMed]

38. Benkedjouh, T.; Medjaher, K.; Zerhouni, N.; Rechak, S. Health assessment and life prediction of cutting tools based on support
vector regression. J. Intell. Manuf. 2015, 26, 213–223. [CrossRef]

39. Dhanalakshmi, P.; Kanimozhi, T. Automatic segmentation of brain tumor using K-Means clustering and its area calculation. Int. J.
Adv. Electr. Electron. Eng. 2013, 2, 130–134.

40. Drineas, P.; Mahoney, M.W.; Cristianini, N. On the Nyström Method for Approximating a Gram Matrix for Improved Kernel-Based
Learning. J. Mach. Learn. Res. 2005, 6, 2153–2175.

41. Panigrahy, S.K.; Chiang, K.-N. Study on an Artificial Intelligence Based Kernel Ridge Regression Algorithm for Wafer Level
Package Reliability Prediction. In Proceedings of the IEEE 71st Electronic Components and Technology Conference (ECTC), San
Diego, CA, USA, 1 June–4 July 2021; pp. 1435–1441.

42. Hamed, Y.; Alzahrani, A.I.; Mustaffa, Z.; Ismail, M.C.; Eng, K.K. Two steps hybrid calibration algorithm of support vector
regression and K-nearest neighbors. Alex. Eng. J. 2020, 59, 1181–1190. [CrossRef]

43. Tan, S. An effective refinement strategy for KNN text classifier. Expert Syst. Appl. 2006, 30, 290–298. [CrossRef]
44. Ho, W.; Yu, F. Chiller system optimization using k nearest neighbour regression. J. Clean. Prod. 2021, 303, 127050. [CrossRef]
45. Xia, J.; Zhang, J.; Wang, Y.; Han, L.; Yan, H. WC-KNNG-PC: Watershed clustering based on k-nearest-neighbor graph and Pauta

Criterion. Pattern Recognit. 2021, 121, 108177. [CrossRef]
46. Breiman, L. Random forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
47. Hsiao, H.; Chiang, K. AI-assisted reliability life prediction model for wafer-level packaging using the random forest method. J.

Mech. 2020, 37, 28–36. [CrossRef]
48. Mohana, R.M.; Reddy, C.K.K.; Anisha, P.; Murthy, B.R. Random forest algorithms for the classification of tree-based ensemble.

Mater. Today Proc. 2021. [CrossRef]
49. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. Adv. Neural Inf.

Process. Syst. 2012, 25, 1097–1105. [CrossRef]
50. Ortac, G.; Ozcan, G. Comparative study of hyperspectral image classification by multidimensional Convolutional Neural Network

approaches to improve accuracy. Expert Syst. Appl. 2021, 182, 115280. [CrossRef]
51. Petneházi, G. Quantile convolutional neural networks for Value at Risk forecasting. Mach. Learn. Appl. 2021, 6, 100096.

http://doi.org/10.3390/ma14164437
http://doi.org/10.1017/jmech.2020.52
http://doi.org/10.3390/ma14071747
http://doi.org/10.3390/ma14164518
http://doi.org/10.3390/ma14174934
http://www.ncbi.nlm.nih.gov/pubmed/34501024
http://doi.org/10.3390/ma14154068
http://www.ncbi.nlm.nih.gov/pubmed/34361262
http://doi.org/10.1017/jmech.2020.33
http://doi.org/10.3390/ma13173766
http://doi.org/10.1007/BF02478259
http://doi.org/10.1109/3468.833094
http://doi.org/10.3390/cancers11010111
http://www.ncbi.nlm.nih.gov/pubmed/30669406
http://doi.org/10.1016/j.neunet.2014.09.003
http://doi.org/10.3390/ma14164492
http://doi.org/10.1093/jom/ufaa025
http://doi.org/10.1007/BF00994018
http://doi.org/10.1109/JSTARS.2012.2190266
http://doi.org/10.3390/ma14113049
http://www.ncbi.nlm.nih.gov/pubmed/34205101
http://doi.org/10.1007/s10845-013-0774-6
http://doi.org/10.1016/j.aej.2020.01.033
http://doi.org/10.1016/j.eswa.2005.07.019
http://doi.org/10.1016/j.jclepro.2021.127050
http://doi.org/10.1016/j.patcog.2021.108177
http://doi.org/10.1023/A:1010933404324
http://doi.org/10.1093/jom/ufaa007
http://doi.org/10.1016/j.matpr.2021.01.788
http://doi.org/10.1145/3065386
http://doi.org/10.1016/j.eswa.2021.115280


Materials 2021, 14, 5342 24 of 24

52. Ramalho, L.; Belinha, J.; Campilho, R. A new crack propagation algorithm combined with the finite element method. J. Mech.
2020, 36, 405–422. [CrossRef]

53. Hsieh, M.-C. Modeling correlation for solder joint fatigue life estimation in wafer-level chip scale packages. In Proceedings of the
International Microsystems, Packaging, Assembly and Circuits Technology Conference (IMPACT), Taipei, Taiwan, 21–23 October
2015; pp. 65–68.

54. Rogers, B.; Scanlan, C. Improving WLCSP reliability through solder joint geometry optimization. In Proceedings of the
International Symposium on Microelectronics (IMAPS), Orlando, FL, USA, 30 September–3 October 2013; pp. 546–550.

55. Chiang, K.-N.; Yuan, C.-A. An overview of solder bump shape prediction algorithms with validations. IEEE Trans. Adv. Packag.
2001, 24, 158–162. [CrossRef]

56. Chang, J.; Wang, L.; Dirk, J.; Xie, X. Finite element modeling predicts the effects of voids on thermal shock reliability and thermal
resistance of power device. Weld. J. 2006, 85, 63s–70s.

57. JEDEC Solid State Technology Association. JEDEC Standard JESD22-A104D, Temperature Cycling. Jedec. Org 2005, 11, 2009.
58. Coffin, L.F., Jr. A study of the effects of cyclic thermal stresses on a ductile metal. Trans. ASME 1954, 76, 931–950.
59. Ramachandran, V.; Wu, K.; Chiang, K. Overview study of solder joint reliablity due to creep deformation. J. Mech. 2018, 34,

637–643. [CrossRef]
60. Lee, C.-H.; Wu, K.-C.; Chiang, K.-N. A novel acceleration-factor equation for packaging-solder joint reliability assessment at

different thermal cyclic loading rates. J. Mech. 2017, 33, 35–40. [CrossRef]
61. Yanjun, X.; Liquan, W.; Fengshun, W.; Weisheng, X.; Hui, L. Effect of interface structure on fatigue life under thermal cycle with

SAC305 solder joints. In Proceedings of the International Conference on Electronic Packaging Technology (ICEPT), Dalian, China,
11–14 August 2013; pp. 959–964.

62. Wang, P.; Lee, Y.; Lee, C.; Chang, H.; Chiang, K. Solder Joint Reliability Assessment and Pad Size Studies of FO-WLP with Glass
Substrate. IEEE Trans. Device Mater. Reliab. 2021, 21, 96–101. [CrossRef]

63. Chou, P.; Chiang, K.; Liang, S.Y. Reliability assessment of wafer level package using artificial neural network regression model. J.
Mech. 2019, 35, 829–837. [CrossRef]

64. Tang, Z.; Fishwick, P.A. Feedforward neural nets as models for time series forecasting. ORSA J. Comput. 1993, 5, 374–385.
[CrossRef]

65. Zhang, D.; Han, X.; Deng, C. Review on the research and practice of deep learning and reinforcement learning in smart grids.
CSEE J. Power Energy Syst. 2018, 4, 362–370. [CrossRef]

66. Gers, F.A.; Schmidhuber, J.; Cummins, F. Learning to forget: Continual prediction with LSTM. Neural Comput. 2000, 12, 2451–2471.
[CrossRef]

67. Rui, J.; Zhang, H.; Zhang, D.; Han, F.; Guo, Q. Total organic carbon content prediction based on support-vector-regression
machine with particle swarm optimization. J. Pet. Sci. Eng. 2019, 180, 699–706. [CrossRef]

68. Welling, M.; Kernel Ridge Regression. Max Welling’s Class Notes in Machine Learning. 2013. Available online: https://web2
.qatar.cmu.edu/~{}gdicaro/10315/additional/welling-notes-on-kernel-ridge.pdf (accessed on 6 August 2021).

69. Hamed, Y.; Mustaffa, Z.B.; Idris, N.R.B. Comparative Calibration of Corrosion Measurements Using K-Nearest Neighbour Based
Techniques. In Proceedings of the MATEC Web of Conferences, Amsterdam, The Netherlands, 23–25 March 2016; Volume 52, p. 02001.

70. Hamed, Y.; Mustaffa, Z.B.; Idris, N.R.B. An application of K-Nearest Neighbor interpolation on calibrating corrosion measure-
ments collected by two non-destructive techniques. In Proceedings of the International Conference on Smart Instrumentation,
Measurement and Applications (ICSIMA), Kuala Lumpur, Malaysia, 24–25 November 2015; pp. 1–5.

71. Härdle, W.; Linton, O. Applied nonparametric methods. Handb. Econom. 1994, 4, 2295–2339.
72. Atkeson, C.G.; Moore, A.W.; Schaal, S. Locally weighted learning for control. Artif. Intell. Rev. 1997, 11, 75–113. [CrossRef]

http://doi.org/10.1017/jmech.2020.1
http://doi.org/10.1109/6040.928749
http://doi.org/10.1017/jmech.2018.20
http://doi.org/10.1017/jmech.2016.30
http://doi.org/10.1109/TDMR.2021.3056054
http://doi.org/10.1017/jmech.2019.20
http://doi.org/10.1287/ijoc.5.4.374
http://doi.org/10.17775/CSEEJPES.2018.00520
http://doi.org/10.1162/089976600300015015
http://doi.org/10.1016/j.petrol.2019.06.014
https://web2.qatar.cmu.edu/~{}gdicaro/10315/additional/welling-notes-on-kernel-ridge.pdf
https://web2.qatar.cmu.edu/~{}gdicaro/10315/additional/welling-notes-on-kernel-ridge.pdf
http://doi.org/10.1023/A:1006511328852

	Introduction 
	Finite Element Method for WLP 
	Machine Learning 
	Establishment of Dataset 
	ANN Model 
	RNN Model 
	SVR Model 
	KRR Model 
	KNN Model 
	The RF Regression Model 
	Training Methodology 
	Data Preprocessing 
	Cross-Validation 
	Grid Search Technique 


	Results and Discussion 
	Conclusions 
	References

