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Abstract: The paper outlines a procedure for the computer-controlled calibration of the combined
zero-dimensional (0D) and one-dimensional (1D) thermodynamic simulation model of a turbocharged
internal combustion engine (ICE). The main purpose of the calibration is to determine input
parameters of the simulation model in such a way as to achieve the smallest difference between
the results of the measurements and the results of the numerical simulations with minimum
consumption of the computing time. An innovative calibration methodology is based on a novel
interaction between optimization methods and physically based methods of the selected ICE
sub-systems. Therein physically based methods were used for steering the division of the integral
ICE to several sub-models and for determining parameters of selected components considering
their governing equations. Innovative multistage interaction between optimization methods and
physically based methods allows, unlike the use of well-established methods that rely only on the
optimization techniques, for successful calibration of a large number of input parameters with low
time consumption. Therefore, the proposed method is suitable for efficient calibration of simulation
models of advanced ICEs.

Keywords: internal combustion engine; simulation model; thermodynamic cycle; computer
controlled calibration; optimization methods

1. Introduction

Software tools for thermodynamic modeling of internal combustion engines (ICEs) [1-4] have
become indispensable for developing and optimizing the ICEs. Models that rely on engine maps
constructed from steady-state measurements or models that use correction techniques to enhance the
accuracy of the map-based modes in transient operation [5] can be considered as an alternative to the
thermodynamic engine models when modeling vehicle drive cycle performance. However, due to
the higher level of prediction and the availability of all required sensor and actuator channels that
are exchanged with the engine control unit, thermodynamic engine models are favored in the early
stages of development where measurement data are not yet available. This applies to various model
in the loop, software in the loop or hardware in the loop applications related to the development of
engine controls and in applications where more detailed data on transients of gas path dynamics and
engine torque (including cycle resolved torque) as well as on thermal responses of the components are
required. Therefore, this paper focuses on the thermodynamic engine models.

Due to hardware performance constraints and due to computational time limitations, commercial
thermodynamic engine simulation tools for modeling the complete internal combustion engine,
including intake and exhaust manifolds, rely on 0D and 1D modeling approaches and do not
incorporate three-dimensional (3D) modeling approaches, or just take advantage of using coupling
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to the 3D software to resolve phenomena in a specific selected component. Although the 0D and 1D
models are based on a mechanistic basis, they incorporate many tuning parameters. Tuning parameters
are employed due to the inability of the 0D and 1D models to fully capture 3D fluid flow and heat
transfer phenomena, which are additionally coupled with mass transfer phenomena and chemical
kinetics mechanisms during fuel injection, evaporation and the combustion phase. Tuning parameters
in general include friction and heat transfer multipliers as well as combustion parameters. Tuning
parameters have a clear physical interpretation and can, therefore, be adjusted within a meaningful
range characteristic for particular phenomena. Adjusting of the tuning parameter to meet the accuracy
threshold that is generally required in advanced projects (agreement of measured and simulated engine
results should typically be in the range of 1% to 3%) is time-consuming and presents a considerable
part of the work load of the whole project.

It has already been shown that optimization methods are suitable for determining optimized
configurations of the components, e.g., manifold geometry [6], valve lift profiles and timings [7-12],
shape of the injection rate [13], exhaust gas recirculation (EGR) rates and multiple injections [14],
injection timings [15], constants of the heat transfer model [16] and parameters of the combustion
model [17-19]. These analyses either use a calibrated ICE simulation model as a starting point for
evaluation of the optimized configuration [6-12] or tune a specific sub-model by optimization methods
and compare simulation results to the measurement data [17-19].

The authors of [20] offer the automated calibration of combustion and heat transfer parameters in
a cylinder (e.g., the radiation coefficient, the combustion terminal angle, the oil-drop breaking length,
the rolling absorption rates before and after combustion, the rolling absorption rate after impaction,
the early rolling fluctuation rate, the early rolling duration, the combustion speed and the flame retarding
coefficient) of the ICE model in Reference [2], using the advantages of a combination of two optimization
algorithms, the ant colony and genetic algorithm, respectively. The methodology is focused on only
three engine output results, e.g., power, brake specific fuel consumption and the turbocharger turbine
inlet temperature at engine full-load steady-state operation. Additionally this methodology does not
take into account potential calibration parameters (CBPs) of the intake, exhaust and EGR system which
also influence the accuracy of the simulation results. Furthermore, differences between simulation and
measurement results of the power and of the turbine inlet temperature in four of five engine speeds
seems to still be high without any detailed information about the magnitude (e.g., in %).

The number of the tuning parameters required to calibrate the simulation model of the advanced
turbocharged compression-ignited ICE with a variable turbine geometry and EGR system can vary
in a range between 15 and 40. This might be inconvenient if only the optimization methods should
be employed to calibrate the simulation model, since the effectiveness of the optimization techniques
decreases with the increasing number of optimization parameters [18,21]. Furthermore, different searched
calibration sets might be obtained for identical initial conditions after rerunning the optimization methods.
This can be attributed to the relatively weak linear independence of the particular sets of CBPs and
also to a large elongated space which consists of potentially several regions with very similar or even
identical minimum values of the objective function. Weak linear independence of the tuning parameters
can be identified and demonstrated also during manual calibration procedures. These trends were
observed and analyzed by the authors during an attempt to calibrate 20 parameters of the entire ICE
simulation model (ICESM) in one step, applying a widely used commercial optimization software tool
package in Matlab® [22] for the model-based calibration (MBC Toolbox) by trying Multistart points
gradient-based, Patternsearch and Genetic algorithms. Additionally, the required time for ICESM
calibration using the optimization methods increases approximately exponentially with the number of
tuning parameters, which imposes an additional limitation when applying a large number of tuning
parameters characteristic of models of modern engines.

To efficiently address the issues encountered by the application of the optimization methods to
calibrate a large number of tuning parameters that are characteristic of modern engines, an innovative
method based on a combination of physics-based methods and optimization methods (denoted the
Hybrid Calibration Method, HCM) is presented in this paper. In addition, to efficiently address issues
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imposed by the relatively weak linear independence of particular sets of CBPs, the proposed hybrid
calibration method relies on a consistent division of the simulation model of the ICE into sub-systems.
This division into sub-systems is based on the available measurement data, which provide well-defined
boundaries of the sub-systems, from the system division and measurement validation point of view.
The framework features a high level of generality to comply with various sets of available measurement
data. The calibration process of the innovative HCM is thus performed in two steps. The goal of the
first step is to tune parameters of the ICESM sub-systems applying physics-based approaches, while the
objective of the second step is to perform calibration of a reduced number of the most dominating
parameters in several loops by using entire the ICE simulation model together with an application of
the optimization methods.

Division of the ICESM into feasible sub-systems enables a reduction of the total number of degrees
of freedom of the entire ICESM, yielding better control over the calibration process and resulting
in a faster calibration process and more accurate calibration results. Physics-based calibration of
the suitable sub-systems makes possible an accurate and fast evaluation of the corresponding CBPs.
This is preferably performed by the same code as used for model simulation, ensuring high level of
consistency and a lower implementation demand as presented in this paper; however, the applicability
of the method is not limited to such cases. Therefore, modular-based HCM enables fast and accurate
calibration of ICESMs with an arbitrary number of CBPs.

2. Engine Simulation Model

HCM is applicable for any engine topology (ICESM), an arbitrary number of CBPs and
various sets of available measurement data required for the calibration. In the presented analysis
HCM will be demonstrated on the ICESM shown in Figure 1. The ICESM is represented by
a four-stroke, four-cylinder, 1.4 1 turbocharged compression ignited engine with variable turbine
geometry, high pressure-cooled EGR system and the cylinder compression ratio 17.5. The ICESM was
developed in the commercial software tool package AVL CRUISE M™ [4] and it enables the simulation
of the thermodynamic process of an ICE covering the complete intake, exhaust and EGR system
(air path) as well as cylinders including the engine block structure. In the demonstrated model, the air
path is modeled with a combination of 0D and 1D elements based on a filling and emptying approach
and it interacts with the crank angle-resolved 0D cylinders [23,24]. However, the applicability of the
HCM is much more general and can also cover models featuring higher and lower levels of fidelity
until it is possible to divide them into sub-systems (in the most general case it can also be applied
to non-ICE related applications, however this lies outside of the scope of this paper). Application
objectives of the ICESM in the presented work are high-fidelity-system-level simulations covering
steady-state and hot transient operating conditions at arbitrary engine speed and load.
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Figure 1. Elements, components (group of elements) of the ICESM and typical set of measurement
data in standard measurement investigations of turbocharged engines in labeled positions 1, 2, ..., 10
with dark blue circles used for the ICESM calibration.
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According to these objectives of the ICESM and according to the objectives of the paper
(elaboration of the calibration method for system-level simulation models of ICEs), the paper focuses
on the internal combustion engine simulation model, which interacts with its adjacent domains via
the boundary conditions. The ICESM thus includes the engine cooling domain (Figure 2a,b), which
comprises: (1) convective heat transfer between the lumped solid walls of the engine block structure
and the coolant or oil temperature boundary (e.g., HT 6: Int. port to coolant, HT 21: Piston to
oil, ..., HT 11: Liner block to coolant (Figure 2b), (2) conductive heat transfer between the piston and
liner, the liner and liner block and between the liner block and exhaust manifold (e.g., HT 8: Piston
to Liner, ... , HT 11: SW 9 Eng. block (Figure 2a,b), and (3) coolant and oil temperature boundary
(e.g., Amb 2: Coolant T, Amb 3: Oil T (Figure 2a). The engine cooling domain is inherently a part of the
engine. The engine cooling domain interacts with the cooling and lubrication circuit domain presented
in [25] via the heat flux between the engine block structure and the cooling as well as lubrication fluids.
Therefore, the ICESM uses the coolant and oil temperature specified in the temperature boundaries
as boundary conditions. Analogically to the cooling and lubrication circuit domain, the ambient
air temperature represents a boundary condition of the intercooler and coolant of the EGR cooler
represented by SW 4: IC coolant T and SW 11: EGR coolant T in Figure 1. Ambient temperature,
pressure and composition also represent boundary conditions of the engine air path (SB 1: Eng. inlet,
SB 2: Eng. outlet in Figure 1). In steady-state simulations, which will be the main focus of this paper as
they provide a basis for a systematic analyses of the accuracy of the model, the engine model propels
a brake (MC 1: ICE brake in Figure 1), representing another boundary element that maintains engine
speed and consumes the torque. In transient simulations that are presented in Appendix C, the ICESM
is propelled by the engine brake running in speed mode. Likewise, transient cold start functionality
can be modeled if the ICESM is coupled to the model of the cooling and lubrication circuit as presented
in [25], whereas these simulations are outside of the scope of this paper.

Figure 1 additionally presents available measurement data applied for the ICESM calibration and
their positions (labeled positions 1, 2, ..., 10) with respect to the sensor positions in the analyzed
engine on the test bed, which represent a typical set of measured data in standard measurement
investigations of a turbocharged engine. As mentioned in the Introduction, the HCM features a high
level of generality and it is therefore able to comply with various sets of available measurement data.
Therefore, the presented case used for demonstration of the applicability of the method should by no
means be considered as the sole application case.

In Figure 1, labeled quantities p;, T; denote the static pressure and temperature at a certain
position, whereas subscript i denotes: 0 is the ambient, 11 is the compressor inlet, 21 is the compressor
outlet, IM is the intake manifold, 31 is the exhaust manifold, 41 is the conditions at the turbine outlet,
EGR,iis the EGR cooler inlet and EGR, o is the EGR cooler outlet conditions. 11, represents the air
mass-flow, i is the injected fuel mass per cylinder per engine cycle, p.,; (9) is the cylinder pressure
trace, pc,,,.y 1S the peak firing pressure, Apggr (egr) is the EGR cooler pressure drop at the reference
EGR mass-flow mggr, wegr is the EGR rate, BMEP is the brake mean effective pressure, Py, is the
brake power, BSFC is the brake specific fuel consumption and N is the rotational speed of the ICE.
In order to reach the target boost pressure (py; in plenum P13: Co to He 1) at a certain operating point
(OP) a proportional-integral-derivative (PID) controller was applied in the ICESM to set the proper
vane positions of the turbine. An additional PID controller was employed to control the target air
mass-flow rate by the ICE part load operation by steering the EGR valve position. The engine friction
mean effective pressure (FMEP) used in the ICESM as a two-dimensional (2D) map depending on the
engine speed and load (BMEP) was extracted from the similar (type and size) measured engine.
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Figure 2. Division of the applied ICESM into feasible sub-systems and employed CBPs labeled with
green and golden-yellow circles: (a) Air cleaner (SS 1), intercooler (SS 2), catalyst (SS 3), EGR cooler
(SS 4), turbocharger (SS 5), engine block (SS 6) and all CBPs; (b) Division of engine block structure
into two heat transfer domains, i.e., with constant and variable wall temperature approach and
corresponding CBPs; (c) CBPs within cylinder and turbocharger housing.
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Based on the available measurement data (Figure 1), the ICESM is divided into sub-systems
presented in Figure 2a marked with S51, SS 2, ..., SS 6. The employed division complies with
the availability of a typical set of measurement data in standard measurement investigations of the
turbocharged engine. However, for other potentially available sets of measurement data, the division
should be adapted accordingly. The sub-systems in Figure 2a represent: the air cleaner (SS 1),
intercooler (SS 2), catalyst (SS 3), EGR cooler (SS 4), turbocharger with part of the intake and complete
exhaust system (SS 5) and cylinder (SS 6). Figure 2b,c show a detailed view of the engine block,
cylinder and turbocharger housing, respectively.

Additionally, Figure 2 shows CBPs that are marked with green and golden-yellow circles. CBPs
in green circles labeled with CBP # denote all the ICESM calibration parameters to be tuned. CBPs
are classified according to the means of their calibration, i.e., physical or optimization based, which is
described in detail in Section 4.3. This classification is indicated with superscripts 1-4 in Table 1.

Table 1. Calibration parameters that are the subject of the ICESM calibration and the CBPs assigned
variables x1, ..., x17 used for the sensitivity analysis.

No. Calibration Parameter  Assigned Variable Description Lower, Upper Bound
1 CBP116 x1 Air cleaner friction multiplier (FrMp) 1,4(-)
2 CBP2 16 x2 Intercooler FrMp 0.1,3(-)
3 CBP 316 x3 Intercooler heat transfer multiplier (HT Mp) 0.1,3(-)
4 CBP 43568 x4 Gas-intake port wall HTMp 0.5,1.8(-)
5 CBP 53568 x5 Gas-exhaust port wall HTMp 0.5,1.8(-)
6 CBP 6 3568 x6 Gas-piston/head wall HTMp 0.5,1.8 (-)
7 CBP 7368 X7 Gas-cylinder liner wall HT Mp 0.5,1.8 (-)
8 CBP 8 26810 x8 Start of combustion offset -3,3(°CA)
9 CBP9 7 - Rate of heat release curve (ROHR) (J/°CA)
10 CBP 10 45692 x9 Intake port wall-coolant HT Mp 0.1,1.5(-)
11 CBP 11 4569 x10 Exhaust port wall-coolant HTMp 0.5,1.8 (-)
12 CBP 12 4569 x11 Piston wall-coolant HTMp 0.5,2.0 (-)
13 CBP 13 4569 x12 Head wall-coolant HT Mp 0.5,2.0 (-)
14 CBP 14 4569 x13 Liner wall-coolant HTMp 0.5,2.0 (-)
15 CBP 15 4569 x14 Liner block wall-coolant HTMp 1,8 ()
16 CBP 16 2689,10 x15 Turbine efficiency correction factor (T, Mp) 0.65,1.2 (-)
17 CBP 17 26910 x16 Exhaust gas-turbine wall-ambient (TuHTMp) 1,30 (-)
18 CBP 18 16 x17 Restriction flow coefficient (Cy) 0.1,0.35 (-)
19 CBP 191 - EGR cooler FrMp 1,2()
20 CBP 201! - EGR cooler HTMp 1,15 (-)
21 TCBP 138 - Intake port wall temperature (T, p) (T —15), T (°C)
22 TCBP 238 - Exhaust port wall temperature (T, gp) 120, 270 (°C)
23 TCBP 338 - Piston wall temperature (T, p) 140, 290 (°C)
24 TCBP 438 - Head wall temperature (T, 1) 120, (T, p — 15) (°C)
25 TCBP 538 - Liner wall temperature (T, 1) 110, 240 (°C)

1 CBPs determined by the physic-based approaches; > CBPs characterized by the dominant influences of a single
CBP on only one observed simulation quantity; 3 CBPs related to the engine domain;  CBPs related to the
cooling domain; ®> Global CBPs;  CBPs involved in the sensitivity analysis; 7 ROHR is in comparison with
other CBPs curve depending on °CA; 8910 CBPs subjected to the calibration loops 1, 2 and 3 of the entire
ICESM calibration.

Additionally, CBPs are divided into global CBPs (denoted with superscript 5) that are
characterized by the fact that they feature a single constant value, which means that they are not
operating point-dependent, and operating point-specific CBPs. For points that are not calibrated,
operating point-specific CBPs are determined by linear interpolation between the values in the
operating points that were subjected to CBP determination. Temporal CBPs comprise CBPs of the
components representing the boundaries of the particular ICESM domain, which is described in detail
in Section 4.2. They are subjected to calibration only in the particular loop which covers the domain
including temporal CBPs. CBPs in golden-yellow circles labeled with TCBP # represent CBPs to be
temporally tuned in the particular loop of the entire ICESM. The meaning of the particular parameter
and its data range is listed in Table 1. Quantity T;; in Table 1 denotes the engine coolant temperature.
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3. Governing Equations
3.1. Internal Combustion Engine Simulation Model Governing Equations

3.1.1. Convective Heat Transfer

General equation for a convective heat transfer equals [23]:

Qw,n = Anow (T — Town), 1)

where A, denotes the heat transfer surface area, a;, the heat transfer coefficient, T the gas temperature
and Ty, , the temperature of the solid wall n. Different analogies for heat transfer coefficient evaluation
are available in [4]. Specific heat flux is, according to Reynold’s analogy:

. Qw n 4oy
=—=—(Twu—T), 2
q An 0 D ( wn ) ( )
where D denotes a pipe diameter, p the gas density, u the gas velocity and ¢, the specific heat capacity
of the gas at constant pressure, respectively.
With the purpose of easier calibration of the heat transfer correlations between the measurement
data and the simulation results of the ICESM, Equation (2) employed in [4] is extended to:

_ Qw,n _ 4oy
qg= A p—D(Tw,n —T)-HTMp, (©)]

where HTMp denotes heat transfer multiplier (refer to Table 1). HTMp is introduced because the
equation used for heat transfer modeling cannot fully consider heat transfer phenomena that take
place in a real engine.

3.1.2. Heat Conduction

For steady (Ay,» = constant) one-dimensional temperature variation by Fourier’s law, specific
heat flux considering HT Mp in [4] can be expressed [23,26]:

dT (x)
dx

= —Awn HTMp, 4)
where Ay, denotes the thermal conductivity of the solid wall n. Heat is transferred by conduction
through the piston rings and cylinder liner, through the liner and liner block, through the liner block
and exhaust manifold as well as through the turbine and compressor wall of the turbocharger housing
(Figure 2).

3.1.3. Lumped (0-Dimensinal) Solid Wall

The lumped solid wall, which is frequently used by 0D or 1D thermodynamic simulations of
ICEs, is determined with the mass and averaged solid wall temperature of the real engine part. The
time-dependent lumped solid wall temperature is evaluated with the following equation [26]:

drT, : 1
Y Qe ©
i

PwnCpw,n Twn

where p,, , denotes the density and c;q,, the specific heat capacity at a constant pressure of the solid

wall while }; 'Qw,i is the sum of all heat fluxes to the lumped solid wall (convective and conductive
ones). All solid walls in the employed ICESM (Figure 2) are featured as the lumped solid wall.
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3.1.4. Heat Transfer Element

The heat transfer element in [4] (Figure 1) is generally employed either for convective or
conductive heat transfer evaluation between two connected elements. Convective heat transfer
is taking place when the air path elements of the ICESM are connected with the solid wall or the solid
wall with the temperature boundary while the heat transfer by conduction is considered when the
heat transfer element connects two solid walls. Equations (1)—=(3) are generally used for convective
heat transfer evaluation whereby various models are available for heat transfer coefficient calculation
besides the constant input, e.g., Re-Analogy, Colburn, Huasen, Petukhov, Table Nu vs. Pr x Re [26].
The conductive heat transfer is considered based on Equation (4).

3.1.5. Cylinder Balance Equations

The cylinder balance equations considered in the employed ICESM (Figure 2b,c) which cover
compressible fluid flow and heat transfer phenomena, which are additionally coupled with the mass
transfer phenomena and chemical kinetics mechanisms during the fuel injection, the evaporation and
the combustion phases, are presented in [17,26,27] in details. Since some of the CBPs, which are the
subject of the employed ICESM calibration, are related to the cylinder combustion and heat transfer
process, the corresponding equations will be presented here.

The framework of balance equations is laid out in a general way, enabling consideration of an
arbitrary number of species:

W = [wl...wN]T, (6)

where w; represents the mass fraction of species i. In the present analysis the species vector,
W, represents the burned fuel (FB), combustion products (CP) and fuel vapor (FV). The species
concentration of air is derived by:

Weir = 1 —wep — Wry, @)

where wrp gives the concentration of the fuel that was burned, i.e., converted from FV to FB, whereas
wcp gives the concentration of the corresponding combustion products, i.e., burned fuel plus air that
was used for the combustion.

A revised ideal gas equation [28]:

ZR
V =m—T = mRT, 8
pv =m ®)
adequately captures deviations of the real gas from the ideal one in the range of temperatures and
pressures characteristic for the in-cylinder processes of an ICE; V is the volume, m is the mass, Z is
the compressibility factor, ¢ is the universal gas constant, M the molecular weight and R a specific
gas constant.

for the case of the available measured cylinder
pressure trace p (0), expressed by Equation (9) [17]:

= -+ (1 ﬁ?)v%%u—%%‘)dm
+m(awk 3%;35{) wk+m +Z—ga—§f dp ' )
where are -
A=1+5, (10)
c=1- LR (11)
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and the crank angle-dependent heat flux between the gas and the solid wall can be, analogically to
Equations (1) and (3), determined with

dOnT
do

= Ayoty () (T (0) — Tyy) - HTMp, (12)

where H is the enthalpy and u the specific internal energy. In deriving governing equations, the
dependency of the internal energy (1) and species-specific gas constant (R) on temperature (T),
pressure (p), and species concentrations (wrp, Wcp, Wry, W,;,) are considered. Therefore, the gas
property database is prepared for an arbitrary fuel or fuel blend in [4], taking into account chemical
equilibrium considerations used in every time step during the solution of the balance equations in the
cylinder and in the air path.

There are different heat transfer models available in [4] for the evaluation of the heat transfer
coefficient ay, (0) in the engine combustion chamber (Equation (12), Figure 2c and Table 1) proposed
by Woschni, Hohenberg, AVL 2000, etc. [26,27], where heat transfer with convection and radiation is
considered. The Zapf heat transfer model is used for heat transfer coefficient calculation in ports [26,27].

3.1.6. Storage Element with Constant Volume

The plenum element employed in the ICESM and presented in Figure 1 is a typical storage
element with constant volume. Governing equations applied for a storage element in [4] are presented
in detail in [29] (pp. 2896-2897). The appropriate equations are similar to those of the cylinder balance
equations with the exception of the unchanged—constant volume, where no combustion is taking place
within the plenum; the equations are resolved in the time domain based on the filling and emptying
approach [23,26]. The convective heat transfer is evaluated according to Equation (1). Besides the
constant input option, there are different heat transfer models available for heat transfer coefficient
evaluation (refer to Section 3.1.4).

3.1.7. System Boundary

The system boundary is commonly used for defining the boundary conditions [4] of the total
pressure and temperature at the inlet orifice and the total pressure at the outlet orifice of the ICESM
(measurement position 1 in Figure 1).

3.1.8. Gas Flow Transfer Element

A transfer element is generally used [4] between two storage elements with volume or between
two storage elements, one with volume and the other without volume, e.g., a system boundary.
The equation for the compressible flow through the orifice is commonly used to model the transition
from the total state in a storage element to the flow field in the transfer element [26,27,29]:

) [ 2
m = CdAgeomPup mﬂ)/ (13)

where C; denotes the flow coefficient, Ageom the geometric flow area, py, the upstream total pressure,
T.p the upstream total temperature, R, the ideal gas constant and 1 the pressure function for subsonic
or sonic flow conditions which amounts to Equations (17) and (18) in [29] (p. 2898).

The critical pressure ratio equals [27]:

Pdown

11 2 o 14
Pup k_(K"‘l) ' 14

Similarly, the velocity in the orifice is evaluated according Equations (19)—(21) in [29]
(pp. 2898-2899) for subsonic and for sonic flow. Enthalpy and mass-flows of the species flows taken
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from the upstream storage element are calculated by multiplying the corresponding upstream values
with the mass flow given by Equation (13). Restriction, throttle or different valves, i.e., EGR, and waste
gate are commonly modeled by using the transfer element from [4].

3.1.9. Gas Flow Transfer Element with Finite Length (TEL)

An air cleaner, intercooler and EGR cooler in the applied ICESM (Figure 1) are modeled with
TEL which has the characteristic of a 1D flow element. Governing equations for the TEL consist of the
coupled orifice Equation (13) and the 1D steady-state equations for the pipe-flow. The latter approach
is suitable for modeling the quasi-steady flow through heat exchangers and exhaust after-treatment
devices [29]. In this case, the equations for the flow through the orifice are coupled with the mass,
momentum and energy equations on the left-hand and right-hand sides of the observed pipe-like
section, as shown in Figure 3. The mass, momentum and energy equations of a pipe-like section with
the constant cross-section (A} = Ar = A) are given by Equations (25)—(27) in [29] (p. 2900), where
L (left) and R (right) represent the up- and down-stream side of the pipe-like element, respectively.
This approach also enables modeling of the pressure recovery from the orifice to the left-hand side of
the pipe. From Equation (27) [29] (p. 2900) the temperature in the orifice can be calculated:

2

Uor
Tor Tup 5. Cp,or/ (15)
where u,, is given by Equation (19) in [29] (p. 2898).
Onr
Aor, Tor, Por, Dor, Uor
Tup, Pup ,-l Pdown
i ®
,.' transfer element
up-stream i A down-streamy
element o é element
attached . 7 attached
to the TALTLpL Duue 0 AR TR pr Drour ~ to the
transfer transfer
element - 1 element

Figure 3. Scheme of the gas flow transfer element with the finite length consisting of the orifice followed
by the element with length L [29].

Assuming the pipe wall temperature Ty, is known and constant along the pipe length, temperature
Tg can be derived as [30]:

—Ayr - -HTM
Tr = Tw + (T — Tw) - exp ( HT rijccw p), (16)
p,L
where T is the gas temperature at the pipe upstream defined according to [29] (p. 2903):
2 2
-1+ \/1+2' Hz' T%w ’ ?Pﬁ : (Tor“l‘ 21:;,)
I = T . (17)
W, oo
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where Ayt = nDL represents the heat transfer surface area and D the TEL pipe diameter. Considering
T1 is known, the heat exchange efficiency is defined by:

_ I —Tg
MHE = 7T - (18)
From Equations (16) and (18) HT Mp can be derived:
mc L
HTMp = ———F=— . In (1 —nyg). 19
p AHT g ( nHE) ( )

By introducing the friction multiplier FrMp in [4], the pressure drop along the pipe [31] is defined:

2
prop L FrMp, (20)

Ap = prr-FrMp = ( 2 Dy

where ( is the pipe friction coefficient defined according to [26,27]:

Re < 2300 ¢ =L
Re > 5600 C=frrr=f , (21)
2300 < Re < 5600 ¢= frrs (1 538 ) + frer (366350 )
and the Reynolds number:
urD
e= # (22)

where Dy, is the hydraulic diameter of the TEL pipe, frg 1 and frg 1 denote the pipe laminar and
turbulent friction coefficient and v the gas kinematic viscosity, respectively. The friction multiplier
FrMp in Equation (20) is, similarly to the employed heat transfer multiplier in Equation (3), introduced
with the aim of simpler pressure drop calibration in the TEL. However, due to the simplified geometry
of the TEL compared to the real design and lower dimensionality of the employed governing equations
it might occur that the FrMp in the ICESM is a few times larger than the default value 1.

3.1.10. Turbocharger

Equations employed for turbocharger evaluation in [4] are based on [23,26,27]. The turbine energy
balance including wall heat losses is defined [26]:

Hos — Hos = Wr + Q1 TWuHT Mp, (23)

where the turbine power is:

Kxe—1
WT = mecp,e (Toz — Toa) = Tueff,Mp'meCp,eﬂTTTT% [1 - <Zg;l) ‘| . (24)

where Hpz in Equation (23) denotes the total enthalpy at the turbine inlet, Hys the total enthalpy
at the turbine outlet, Qw,Tu the heat flux between the gas and the turbine housing (Equation (1))
and TuHTMp the turbine housing heat transfer multiplier. Further, . in Equation (24) represents
mass-flow through the turbine whereas ¢, denotes the specific heat at constant pressure at the turbine
inlet, Toz and Toq the total temperature at the turbine inlet and outlet, respectively, Tu,f r1, the turbine
efficiency correction factor, nyrr the turbine isentropic efficiency considering the turbine total to total
expansion ratio, po3 and pp4 the total pressure at the turbine inlet and outlet, respectively, and «, the
isentropic coefficient at the turbine inlet.
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The compressor and the turbine maps with measured values from a steady-state test rig for the
appropriate turbocharger are used in the applied ICESM. Pulsating flow of the working medium
through the turbocharger turbine and the compressor is typical and is considered in the ICESM;
it affects the turbine and partly the compressor operation and results in a different cycle-averaged
efficiency at a given mass-flow rate and pressure ratio in comparison with the data from the available
maps supplied by the turbocharger manufacturers [32]. Therefore, suitable turbine and compressor
efficiency as well as mass-flow correction factors are determined from [4] with the goal to enhance the
tuning of the ICESM results with the measurement data. In the presented work, the turbine efficiency
correction factor (Tuef pmp) and the turbine housing HTMp (Tu HT Mp) were applied for the calibration
of the ICESM (Table 1).

3.2. Response Surface Methodology

An offline optimization (the ICESM and the optimization algorithm are not interacting in
a closed loop) approach was employed in the framework of the applied optimization techniques
for calibration of the reduced number of the most significant parameters (CBPs) of the entire ICESM.
The term optimization represents a procedure of searching for CBPs with an optimization algorithm.
Therefore, the ICESM simulation results (responses) involved in the simulation model calibration were
approximated by the response surface methodology (RSM). Response surface models were used with
an optimization algorithm in order to find the minimum of the merit function for the given constraints.
An approximation function for any ICESM output, considering the second-degree polynomial model,
can be generally written in the form [33,34]:

Y(x, B) = Bo+ B1x1 + ..+ BpXy + Broxixy + -+ BijXixj + B11x5 + - - - + PriXi (25)
= Bo + Li_q Bii + L] Lo Bijix + Lig Bisx?,

where k denotes number of CBPs represented by the variables vector x = (x1, x2, ..., x;) (Table 1).
B = Bo, B1, ---,B k]T is the vector of the unknown constant coefficients of the polynomial function
Y(x, B). N

In order to derive the coefficients of vector {3, a series of n simulations should be carried out
using the ICESM. The response fy; (x;) of the target output is observed for each of the specified
settings of the variables vector x,, = (x1, x2, ..., X¢),,, where is m = 1...n. The total number of
required simulations n constitutes the so-called response surface design which can be represented
with the n x k design matrix. There are different design of experiment (DoE) methods available for
planning an appropriate response surface design [33-37], e.g., Full Factorial Design (FFD), Central
Composite Design (CCD), Face-Centered Composite Design (FCCD), Latin Hypercube, Sobol Sequence,
D-optimal, etc. In the presented work, the Sobol Sequence DoE method was used. Coefficients of
vector B are determined with the least squares method between the simulation responses vector
F=[fi(x1), fo(x2),.-., fu (xx)]" and the regression function vector Y = [71, 72, ..., )" [33,34].
The final form of the equation is:

~ -1
B = (MT~M) MTF, (26)
where
[ 1 x ] (1 xpn o xm xnxa oo X(k—1)1%k1  X11X11 0 Xk1Xk1 1

M = 1 xy =11 xyu - Xem XimXom - Xk=1)ymXkm  XimX1m - XkmXkm (27)

1 x4 1 x1p - Xpn XmXon - X(k=1)nXkn  XinX1n - XknXkn
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represents the design matrix data employed for the creation of the regression model extended with the
1 x n first column vector [1, 1,..., 1]T. Variables X1, ... , X, in matrix M represent design variables
of the vector x;, of the simulation m = 1...n with the applied ICESM.

Besides the linear regression models (polynomial models of different degree) applied in [22],
there are also other types of models available, i.e., the Gaussian Process Model, Radial Basis Function,
Hybrid Radial Basis Function, Neural Network, etc. [38]. In the presented work, a regression model
based on the Radial Basis Function with a multi-quadratic kernel was used. Therefore, Equation (25)
should be treated only as a demonstration example showing a general procedure of the surface
response function derivation. The fitting quality of the response models is featured by the statistic
factors R? and R2, i [33-35] whose target value is 1 (100% good fitting).

Finally, when a response surface function Y is determined, searching for the minimum of the
merit function by optimization can be performed, taking into account the following condition:

VY (x10, %20, %ko) = VY (55,) = 0, (28)

where x, denotes the vector of the optimum values of the CBPs. A gradient-based multi-start
optimization technique based on the Sequential Quadratic Programming algorithm [38] in [22] was
used for the performed optimizations.

3.3. Definition of the Optimization Problem

A single objective problem was handled in the presented work and it can be expressed in a general
form as [39]:
min (xy, B), (29)

subject to

T (o, E) =0,
b\'(xv/ B) Z O/
Xy = (X190, X20, - - -,xkv)eer

Iy < xpp < uy,

(30)

where T(xv, B) denotes the merit function, T(x,, E) the equality constraints, G(xy, B) the inequality
constraints, k the dimensions of the design space R and [}, u;, the lower and upper bound of the certain
variable x, (calibration parameter in Table 1), respectively.

The merit function was determined based on RSM (Section 3.2), applying (from DoE data
evaluated) squared normalized differences between simulation and measurement results:

T (Xm> = Z}ilAej,m/ (31)

where

(32)

2
Aei — f(xmfN/L)]',sim 7Z(N’ L)j,exp
jim = z(N,L) ’

jrexp
where f (xp, N, L)j,sim
z(N,L) jexp the measurement data of the same quantity in a specified measured location in Figure 1
while N and L denote the engine speed and load (e.g., BMEP), respectively. Measurement data listed
in Table 2 were used for evaluation of the merit function where the first column denotes the value of
the subscript j in Equations (31)—(34). Absolute differences between the results of simulations and
measurements were used for the creation of the response functions of some inequality constraints

evaluated as:
_ ‘ (f (Xm, N, L)],szm —Z (N, L)]',exp>

in Equation (32) denotes the simulation result of the observed quantity j,

-100. (33)

Ao
‘ &jm Z(N/L)]',exp
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Table 2. Measurement data used for the merit function evaluation by calibration of the ICESM in

Figure 1.
No.j Measurement location Quantity Description

1 3 P11 compressor inlet pressure
2 4 Ty intercooler inlet temperature
3 5 PiMm intake manifold pressure
4 5 Tim intake manifold temperature
5 7 P31 exhaust manifold pressure
6 7 T3 exhaust manifold temperature
7 8 a1 turbine outlet pressure
8 8 Ty turbine outlet temperature
9 2 Mgy air mass-flow rate
10 10 BMEP break mean effective pressure
11 6 Pe,max peak firing pressure

Response functions of equality constraints were evaluated directly from the corresponding
DoE data.

In the framework of the sensitivity analysis performed to identify important influencing CBPs
on the ICESM simulation results matching with measurement data, relative differences between the
simulation results and measurements listed in Table 2 were used for the response model’s creation,

evaluated as: £ ) ( )
Xm,N,L): i, —2(N,L); .
Agim = J: J2ZP 1 .100. (34)
g]rm < zZ (N, L)j,exp

Global CBPs labeled with the superscript 5 in Table 1 were evaluated by averaging the local values
of each calibrated operating point, applying the following equation:

kv 1 nops

Xk = Ezr Xk,r (35)
where npps denotes the number of operating points and x; , the value of the calibration parameter at
a certain operating point r.

The ICESM can interact with the optimization algorithm in a closed loop or indirectly by applying
the RSM [40]. The decision to apply the latter in the presented work was linked to a faster optimization
process and a smaller number of the required DoE simulations [40]. The preliminary assessment is
that the procedure with an optimization method based on the RSM is at least two to three times faster.

4. Calibration Method

The basic calibration workflow, criteria of CBP selection and approaches to evaluate CBPs in the
framework of the proposed HCM are presented in Figure 4. The workflow consists of: the division of
the ICESM into feasible sub-systems, the selection of the influencing CBPs, the calibration procedures
of the sub-systems, and finally the calibration of the entire ICESM in several loops. In Figure 4, STEP 1
represents the calibration of the ICESM sub-systems with physics-based approaches or optimization
methods whereas STEP 2 is the calibration of the entire ICESM applying optimization methods.

The proposed innovative workflow was developed with the objective to comply with or to
solve the following challenges of the ICESM calibration: coping with a large number of CBPs
and consequently long computational time, issues encountered due to a potential weak linear
independence between CBPs, and inherent potential multiple solutions as well as lower accuracy of
the simulation results.

Division of the ICESM into sub-systems enables: (1) evaluation of some CBPs by a physics-based
approach, which (2) reduces the number of degrees of freedom of the calibration procedure of the
entire ICESM, and (3) increases the stability and accuracy of the calibration method. Physics-based
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approaches enable much faster evaluation of the target CBPs (no need for DoE execution, response
function creation and searching parameters with an optimization algorithm) and an accurate evaluation
of CBPs. Potential measurement errors outside of the expected error tolerances might also be detected.

4 HYBRID CALIBRATION METHOD (HCM) )
Calibration workflow Criteria
Divide simulation model Available measurements,
(SM) in appropriate Characteristics of ICE

subsystems processes

Select calibration

parameters Sensitivity analysis

Perform calibration of
subsystems: STEP 1

Physics-based approach

Carry-out calibration of
entire ICESM in several
loops: STEP 2

N :' " Y,

Parametres
evaluation

Figure 4. Proposed calibration workflow of the ICESM presented in Figures 1 and 2.

A lower number of CBPs (degrees of freedom) which are consequently subjected to the calibration
of the entire ICESM using the optimization methods yields the following advantages: enables better
controlled convergence of the merit function to a global minimum; reduces the potential possibility for
encountering issues due to the weak linear independence between CBPs; and requires a smaller design
matrix and consequently less time is needed for the DoE simulations, response model (functions)
generation, and finally for the parameter search with an optimization algorithm (Sections 3.2 and 3.3).
Additionally, better-fitting quality of the response models characterized by the factors R? and R2, j
might also be achieved [22,34,35]. The latter influences the accuracy of determined CBPs and
consequently the simulation results. Carrying out the calibration of the entire ICESM in several
loops offers an additional option to keep lower numbers of CBPs in one optimization round. A lower
number of CBPs does not completely exclude the possibility for weak linear independence between
CBPs which might result in multiple solutions. However, a lower number of CBPs enables easier
and faster handling of this issue by narrowing intervals of inequality constraints and therefore the
repetition of the optimization process as elaborated in Section 4.5.4. In summary, HCM enables faster
and more accurate calibration of the ICESM with an arbitrary number of CBPs in comparison with
procedures based on the optimization methods only (e.g., Reference [20]).

4.1. Division of the ICESM into Sub-Systems

Division into sub-systems is based on characteristics of the ICE processes in the observed
sub-systems (e.g., pressure drop, heat transfer, high pressure phase within cylinder, etc.) and the
available measurement data, which provide well-defined (from the system division and measurement
validation point of view) boundaries of the sub-systems (Figure 2). This is the first step to reduce the
number of CBPs that are calibrated by the optimization methods.

As the number of the CBPs that remain for calibration by the optimization methods might still
be too large, an additional division of the entire ICESM can be performed based on the division of
the entire ICESM into domains, e.g., the engine domain (typically the main object of interest), cooling
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and lubrication as well as the underhood (ambient) domain. These domains always interact at the
solid wall that features much longer characteristic times compared to the integration time steps of the
model, thus providing an appropriate boundary for the domain decoupling. In addition, the engine
calibration is initially performed for steady-state operation and thus it is possible to set plausible
temperature values for the lumped solid walls. Therefore, it is possible to reduce the number of CBPs
that are calibrated in the first calibration loop as shown in Figure 2b, which improves stability as
well as robustness of the optimization method. The remaining CBPs of the non-engine domains can
therefore be calibrated in the second calibration loop, helping to achieve the objectives of the HCM.

It can also be mentioned that for steady-state simulation, CBPs of the engine domain only
(calibrated in the first calibration loop) are usually sufficient, whereas to obtain accurate transient
results CBPs of other domains are needed as they influence the time-dependent boundary conditions
of the engine domain as shown in Figure 2b.

4.2. Selection of the Calibration Parameters

Objectives of the selection procedure of CBPs are to identify parameters which significantly
influence a variety of target simulation results depending on the change of a certain CBP,
and additionally to define the lower and upper bound of each CBP. Therefore, it is proposed to
perform the sensitivity analysis of all potential CBPs which cannot be determined by physics-based
approaches to provide the basis for later selection of the influencing CBPs. Sensitivity analysis is thus
generally performed for CBPs that are included in the governing equations of the applied ICESM
(Section 3) and that influence observed simulation quantities, e.g., the typical set of measurement data
presented in Figure 1.

Different approaches are proposed for sensitivity analysis [41]. For the applied ICESM, the final
set of CBPs shown in Figure 2 and listed in Table 1 was determined based on the sensitivity analysis
using response models (Section 3.2) according to [22]. Bounds of the CBPs were defined based on the
previous experiences with ICE simulations in [4]. Responses models were generated from DoE data
representing relative differences between the simulation results of the initial ICESM which was the
subject of the later calibration and measurements (Equation (34)) for the quantities listed in Table 2
(e.g., APH, ATer ey APC/MAX)'

Sensitivity analysis was performed at minimum and maximum engine speed (e.g., 1000 rpm
and 3800 rpm) at engine full-load and steady-state operation. Ranking and selection of the most
influential parameters was finally carried out; it depended on the magnitude of the rate of change
of a certain quantity (A/pz, A/IZ, A/pm, m, A/p;, @, A/pz, A/]Z, nz;,, AB/AEP and A@X)
for the given interval of the single calibration parameter as shown in Figure 5. For illustration
purposes, Figure 5 also includes CBPs which were evaluated by physics-based approaches (except the
combustion characteristics in the cylinder described in Section 4.4.2), whereas (as stated above) they
are not included in the proposed workflow. It should be noted that Figure 5 demonstrates only 1 of 11
analyzed quantities during the sensitivity analysis.

If a certain CBP showed an evidently higher influence on the single analyzed quantity, only it
was selected (criteria for selection of CBPs was the magnitude of the rate of change >3% on the entire
interval of the particular CBD, e.g., from the comparison x17 in Figure 5q vs. x13 in Figure 5m only x17
would be selected). The latter turned out to be the case (especially for CBPs in the air path) influencing
the heat transfer, the pressure drop and the pressure in the sub-systems SS 1, ..., SS 5 (Figure 2a).
Therefore, this confirms the plausibility of the evaluation of certain CBPs by a physics-based approach
as explained in Section 4.4. The influence of certain calibration parameters generally changes with
the engine speed. CBPs feature a similar magnitude of the rate of change of the particular observed
simulation quantity and indicate very similar trends at different operating points can be characterized
as global CBPs (e.g., CBPs of the sets 4 and 5 in Figure 5).
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Figure 5. Slices of the ABMEP surface response model (Equation (34)) at 3800 rpm, full-load operating
point depending on CBPs (x1-x17) listed in Table 1 at given lower and upper bounds. Ascending
numbers in colored circles represent the grade of influence of the certain CBP (smaller number, bigger
influence): (a) Air cleaner FrMp; (b) Intercooler FrMp; (c) Intercooler HTMp; (d) Gas-intake port
wall HTMp; (e) Gas-exhaust port wall HTMp; (f) Gas-piston/head wall HTMp; (g) Gas-cylinder
liner wall HTMp; (h) Start of combustion offset; (i) Intake port wall-coolant HTMp; (j) Exhaust
port wall-coolant HTMp; (k) Piston wall-coolant HTMp; (1) Head wall-coolant HTMp; (m) Cylinder
liner wall-coolant HTMp; (n) Liner block wall-coolant HTMp; (o) Turbine efficiency correction factor;
(p) Exhaust gas-turbine wall-ambient HTMp; (q) Catalyst flow coefficient (Cy).

4.3. Classification of Calibration Parameters

After the division of the ICESM into sub-systems and a sensitivity analysis, classification of CBPs
in the following groups can be performed:

1. CBPs determined by the physics-based approaches (Figure 4).
2. CBPs determined by the optimization methods (Figure 4), which can be further divided into:

2a.  CBPs characterized by the dominant influences of a single CBP on only one observed
simulation quantity excluding those of item 1.

2b.  CBPs related to the engine domain excluding those of item 1 and 2a.

2c.  CBPsrelated to a non-engine domain excluding those of item 1, 2a and 2b.

It should be noted that the above classification clearly divides parameters into different groups,
whereas in the calibration with the optimization methods it is also possible to optimize the various
parameters of items 1 and 2 jointly in a single optimization loop as indicated below.
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4.4. Physics-Based Calibration of the Sub-Systems

Physics-based approaches represent the first part of STEP 1 in the workflow of the HCM presented
in Figure 4. They rely on the same governing equations presented in Section 3.1 as used in the ICESM.
The most efficient approach is to use inverted equations of the same code used for the ICESM simulation
to evaluate the CBPs of the sub-systems with lower complexity and thus a smaller number of CBPs,
e.g., single components such as air cleaner (5SS 1), intercooler (SS 2), catalyst (SS 3), EGR cooler (SS 4)
and engine block (SS 6), marked in Figure 2a.

4.4.1. Air Cleaner, Intercooler, Catalyst and Exhaust Gas Recirculation Cooler (SS 1-4)

A transfer element with a finite length (Section 3.1.9) was employed for the air cleaner, intercooler
and EGR cooler modeling and a transfer element (Section 3.1.8) was employed for the catalyst.
Therefore, governing Equations (13)—(22) were employed for deriving appropriate CBPs, respectively.
FrMp was identified as a CBP of the air cleaner, intercooler and EGR cooler for the pressure drop
calibration according to Equation (20), whereas the orifice flow coefficient (C;) was identified for
the catalyst according to Equation (13). In addition, HTMp was selected as a CBP for tuning of the
temperature difference across the intercooler and EGR cooler according to Equation (19). A flowchart
of the evaluation procedure of the CBPs is presented in Figure 6, covering the required input data
(step s1) and workflow of the CBPs’ evaluation (step s2). Further, pyy = pi, and paown = pour were
considered to calculate the pressure function 1 according to Equation (17) in [29] (p. 2998), respectively.

1) Evaluate pressure function 1) using eq. (13)

2) Numerical evaluation of orifice pressure p,, = Pgow, using eq. (17) in

Required input data: [29](p. 2898) by bisection method between p,,,, = p;, and critical paown

1) Measurements: iy, pin, Tin, AFRin, according to eq. (14)

Pout: Tw Y, Tour * | 3) Evaluate gas velocity in orifice using eq. (19) in [29](p. 2898)

2) Component input data 4) Evaluate state at pipe upstream (left side) according to steps described in

3) Gas properties @ Section 3.1.9 and Section 2.4. in [29](p. 2903)
5) Evaluate FrMp using eq. (20)-(22) @
6) Evaluate HTMp ! using eq. (19)

1) Check component input and
experimental data

2) Check plausibility of employed
equations @

1) Ap = Pin ~ Pou
2) AT'=Ty—Tou

©

Figure 6. Flowchart of CBPs’ evaluation of the SS 1, SS 2 and SS 4 shown in Figure 2a; m;, denotes
sub-system inlet mass-flow, p;, inlet pressure, Tj, inlet temperature, AFR;, inlet air-to-fuel
ratio, pout outlet pressure, Ty cooling media temperature (e.g., air or water) and T, outlet
temperature; ! Input/output data needed/evaluated only in the case of considered heat transfer
in the corresponding sub-system.

4.4.2. Combustion Model (SS 6)

Sub-system SS 6 represents a high pressure phase of the in-cylinder process between the intake
valve closure (IVC) and the exhaust valve opening (EVO). The objective of introducing SS 6 is to
evaluate the rate of heat release (ROHR) in the engine cylinder (Table 1) with the physics-based
approach, applying Equation (9) together with other the cylinder balance equations outlined in
Section 3.1.5. Again, inverted equations of the same code are efficiently applied to evaluate ROHR,
as was the case in the present study where the specialized software tool [17] was applied. Evaluated
ROHRs were later used in a map of tables [26] as functions of the engine speed and load (injected fuel
mass) in the applied ICESM. A high pressure phase can be employed also to determine CBPs other
than ROHR traces, for example parameters of the Vibe combustion model, e.g., [17].

Required input data for the piston, head, and cylinder liner wall temperature that ensure
a sufficient accuracy of the evaluated ROHR are known to experienced users or they can be taken
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from the measurements of a similar engine type and displacement. However, the applied solid wall
temperatures for ROHR evaluation might differ from the ones that finally took place in the employed
ICESM. Therefore, the evaluated ROHR might include a small error resulting from the wall heat
losses calculation (Equations (9) and (12)) which could consequently influence the BMEP. According
to the author’s experience, this error is relatively small when an error interval of the employed wall
temperatures is within 80 °C. Alternatively, it is also possible to perform a refinement calculation of the
ROHR after the required input temperatures are calibrated by the HCM, afterwards repeating STEP 2
for the entire ICESM calibration (Figure 4).

4.5. Evaluation of the Calibration Parameters with Optimization Methods

Application of the optimization methods is applied to sub-systems in which CBPs cannot
be determined analytically and for the entire ICESM calibration (items 2a—c in Section 4.3).
Two approaches are proposed in the framework of application for optimization techniques:

1.  Direct search of CBPs in a closed loop with the simulation model and searching algorithm based
on simple control logic (e.g., bisection method or application of the PID controller elements [26]).
2.  RSM-based optimization methods presented in Sections 3.2 and 3.3.

Selection of the suitable optimization procedure is determined by two criteria: (1) whether the
CBP dominantly influences only a single or several observed simulation quantities as discussed in
Section 4.2. and (2) the number of CBPs.

Generally RSM-based optimization methods can be applied for any type of CBP determination in
a single loop or more loops, i.e., the CBPs listed in items 2a—c of Section 4.3. However, it is beneficial to
apply a direct search procedure for CBPs that are characterized by the dominant influences of a single
CBP on only one observed simulation quantity (item 2a in Section 4.3). This is done to determine
the values of these CBPs or to obtain good starting values for their further optimization by the RSM,
which improves robustness and reduces computational times of the RSM-based optimization. A direct
search procedure is thus part of STEP 1 of the HCM as demonstrated in Section 4.5.1. It should also
be noted that the number of CBPs for the direct search procedure should not be too large to ensure
the convergence stability of the applied simulation model. This condition is generally fulfilled as
indicated in Section 4.5.1, whereas if there are too many CBPs that could be calibrated by the direct
search procedure then the RSM-based optimization approach is proposed. It should be emphasized
that the direct search method is also much faster than RSM-based optimization because it does not
require carrying out DoE simulations.

4.5.1. Calibration of the Turbocharger (SS 5)

The turbocharger sub-system (Figure 7) represents the illustrative example for the application of
the direct search optimization approach for CBP evaluation subjected to STEP 1 of the HCM (Figure 4).
The applied searching algorithm is based on a simple control logic realized by PID controller elements
in a closed loop within the simulation model of the sub-system. Two target CBPs, the turbine HT Mp
(Equation (3)) and the turbine efficiency correction factor (Section 3.1.10), which are the dominant
influences on individual observed simulation quantities, the turbine outlet temperature Ty; and
exhaust manifold pressure p3;, respectively, are determined. Besides the intuitive reasoning based on
the analyses of the governing equations (Equations (23) and (24)), this fact is also confirmed by the
sensitivity analysis (Section 4.2). In addition to the turbine HT Mp and the turbine efficiency correction
factor, the PID controller is also considered in the SS 5 simulation model for steering the turbine vane
positions depending on the target compressor outlet pressure (Section 2).

The SS 5 simulation model in Figure 7 is inherently based on the mean value air path [23,26] due to
the employed cycle-averaged measurement data for the boundary conditions. However, in the entire
ICESM a highly pulsating flow is taking place [23,26] which can finally result in slightly different CBPs
due to different flow conditions through the turbocharger [23,26]. Therefore, CBPs evaluated during
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the SS 5 calibration provide good starting values for the entire ICESM calibration (Section 4.5.4) and
additionally ensure better stability of the calibration of the entire ICESM. This represents an example
of how CBPs from item 2a in Section 4.3 can first be calibrated by the direct search procedure and can
later be included in the RSM-based optimization.

0 p21l Imair I |P21.T21|

Co 1: Compressor ! Intake airfmassflow

ulE — B’l .

AC 1: Air Cleaner PIS-AC1to Col PI3:Co1ltoHel SB3:P3

haass, - Sh 1: TC 1/2 shaft
P 3 J
.
H
L = 4

SRT 1: Mechanical losses Amb S: T EC
I TC housing
Sh 3: TC 2/2 shaft
R 1: Catalyst (DOC) Exhaust massflow

= = B, = &

Pl4 R T T
ultoR1 u l:Turbine pl2: Efh manifold s8 af P12

a p31| Imexhaust | |p3er3l'AFR|

Figure 7. Layout of the simulation model of the turbocharger sub-system (SS 5) of the ICESM in
Figure 2a and corresponding measurement data applied for the evaluation of the turbine HT Mp and
turbine efficiency correction factor in Table 1.

Similarly to the SS 5 simulation model presented here, other topologies relating to the engine
turbocharging, i.e., single-stage electrically assisted or two-stage ones, can be pre-calibrated in a similar
way by using the direct search optimization approach as the number of CBPs is sufficiently small to
allow for convergence stability of the applied simulation model for these topologies. This is determined
by the fact that in the case of the direct search optimization approach, the authors experienced stable
ICSEM behavior with up to six employed CBPs.

4.5.2. Calibration of the Entire ICESM

In this section, the term entire ICESM will be used as the entire engine model is always subjected
to the RSM-based optimization methods. However, this does not necessarily mean that all remaining
CBPs (this term will be used for the CBPs that are not subjected to STEP 1) are optimized simultaneously.
If the number of the remaining CBPs for optimization is sufficiently small, optimization can be
performed in a single loop comprising all remaining CBPs and, if required, selected CBPs that were
subjected to optimization in STEP 1 can also be added to this optimization. As this is generally not the
case for modern complex engine topologies due to the large number of CBPs, a multi-loop approach is
applied in the HCM. This latter approach will be analyzed here to present the proposed optimization
framework in a most general manner as simplification of the method in the case of a small number of
CBPs is relatively straightforward. If the number of CBPs for the simultaneous optimization of all CBPs
in a single loop is too large, the optimization is performed in multiple calibration loops, where the
number of calibration loops is determined by the following criteria:

1.  Number of the remaining CBPs.

2. Type of the remaining CBPs.

3. Strength of influence of the CBPs of different calibration loops or calibration STEPs on the
merit function.
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The number of selected remaining CBPs for one calibration loop depends on the proposed
maximum number of the CBPs which still allow for an efficient utilization of the optimization methods.
Simultaneous application of all CBPs should be theoretically possible in one loop. However, according
to the authors’ experiences (similar findings were also presented in [18]) based on the required
computing time and coping with the weak linear independence between CBPs for the analyzed ICESM,
efficient utilization of the optimization methods based on RSM is possible up to eight or 10 CBPs.

Considering this limitation on the maximum number of CBPs, calibration loops are formed based
on classification of CBPs (Section 4.3). Generally, CBPs of the engine domain (item 2b in Section 4.3)
are subjected to the first calibration loop and those of the non-engine domain (item 2c in Section 4.3)
are subjected to the second calibration loop.

As all CBPs are not calibrated in a single calibration loop if the number of CBPs is large and,
as fitting quality of the response models is in general better if a smaller number of CBPs is applied for
response model generation, a third calibration loop is introduced if the number of CBPs is larger and if
remaining CBPs are not calibrated in a single calibration loop. This third calibration loop is introduced
with the objective to more accurately determine the reduced number of CBPs with the most significant
influence on the merit function (Equation (31)). This is reasoned by the fact that the model that enters
calibration loop 3 already features well-defined values of CBPs and by the fact that the accuracy of
determined CBPs is dependent on the fitting quality of the response models of the merit function
and constraints featured by the factors R? and R?, j (Section 3.2), which in general improves with the
reduced number of CBPs. Therefore, CBPs with a prevailing influence on the magnitude of the merit
function (Equations (31) and (32)) are selected for calibration in the third calibration loop.

4.5.3. Response Surface Methodology-Based Calibration Approach

The calibration workflow applying RSM-based optimization (Sections 3.2 and 3.3) was carried out
according to the flowchart presented in Figures A1l and A2 (Appendix A). The flowchart corresponds
to one calibration loop and consists of the steps labeled s1-s16. Step s1 comprised the selection of
CBPs represented with the variables vector x,; and the specification of the bounds denoted by the
Dy, for each of the CBPs (Table 1). During step s2 the target differences (b;) between the results of
simulation and the measurement for the quantities listed in Table 2 were defined with the initial value
of 3%. Step s3 comprises the creation of a design matrix for the selected CBPs from step s1 applying the
Sobol Sequence DoE method as presented in Section 3.2. Simulations with the employed design matrix
data in the applied ICESM (Figure 1) were performed in the simulation environment AVL CRUISE
MT™ [4] (step s4). Step s5 requires data evaluation for the generation of the response models of the:
(1) merit function; (2) constraints; and (3) absolute and (4) relative differences between the results
of simulations and measurements (Equations (31)—(34) in Section 3.3). Data were evaluated based
on the results obtained in step s4. Data needed for inequality constraints 1-9 listed in Table 3 were
calculated based on Equation (33). In step s6 the response models of the merit function, the equality
and the inequity constraints (Section 3.3) listed in Table 3, were generated by applying the Radial Basis
Function as presented in Section 3.2.

Steps s7-s9 comprised the execution of RSM-based optimizations using a gradient-based
Sequential Quadratic Programming algorithm as presented in Section 3.2. The objective of the
optimization process was aimed at finding a minimum of the merit function (dependent on the
applied CBPs represented by the variables vector x;,) for the employed equality and inequality
constraints listed in Table 3. Values of b; defined in step s2 were initially employed for the target
values of inequality constraints 1-9 in Table 3. If it appeared that no solution was found with the
initial values of the applied inequality constraints, their values were gradually increased until a single
solution was found. However, an opposite trend can also appear when the optimization process
converges to multiple solutions. In the latter case, convergence to the single solution was achieved
by gradually decreasing the values of the inequality constraints 1-9 in Table 3. Occurrence of both
possible circumstances depends on the actual absolute differences between the results of the performed
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DoE simulations (step s4) and measurements (Equation (33)) used for the response model generation
of the inequality constraints 1-9 in Table 3 (step s6). Therefore, it is proposed to take the median value
of a range of the actual absolute differences of the particular inequality constraint (e.g., 1-9 in Table 3)
for the initial target value of the same particular inequality constraint. A smaller median value of
the actual absolute differences generally demands a smaller target value of the particular inequality
constraint and vice versa.

Table 3. Constraints used by the entire ICESM calibration applying RSM-based optimization.

No. Constraint Value-s
1 ‘AT21’ <12 by (%)
2 ‘AT,M <12 by (%)
3 APy | <12 b3 (%)
4 ATy | <12 by (%)
5 (Apy| <2 bs (%)
6 ATy <12 be (%)
7 )An@,ﬁ,‘ <12 by (%)
8 (Aﬁ/ﬁ?‘ <12 bg (%)
9 ’Aﬁc,MAx‘ <12 bg (%)
10 Tup <23 290°C @ N > 1000 pm
11 T <12 Toep °C
12 Tw,p1000 < Twpooon < - <2 To,p3800 °C
13,14 I, < (Tw,p/—\Tw,L) <uy L3 I, =20 °C, 1y = 50 °C,
15,16 I, < (Tw,p/—Tw,Ep) <y 13 I, =20 °C, u = 40 °C
17 (T31,s/_\T41,5> =2 (T31,e — Tane) °C
18 (Tw,ﬁv,H) >23 15°C
19 Tuwp <2 Twn °C
20 Toip > %3 98 °C
1 Constraints used in the calibration loop (CL) 1; 2 Constraints used in CL 2 and CL 3; ® Constraints specific for
the applied ICESM.

Steps s10-s16 were continued after optimizations were finished for all engine operating points
that were subjected to the performed calibration loop. Values of the global CBPs (Section 2, Section 4.2
and Table 1) were determined in step s10 according to Equation (35). If the latter took place, this was
followed by the repetition of the optimizations (s7—s11) for all engine operating points with the applied
values of the global CBPs in the variables vector denoted as xppr (s10-512).

Steps s13-s14 were followed after the optimizations were finished (s7-s12) and consisted of
simulations with the applied ICESM and verification of the simulation results. Simulation results
were obtained by the performed simulations with the employed optimized CBPs (s7-s12) in the
applied ICESM. Verification of the simulation results with the measurements (Section 2) was based
on the comparison of the absolute differences (Equation (33)) and the values of b; defined in step s2.
If a sufficient agreement was achieved, the calibration process was ended; otherwise, it was continued
with step s15.

4.5.4. Calibration Loops of the Employed ICESM

For illustrative purposes the calibration process will be demonstrated in this section to additionally
explain the applied method and, in particular, the methodology of calibration loops on a real example
of the applied ICESM presented in Figures 1 and 2. CBPs in all calibration loops were determined with
applied RSM-based optimizations according to the steps described in Section 4.5.3.
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For the analyzed ICESM, the number of remaining CBPs is 13 (Table 1). As this number exceeded
the number of CBPs proposed for one calibration loop according to the criteria in Section 4.5.2,
multi-loop calibration was performed. CBPs that correspond to the engine domain (item 2b in
Section 4.3) were calibrated in calibration loop 1; CBPs of the non-engine, i.e., cooling, domain (item 2c
in Section 4.3) were calibrated in calibration loop 2, whereas calibration loop 3 covered fine-tuning of
two CBPs from calibration loop 2, which predominantly influence the merit function (Section 4.5.2).
Additionally, selected CBPs determined during calibration STEP 1 (Figure 4) were applied in the
RSM-based optimizations.

Calibration loop 1 covered CBPs of the engine domain and, additionally, one CBP (turbine
efficiency correction factor) from SS 5 (Table 1) with the most significant influence on the merit
function identified during the sensitivity analysis (Section 4.2). Global CBPs were determined by
averaging CBPs characterized as global of all calibrated engine speeds after finished optimizations
(Section 2, and Section 4.5.2 and Table 1). By considering the values of global CBPs in variables vector,
optimizations were repeated according to steps s12 and s7-s14 (Figures Al and A2). In calibration
loop 1 it was also assumed: (1) a default value for the HI'Mp of the convective heat transfer between
the gas and the wall of the cylinder head and the wall of piston; (2) a constant wall temperature
of the intake port defined depending on the coolant temperature by considering the relationship
Tw,1ip = (T — 5), and (3) dependency of the cylinder head temperature on the piston temperature by
considering the relationship Ty, g = (Ty,p — 15). The latter two applied assumptions were made based
on the description presented in Section 4.4.2.

Calibration loop 2 comprised CBPs of the cooling domain and two CBPs from SS 5 (the turbine
efficiency correction factor and the turbine HI'Mp). The turbine efficiency correction factor also showed
the most significant influence on the merit function in calibration loop 1 (Table 1), identified during the
sensitivity analysis (Section 4.2). The turbine HTMp fixed values determined by the SS 5 calibration
were used in calibration loop 1, due to the upper limit of eight of the total employed CBPs. However,
the SS 5 featured different flow conditions (Section 4.5.1) compared to the entire ICESM. Therefore,
the turbine HTMp was included in calibration loop 2.

As presented in Section 4.5.3, calibration loop 3 aims at fine-tuning two CBPs with the most
significant influence on the merit function. These two CBPs were identified during the sensitivity
analysis (Section 4.2) and, in the analyzed case, comprise the start of combustion offset and the
turbine efficiency correction factor (Table 1). The start of combustion offset significantly influences
the peak cylinder pressure whereas the turbine efficiency correction factor influences the exhaust
manifold pressure.

4.6. Calibration Method Summary

The HCM presented in this work represents a methodological background for the calibration
procedure of the ICESM, which is intended to be implemented in an ICE modeling tool to support
automatic execution the entire HCM workflow, where the user will be guided by the graphical user
interface. This workflow comprises: (1) automated division of ICESM into sub-systems based on
checking measuring points via the pre-prepared graphical user interface (GUI) functionality in the
elements of the ICESM (Section 4.1); (2) automated reading of the corresponding measurement data
from the reference file using element-specific identification; (3) automated physical-based evaluation
of CBPs in sub-systems (Section 4.4) applying inverted equations of the same code as that used for
ICESM simulation; (4) automated update of the evaluated CBPs by the physical-based evaluation in the
corresponding elements; (5) automated execution of the sensitivity analysis (Section 4.2); (6) automated
classification of the CBPs (Section 4.3), the proposed number of calibration loops and the assignment
of CBPs to a calibration loop; (7) possibility for the user to change the number of calibration loops and
CBP assignments to a particular calibration loop; (8) automated execution of optimization methods
(Section 4.5); and (9) verification of the simulated results with the measurement data and error analysis.
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5. Results and Discussion

Results are presented for the ICESM shown in Figure 1 and cover four, six or 13 full-load and six
part-load operating points. The ICESM comprised, in total, 13 full-load and six part-load operating
points. This section will focus on steady-state results as they provide a basis for analysis of the accuracy
of the model, which was calibrated against steady-state data. Comparison of the measured and
simulated data (presented in Appendix B) thus provides the basis for the systematic analysis of the
proposed calibration methodology. To confirm the prediction capability of the calibrated ICESM in
transient operating conditions as well, Appendix C presents the results of the hot transient operating
conditions of the ICESM coupled with the engine brake running in speed mode.

5.1. Comparison of Different Approaches to Determine the Calibration Parameters

In this section, three different approaches to determine the calibration parameters (CBPs)
of the applied ICESM are compared to highlight their characteristics and applicability. These
approaches comprise:

1. Application of default parameters (DPS) values of the input data in the elements of the ICESM
proposed by the modeling tool [4].

2. Application of a one-step optimization method (OM) to optimize all CBPs.

3. Application of the HCM (Section 4).

Comparison of the simulation results in Figures 8 and 9 show that there exists a need for
performing a calibration of the CBPs of the applied ICESM after model creation is finished as default
parameter values (CBPs), although featuring plausible values, do not achieve very good agreement
with measurement results.

The merit function presented in Figure 9b, whose magnitude in the ideal case should be O,
indicates the highest magnitude (several times higher than the merit function obtained by the OM and
the HCM approach) when the default parameter values of the CBPs are employed in the ICESM.
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Figure 8. Comparison of the absolute differences between the results of simulation and measurement
for pressure and temperature (Table 2) at the 3800 rpm full-load steady-state operating point applying
three different approaches for CBPs determination in the applied ICESM. DPS represents simulation
results achieved with the default CBPs available during the ICESM model set-up, and OM results
achieved by using a one-step optimization method and CL one to three simulation results obtained
by the HCM employed in three CLs: (a) Absolute differences of the pressures p11, piym, p31 and pas;
(b) Absolute differences of the temperatures Tp1, T1pg, T31 and Tyy.
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Figure 9. Comparison of absolute differences between the results of simulation and measurement for
engine performance data (Table 2) and the merit function at 3800 rpm full-load steady-state operating
point applying three different approaches for CBP determination in the applied ICESM. DPS represents
simulation results achieved with the default CBPs available during the ICESM model set-up, OM results
achieved by using one-step optimization method and CLs one to three simulation results obtained
by the HCM employed in three CLs: (a) Absolute differences of the air mass-flow, BMEP and peak
cylinder pressure pc pax; (b) Magnitude of the merit function.

The merit function of the one-step optimization method (OM) to optimize all CBPs at once
shows a better result than the DPS method but the values of the merit function are still far from 0,
thus indicating a clear potential for further improvements. An additional drawback of the OM is
highlighted by the large values of the Aps; and ABMEP (Equation (33)) presented in Figures 8a and 9a.
Especially the larger deviation of the ABMEP is crucial because it is one of the key simulation results
of the ICEs simulations. In general, ABMEP should be below approximately 3%, being a much smaller
value than the one achieved after calibration with the OM. Furthermore, OM converges to multiple
solutions with five sets of CBPs, all with a similar ABMEP, and additionally consumes more time for
the ICESM calibration than HCM as shown in Figure 10.
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Figure 10. Comparison of the computational time for the applied ICESM calibration at four full-load
operating points and 20 CBPs with two different approaches, one-step optimization method (OM)
and HCM.

Details of the HCM (Figure 4) are discussed in Section 5.2; therefore, only basic data required for
the comparison of the computational time between the one-step optimization method and the HCM
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are provided here. The HCM comprised 2928 simulations (20 CBPs) whereas the one-step optimization
method comprised 3260 simulations (20 CBPs). Simulations were carried out on a Windows 7 PC with
i7-4800MQ CPU @ 2.7 GHz using four CPUs in parallel for DoE executions whereas a single CPU was
used for the remaining tasks presented in Figure 10.

The HCM features the best results with an approximately six-times-smaller magnitude of the
merit function than OM and a 78-times-smaller magnitude than DPS. Additionally the HCM features
a higher level of robustness and better controlled convergence to the minimum of the merit function
due the conceptual design introduced in Section 4. Furthermore, a discernible advantage of the HCM is
the 35% reduction in consumed computational time for the applied ICESM calibration as presented in
Figure 10. HCM is generally faster than OM in all four compared calibration tasks shown in Figure 10.
A discernible advantage of HCM is observed in the reduced computational time of the response model
creation and the CBP search with the RSM-based optimization due to the smaller number of CBPs in
one calibration loop (eight, eight, and two (Section 5.2) vs. 20).

It can thus be concluded that the HCM fulfilled all the requirements raised in the Introduction
and that it also performs better than the OM. Therefore, the HCM represents a unique and powerful
workflow for the modern ICESM calibration with a large number of calibration parameters.

5.2. Results Obtained with Hybrid Calibration Method

To provide a deeper insight into the calibration workflow in STEP 1 and in STEP 2 of the
HCM, this section presents and discusses results obtained with the physics-based approaches and
optimization methods presented in Sections 4.4 and 4.5.

The calibration procedure with the applied entire ICESM was performed at four full-load
operating points and six part-load steady-state operating points. Full-load operating points covered
engine speeds of 1000, 2000, 3000 and 3800 rpm whereas part-load operating points covered engine
speeds of 775, 1000, 1600, 1800, 2200 and 2400 rpm. However, validation of the simulation results at
full load was performed at six operating points with the objective to verify the capability of the HCM
in the operating points that were not subjected to the calibration procedure.

The calibration procedure of the entire ICESM consisted of three calibration loops which
comprised full-load and part-load operating points. Calibration loops (Section 4.5.4) at full-load
operating points comprised the following number of CBPs: eight (calibration loop 1), eight (calibration
loop 2), two (calibration loop 3); calibration loop 3 at part-load operating points comprised three CBPs
(Table 1). During the calibration process of the sub-systems (Sections 4.4 and 4.5.1), the following
number of CBPs was involved: one (SS 1), two (SS 2), one (SS 3), two (SS 4), two (SS 5), one (SS 6).
CBPs presented in table form in the following sub-sections apply the same nomenclature of the CBP
superscripts as Table 1.

The DoE plan for the RSM-based optimizations comprised, at full-load operating points, in
calibration loop 1 and calibration loop 2 covered 1304 simulations per one loop (326 per one
engine speed) and 320 simulations in calibration loop 3. Additionally, calibration loop 2 covered
720 simulations at part-load operating points whereas calibration loop 3 covered 320 simulations.

5.2.1. Results of Physics-Based Calibration of Sub-Systems SS 1-4

This section comprises results of the CBPs obtained in STEP 1 with the employed physics-based
approaches discussed in Sections 4.4 and 4.4.1. CBPs of the air cleaner, intercooler, catalyst and EGR
cooler (Section 4.4.1) determined with the employed inverted equations presented in Sections 3.1.8
and 3.1.9. (Equations (13), (19) and (20)) are presented (Table 1).

As indicated in the Introduction, tuning parameters are employed due to the inability of the 0D
and 1D models to fully capture the 3D fluid flow and heat transfer phenomena, which are additionally
coupled with mass transfer phenomena and chemical kinetics mechanisms during fuel injection,
evaporation and the combustion phase. Moreover, very detailed geometrical parameters are also
very often not known exactly when setting up a system-level simulation. Figure 11 thus shows the
importance of introducing tuning parameters to reproduce experimental results for the case of an air
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cleaner. Figure 11 indicates that the measured pressure drop exhibits an approximately quadratic trend
with the increasing air mass-flow. Although Equation (20) includes a quadratic velocity term and pipe
friction coefficient determined through empirical correlation (Equations (21) and (22)), it can be seen
in Figure 11 that after calibration, values of the FrMp differ by more than a factor of two due to the
reasons exposed at the beginning of this paragraph. This illustrative example clearly exposes the need
to include the tuning parameters to allow for reproducing experimentally measured trends.
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Figure 11. Evaluated FrMp of the air cleaner and the measured pressure drop depending on the
measured air mass-flow at full load operating points.

CBPs of the air cleaner, intercooler, catalyst and EGR cooler (Section 4.4.1) that were determined
through the physics-based calibration are listed in Table 4 for full-load operating points and in Table 5
for part-load operating points. Similar to an air cleaner, the FrMp of the intercooler and EGR cooler
indicates a similar magnitude range. Furthermore, due to unknown detailed geometrical parameters
of the EGR cooler, the HTMp of the EGR cooler features values up to 14 (Table 5).

Table 4. Evaluated CBPs (Table 1) of the sub-systems SS 1-3 at full-load operating points.

No. CBPs 1000 rpm 2000 rpm 3000 rpm 3800 rpm
1 CBP1'(-) 1.70 221 292 3.28
2 CBP21!(-) 223 1.2 1.42 1.59
3 CBP3!(-) 0.60 1.71 1.79 1.83
4 CBP 18! (-) 0.19 0.28 0.319 0.321

! CBPs determined with physics-based approaches.

Table 5. Evaluated CBPs (Table 1) of the sub-system SS 4 at part-load operating points.

No. CBPs 775rpm 1000 rpm 1600 rpm 1800 rpm 2200 rpm 2400 rpm
1 CBP 181! (-) 0.1 0.08 0.08 0.1 0.16 0.17
2 CBP19M1(y) 1.53 1.53 1.53 1.53 1.53 1.53
3 CBP20! (-) 2.5 8.6 53 7.9 12 13.9

1 CBPs determined with physics-based approaches; 1! CBP determined only based on one reference measured
operating point.

5.2.2. Results of the Optimization-Based Calibration of the Turbocharger Sub-System (SS 5)

Two CBPs of the turbocharger sub-system (Section 4.5.1) determined in STEP 1 with the direct
search optimization method (Section 4.5) are outlined in Table 6.

Table 6. Evaluated CBPs (Table 1) of the sub-system SS 5 at full-load operating points.

No. CBPs 1000 rpm 2000 rpm 3000 rpm 3800 rpm
1 CBP 162 (-) 091 1 0.97 0.99
2 CBP 172 (-) 6.4 15.3 18.2 20.9

2 CBPs characterized by the dominant influences of a single CBP on only one observed simulation quantity.
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The turbine HTMp attains values up to 21. This is reasoned by the lack of detailed geometrical
data and mainly due to the application of a simple heat transfer correlation.

5.2.3. Results of the Entire ICESM Calibration

This section comprises, in table form, results of all the CBPs determined according to the HCM
workflow (Figure 4) in STEP 2 (Section 4.5.4). CBPs are determined in calibration loops 1-3 (Table 1).

Additionally, agreement between the results of simulations and measurements (e.g., Table 2)
obtained with the CBPs employed from STEP 1 and STEP 2 in the applied ICESM (Figure 1) are
presented, including cylinder pressure traces and the trends of the merit function. Results of the CBPs
obtained at full-load operating points with respect to calibration loops 1-3 are listed in Tables 7-9,
and at part-load operating points in Table 10, respectively.

Comparison of the results for the:

1. CBP 16 and CBP 17 indicate different values by the SS 5 calibration (Table 6) compared to the
entire ICESM (Tables 7 and 8) which was discussed in Section 4.5.1.

2. CBP 16 indicates that the CBP changes the values in each calibration loop as shown in Tables 7-9.
Calibration in multi-loops improves the final agreement between the results of the simulation
and measurements as shown in Figure Blc (Appendix B).

3. CBP 8listed in Tables 7 and 9 also indicates different values in calibration loop 1 and calibration
loop 3 and enables a stepwise improvement of the simulation results as presented in Figure B1j.

Table 7. Evaluated CBPs (Table 1) in calibration loop 1 at full-load operating points.

No. CBPs 1000 rpm 2000 rpm 3000 rpm 3800 rpm
1 CBP 435 (-) 1.58 1.58 1.58 1.58
2 CBP 535 (-) 0.73 0.73 0.73 0.73
3 CBP 6312 (-) 1 1 1 1
4 CBP 73 (-) 1.18 0.98 0.85 0.78
5 CBP 82 (°CA) —0.04 0.45 0.68 1.03
6 CBP 162 (-) 0.83 0.99 0.94 0.92
7  TCBP 13212 (°C) 100 100 100 100
8 TCBP 23 (°C) 162 192 215 221
9 TCBP 33 (°C) 201 222 245 261
10 TCBP 4312 (°C) 186 207 230 246
11 TCBP 53 (°C) 162 192 215 221

2 CBPs characterized by the dominant influences of a single CBP on only one observed simulation quantity;
3 CBPs related to engine domain; > Global CBPs; 12 CBP was not subjected to RSM-based optimizations because
of the applied assumptions presented in Section 4.5.4.

Table 8. Evaluated CBPs (Table 1) in calibration loop 2 at full-load operating points.

No. CBPs 1000 rpm 2000 rpm 3000 rpm 3800 rpm
1 CBP 1045 (-) 0.67 0.67 0.67 0.67
2 CBP 11 4% (-) 1.19 1.19 1.19 1.19
3 CBP 1245 (-) 1.03 1.03 1.03 1.03
4 CBP 13 4% (-) 1.07 1.07 1.07 1.07
5 CBP 14 %7 (-) 1.15 1.15 1.15 1.15
6 CBP 1545 (-) 3.74 3.74 3.74 3.74
7 CBP 162 (-) 0.79 1.00 0.96 0.92
8 CBP 1772 (-) 8.9 15.6 19.9 215

2 CBPs characterized by the dominant influences of a single CBP on only one observed simulation quantity;
4 CBPs related to cooling domain; > Global CBPs.
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Table 9. Evaluated CBPs (Table 1) in calibration loop 3 at full-load operating points.

No. CBPs 1000 rpm 2000 rpm 3000 rpm 3800 rpm
1 CBP 82 (°CA) 0.85 0.25 0.68 0.88
2 CBP 1672 (-) 0.83 0.98 0.95 0.98

2 CBPs characterized by the dominant influences of a single CBP on only one observed simulation quantity.

Table 10. Evaluated CBPs (Table 1) in calibration loop 3 at part-load operating points.

No. CBPs 775rpm 1000 rpm 1600 rpm 1800 rpm 2200 rpm 2400 rpm
1 CBP 82 (°CA) —0.64 —0.22 —0.31 -0.91 -2.55 -1.05
2 CBP 162 (-) 0.65 0.86 1.1 0.98 1.01 1
3 CBP 172 (-) 4.5 2.25 3 2.4 11.9 12.7

2 CBPs characterized by the dominant influences of a single CBP on only one observed simulation quantity.

In Figure Bla—m, comparisons are presented between the results of the simulations and
measurements at steady-state operation for six full-load and six part-load operating points. Results
are compared in the form of parity plots including the deviation interval £3.5%, marked with dotted
lines. Measurement data are presented with x-axes whereas simulation results of the same quantity
are presented with y-axes. Figure Blm shows only the result of the part-load operating points (EGR is
closed at full load). In all the remaining figures in Figure B1 the simulation results of calibration loop
3 are presented. In Figure Blc,g,h,j also the results of calibration loop 1 and calibration loop 2 are
presented with the aim to identify their influence on the achieved simulation results.

The following conclusions can be summarized from the result comparisons

1. Overall, the agreement between the results of the simulations and measurements at all operating
points is very good and meets expectations imposed by the high fidelity ICESM.

2. Figures 12 and 13 show good agreement of the measured and simulated cylinder pressure traces,
which confirms the good agreement of the measured and simulated BMEP presented in Figures 9a
and Bli for the ICESM calibrated with the HCM. Furthermore, good agreement of the measured
and simulated pressure traces also confirms the plausibility and high accuracy of the models of
the cylinder (Section 3.1.5) and of all the models adjacent to the cylinder. Good agreement of
measured and simulated pressure traces thus implies the plausibility of the gas path model and
the valve flow functionality, of the heat transfer modeling framework and of the models of the
in-cylinder phenomena including the ROHR input, which was calculated [17] by the BURN utility
available in [1].

3. Good fidelity of the ICESM is obtained already after calibration loop 1; however, such a model is
in general applicable only for steady state as interaction with the cooling domain is calibrated
in calibration loop 2. Calibration loop 2 thus does not significantly improve the fidelity of the
steady-state results, whereas it makes the ICESM applicable for transient simulations. Figures 14
and B1 indicate that calibration loop 3 improves the fidelity of the ICESM compared to calibration
loop 2.

4.  The lower value of the merit function at 1000 rpm in calibration loop 1 originates from the smaller
deviations of the T3; and Ty;. The latter is related to the higher temperature of the engine block
(TCBP 2-5 in Table 7) and the lower wall heat losses in the turbine reasoned by the lower turbine
HTMp (CBP 17 listed in Table 6 vs. Table §).

5. To validate the HCM method, it is very important to compare the simulation and measurement
results at the points that were not subjected to the calibration procedure. This was done at
1600 rpm and 2600 rpm. Figures 13a, Bl and 14 indicate very good agreement at these two points,
which confirms the high level of generality of the proposed HCM.
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Figure 12. Simulated (sim) and measured (exp) cylinder pressure traces at part-load steady-state

operating points: (a) 775 rpm and 0.24 bar BMEP; (b) 1600 rpm and 3.22 bar BMEP.
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Figure 13. Simulated (sim) and measured (exp) cylinder pressure traces at full-load steady-state

operating points: (a) 2600 rpm and 19.8 bar BMEP; (b) 3800 rpm and 15.0 bar BMEP.
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Figure 14. Magnitude of the merit function at six engine full-load steady-state operating points

for CLs 1-3.

Figure C1 (Appendix C) shows, compared to the steady-state results, good agreement between
the results of the simulations and measurements during hot transient operation of the New European

Driving Cycle (NEDC).
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6. Conclusions

An innovative Hybrid Calibration Method (HCM) for high fidelity calibration of system-level
ICE simulation models featuring a large number of tuning parameters is proposed in this paper.
The innovativeness of the method arises for the novel interaction between optimization methods
and physically-based methods for calibrating parameters in selected ICE sub-systems. HCM thus
relies on consistent division of the simulation model of the ICE on sub-systems based on the available
measurement data. The calibration process of the innovative HCM is performed in two steps. The first
step comprises the determination of the calibration parameters of sub-systems applying physics-based
approaches and the determination of parameters using the direct search procedure. The second
step comprises calibration of the reduced number of parameters in several loops at the level of the
entire ICESM. RSM-based optimization methods are employed in the second step. In the case of
large numbers of remaining parameters for the second step, a multi-loop approach with systematic
classification of calibrating parameters is proposed. This approach allows for omitting or at least
significantly reducing issues imposed by the weak linear independence of particular sets of CBPs
and therefore enables more robust and accurate calibration. Furthermore, in comparison with the
one-step optimization method, HCM features shorter calibration times. It can thus be concluded that
HCM presents a promising approach for calibrating modern system-level ICE simulation models
as it allows for the calibration of a large number of tuning parameters in a robust, repeatable and
time-efficient manner.

The HCM presented in this work represents a methodological background of the calibration
procedure of ICESM, which is intended to be implemented in an ICE modeling tool to support
automatic execution of the entire HCM workflow, as indicated in the paper. The framework features
a high level of generality to cover various engine topologies and is, to a large extent, flexible, depending
on available measurement data, which, however, certainly influences the fidelity of the method as
is also the case for all other calibration methods. Applicability of the HCM is general and it can be
applied also to non-ICE-related applications; however, this lies outside of the scope of this paper.
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Abbreviations

The following abbreviations are used in this manuscript:

0D zero-dimensional

1D one-dimensional

2D two-dimensional

3D three-dimensional

BMEP brake mean effective pressure
CA crank angle

CBP calibration parameter

CL calibration loop

CP combustion products

CPU central processing unit

DOC diesel oxidation catalyst

DoE Design of experiment

DPS default parameters

EGR exhaust gas recirculation

FB fuel burned

FMEP friction mean effective pressure

FV fuel vapor
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HCM
ICE
ICESM
NEDC
oM
or
PID
RBF
RSM
SS
TEL

Hybrid Calibration Method

internal combustion engine

internal combustion engine simulation model
New European Driving Cycle

one step optimization method

operating point
proportional-integral-derivative

Radial Basis Function

response surface methodology

sub-system

gas flow transfer element with finite length

Appendix A

Figures Al and A2 present the workflow of ICESM calibration using RSM-based optimization.
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Figure Al. Flowchart for steps s1-s7 of CBP evaluation applying RSM-based optimizations in one
calibration loop.
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Appendix B

Appendix B presents comparisons between the results of simulations and measurements at
steady-state operation achieved after the completed calibration of the ICESM (Figure 1) with the HCM
(Figure 4).
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Figure B1. Comparisons of simulation and measurement results at steady-state operation with the
included deviation interval +3.5% at full-load operating points (1000, 1600, 2000, 2600, 3000 and
3800 rpm) and part-load operating points (775, 1000, 1600, 1800, 2200 and 2400 rpm) after calibration
of the applied ICESM using HCM is completed. The subscript sim in the label of the quantities of
the y-axes denotes the simulation result whereas CLs 1-3 in the titles of the legend represent the
ICESM calibration loops: (a) Compressor inlet pressure; (b) Intake manifold pressure; (c) Exhaust
manifold pressure; (d) Turbine outlet pressure; (e) Compressor outlet temperature; (f) Intake manifold
temperature; (g) Exhaust manifold temperature; (h) Turbine outlet temperature; (i) Engine BMEP;
(j) Peak firing pressure; (k) Air mass-flow; (m) EGR rate.
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Appendix C

This appendix presents the engine transient simulation and measurement results of the hot
New European Divining Cycle. The ICESM was prepared for transient operation after completion
of calibration at steady-state operating points according to the HCM (Figure 4). As addressed in the
Introduction, the ICESM requires proper boundary conditions, which for the transient simulation
comprise measured time-dependent quantities of engine speed, ambient pressure and temperature,
intercooler cooling air temperature, as well as coolant and oil temperature. To ensure a clear
comparison without influence from the engine control unit, injected fuel mass was also applied
as the boundary condition.

Operating point-dependent CBPs (Section 5.2 and Table 1) were defined depending on the engine
speed and load (injected fuel mass). Additionally, the boost pressure and air mass-flow rate were used
for steering vane positions of the turbine as well as the EGR valve positions with two employed PID
controllers analogically to the engine steady-state operation (Section 2). The results of the simulations
and measurements are presented in Figure C1. Application of a more advanced engine control unit
for boost pressure and air mass-flow control could potentially improve the agreement of the boost
pressure, turbocharger speed, air mass-flow, and consequently the engine torque.
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3000 (b)
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=T

T T T
oW s g
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S & & &
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Figure C1. Comparisons of simulation (sim) and measurement (exp) results during engine hot
transient NEDC operation at given engine speed and injected fuel: (a) Engine torque; (b) Engine speed;
(c) Air mass-flow; (d) Turbocharger speed; (e) Boost pressure p;1; (f) Instantaneous and cumulated

fuel consumption.
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