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Abstract: Air conditioners have great potential to participate in power system frequency 

control. This paper proposes a control strategy to facilitate the active participation of  

air conditioners. For each air conditioner, a decentralized control law is designed to adjust 

its temperature set point in response to the system frequency deviation. The decentralized 

control law accounts for the user’s thermal comfort that is evaluated by a fuzzy algorithm. 

The aggregation of air conditioners’ response is conducted by using the Monte Carlo 

simulation method. A structure preserving model is applied to the multi-bus power system, 

in which air conditioners are aggregated at certain load buses. An inner-outer iteration 

scheme is adopted to solve power system dynamics. An experiment is conducted on a test 

air conditioner to examine the performance of the proposed decentralized control law. 

Simulation results on a test power system verify the effectiveness of the proposed strategy 

for air conditioners participating in frequency control. 

Keywords: power system; frequency control; air conditioner; thermal comfort;  

fuzzy mathematics 
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1. Introduction 

In a power system, real-time balance between generation and load is a fundamental requirement for 

its stable operations. However, some disturbances, such as a sudden drop of generation or short-circuit 

faults, will cause the mismatch between the two sides bringing damage to the facilities and instability 

to the power system [1]. Power system frequency is an accurate indicator for generation-load balance.  

The primary frequency control operates at a time-scale of seconds and uses a speed governor to adjust 

the mechanical power responding to the frequency deviation. The secondary frequency control 

operates at a time-scale of minutes and regulates the frequency according to the area control error 

(ACE) [2]. Traditionally, these two types of control are implemented on the generation side. 

Relying solely on the generation side is not sufficient for frequency control. Conventional 

generating units are of high wear-and-tear cost and low thermal efficiency when responding to control 

signals in intervals of seconds [3,4]. With the environmental cost to be accounted for, reserve provision 

from generation, especially fossil-fueled generators, will be much more expensive. The large-scale 

integration of intermittent energy sources [5–7], e.g., wind and solar energy, will cause high variety 

and uncertainty in power outputs because of the stochastic nature of weather conditions [8–10]. 

Supplementary to the generation side, resources from the load side have the potential to provide low 

cost and fast responsive regulation. 

The feasibility and efficiency of load control have been justified [11–14]. Direct load control  

(DLC) is a centralized scheme that is exerted directly by the control center for large-scale industrial 

loads [15–17]. As opposed to DLC, load control through small-scale residential and commercial loads 

is implemented on disperse end-users [18,19]. Thermostatically controlled loads (TCLs), e.g., air 

conditioners, heat pumps and refrigerators, are good options for primary frequency control because of 

their inherent heat capacity [20]. Compared with DLC, decentralized control through TCLs is much 

more flexible. Moreover, TCLs, especially air conditioners take a large proportion in load portfolio.  

For instance, in China, the proportion of air conditioners in peak power is almost 30%–40% during 

summer and grows year by year [21]. Consequently, air conditioners can take an active role for 

frequency control [22]. 

The fast advancement of smart grid technologies provides a gradually open platform for electricity 

users. Almost simultaneously, the smart home domain attracts building designers, telecommunication 

suppliers and appliance manufactures to join in to make home appliances connected and controlled 

flexibly [23]. Active participation of residential air conditioners in power system control appropriately 

interlinks the two smart domains, which can be implemented in an economical way. 

The feasibility and effectiveness of air conditioners participating in power system operation  

have been demonstrated by recent research and field programs [24–29]. Studies in [24,25] verified the 

technical feasibility of air conditioners to participate in frequency control, which requires fast 

response. More and more utility companies carry out demand response programs involving residential 

air conditioners, e.g., the SmartAC program of Pacific Gas & Electric Company (PG&E) [26,27],  

the energy smart thermostat program by Southern California Edison [28] and the smart thermostat 

program at San Diego Gas & Electric Company [29]. 

Two mechanisms for air conditioners participating in frequency control are available: (1) directly 

switch ON/OFF and (2) modulation of temperature setting. In [14], a primary frequency control 
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strategy by switching ON/OFF of demand-side devices was proposed. A frequency control scheme 

was demonstrated in [16] by adjusting temperature set points of air conditioners in high-density 

residential buildings. Two types of logics were respectively developed in [19] by directly switching 

ON/OFF or modulating temperature set points. Compared with the first mechanism, the second one is 

much more flexible and causes less negative impacts on users’ comfort. Many of the current control 

designs focus on manipulation of loads in a centralized way by using a general dynamic equation to 

describe the collective thermodynamics of loads [19,20]. The decentralized load control strategies were 

also studied. A decentralized primary-dual algorithm was proposed for optimal load control in [4,30]. 

For air conditioners, the end-use utility is evaluated mainly by users’ thermal comfort. Various 

factors may influence human’s thermal feelings, in which temperature and relative humidity take the 

largest part for indoor users [31]. In general, humans feel more comfortable when the temperature is 

between 24 °C and 27 °C, while relative humidity is between 55% and 70% in summer [32–36]. 

Accounting for the user’s thermal comfort, the accurate description of conditioned space is required. 

First-order, second-order and third-order models were built, respectively, in [37–39] to depict 

thermodynamics of the conditioned space. In [30], the control strategy accounts for the utility of loads, 

but it focuses on the group’s characteristic rather than on each individual’s. 

Air conditioners can actively respond to power system dynamics. Efforts have been made in the 

field of dynamics modeling. A single-generator power system model was used in [4] to test the 

feasibility and efficiency of load control, which is too simplified and less accurate. A classical  

multi-generator model was introduced in [3], which simplifies the network by grouping each generator 

bus with its nearby load buses. Since load buses are eliminated, the model is not able to accurately 

depict load characteristics. The structure preserving model is required with load buses retained [30]. 

Most of previous studies adopted DC power flow to describe the connectivity between buses, ignoring 

the influence of voltage characteristics on system dynamics [3,4,18,19]. 

In this paper, we propose a strategy to facilitate the active participation of air conditioners.  

To evaluate users’ thermal comfort, fuzzy mathematics is employed to establish membership functions 

for various temperature and relative humidity values. The states of air conditioners are described by a 

third-order model, with its parameters sampled by using the Monte Carlo simulation method. When a 

disturbance occurs, the temperature set points of air conditioners will be adjusted in response to the 

degree of frequency deviation while keeping users’ thermal comfort within the appropriate range.  

A structure preserving model is applied to multi-bus power system, with both generator and load buses 

retained. Full AC power flow is adopted instead of DC power flow. 

The remainder of this paper is organized as follows. Section 2 proposes a decentralized control law 

for air conditioners accounting for individual user’s thermal comfort. Section 3 models power system 

dynamics with the aggregation of air conditioners integrated. Section 4 presents results of case studies. 

Conclusions are drawn in Section 5. 
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2. Fuzzy Rule Based Decentralized Control for Frequency Regulation 

2.1. Fuzzy Evaluation of Human Thermal Comfort 

Thermal comfort is the subjective evaluation of occupants’ satisfaction with the thermal 

environment. It is influenced by multiple factors such as ambient temperature, relative humidity, wind 

velocity and solar radiation. For indoor occupants, temperature and relative humidity are two major 

factors. It is difficult to rank thermal comfort precisely with crisp boundaries. Fuzzy mathematics is an 

appropriate tool for assessment of thermal comfort. A comprehensive fuzzy algorithm involving indoor 

temperature and relative humidity is proposed to evaluate occupants’ thermal comfort. 

Let χ = {very low, low, slightly low, moderate, slightly high, high, very high} stand for the domain of 

temperature ranks. Each rank is depicted by its own membership function shown in Figure 1. 

Triangular and trapezoid functions are used. The membership degree of a point x with respect to a 

triangular function defined in the interval [α, γ] and middle value in β is obtained as: 
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The membership degree of a point x with respect to a trapezoid function defined in the interval  

[α, γ] and middle values in β and φ (β < φ) is obtained as: 
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Let σ = {very dry, dry, slightly dry, temperate, slightly wet, wet, very wet} stand for the domain of 

relative humidity ranks. Each rank is depicted by its own membership functions of triangular or 

trapezoid form as shown in Figure 2. The unit of humidity is g/m3 and the relative humidity is 

expressed in the form of percentage as the ratio of the water vapor density to the saturation water vapor 

density, which is used in this paper. 

The mutual influence of temperature and relative humidity on thermal comfort is within a fuzzy 

domain. Human’s sensitivity to relative humidity is associated directly with temperature. When 

temperature is low, relative humidity has small influence on thermal comfort. However, when 

temperature rises, the influence of relative humidity will increase. Let ρ = {small, medium, large} 

stand for the domain of relative humidity influence rank. As shown in Figure 3, trapezoid membership 

functions are adopted for various relative humidity influence ranks. Once the temperature value is 

known, the influence rank of relative humidity will be obtained. 
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Figure 1. Temperature membership functions in summer. 

 

Figure 2. Relative humidity membership functions. 

Let λ = [λ1, λ2] be the weight set for temperature and relative humidity, respectively, which satisfies 

1 2 1     (3)

where λ1 weighs the influence of temperature on thermal comfort and λ2 weighs the influence of 

relative humidity. Note that λ2 is different for three influence ranks shown in Figure 3. When the 

influence rank of relative humidity is obtained, the weight set λ can be determined. 
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Figure 3. Relative humidity influence membership functions in summer. 

When temperature and relative humidity values are provided, the thermal comfort can be evaluated as 
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where μ1j is the jth temperature membership degree and μ2j is the jth relative humidity membership 

degree (j = 1, 2,…,7). Ranks of the comprehensive thermal comfort are {very cold, cold, slightly cold, 

comfortable, slightly hot, hot, very hot}. The thermal comfort rank is defuzzified by the maximum operator: 

max 1 2 3 4 5 6 7max{ , , , , , , }h h h h h h h h  (5)

For instance, if hmax = h4, the thermal comfort rank is “comfortable”. 

2.2. Decentralized Control Design for Frequency Regulation 

Local measurements enable each individual air conditioner to sense frequency deviation from the 

nominal value. When the frequency reaches the limit value of normal range, controller of the air 

conditioner will adjust its temperature set point to regulate power demand. The adjustment of the 

temperature set point accounts for the user’s thermal comfort evaluated by the fuzzy algorithm in 

Section 2.1. 

In practice, under-frequency load shedding (UFLS) is a special control scheme for power system 

stability, which will cause a great cost once triggered. A frequency value is set for UFLS under which 

load shedding should be activated [40,41]. Compared with UFLS, the control scheme proposed in this 

paper is a “soft” one with much less cost and it will respond to the abnormal frequency earlier than the 

activation of UFLS. As shown in Figure 4, the activation frequency range of the proposed scheme is 

range u lf f f    (6)

where fu is the activation frequency value of UFLS and fl is the lowest value of normal frequency. 
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Figure 4. Activation frequency range. 

Thermal comfort rank can be evaluated at a certain temperature and relative humidity. In summer,  

if the thermal comfort rank is “very cold”, “cold” or “slightly cold”, the temperature will be raised to a 

higher value at which the rank is “comfortable”. Otherwise, if the rank is among “comfortable”, 

“slightly hot”, “hot” or “very hot”, the temperature should not be adjusted. In winter, the adjustment is in 

the reverse direction. Relative humidity is treated as constant during a control span, which is 

reasonable since the span is short. The span is the time duration of an air conditioner from OFF state to 

ON state after it responds to the control signal, which is determined by the time constant of thermal 

mass in the conditioned room. The maximum temperature adjustment is 

max new oldT T T    (7)

where Told is the initial temperature; and Tnew is the higher temperature. 

For each air conditioner, the actual temperature adjustment responding to frequency deviation is 
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T
T f

f


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
 (8)

where Δf is actual frequency deviation. 

Within the activation frequency range, the proposed control scheme will regulate air conditioners  

in response to the frequency deviation while maintaining users’ thermal comfort. However, when the 

frequency value is lower than fu, the air conditioners will be switched off directly.  

2.3. Aggregation of Air Conditioners’ Response 

Air conditioners are of periodic on/off working characteristics. The temperature set point is the 

boundary for an air conditioner to switch from on to off or vice versa. By increasing the temperature 

set point, the air conditioner tends to be off. Power demand will decrease significantly if a large 

number of air conditioners switch off within a short time range. 

Assume that the power system is working at an operating point where generation and load are in 

balance. Then, a sudden generation drop occurs and consequently the system frequency decreases. 

Each air conditioner responds to the frequency deviation through temperature set point adjustment 

according to the control law in Equation (8). 
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Changing the temperature set point will influence states of an air conditioner and its conditioned 

space, which can be depicted by a dynamical model [39] 


x = Ax + Bu

y Cx


 (9)

where x, u, y, A, B and C are detailed in Appendix A. 

The Monte Carlo simulation method is applied to the aggregation of air conditioners’ response. 

Each air conditioner in the control group is treated as a sample with its parameters randomized. The 

aggregated power demand of the group of air conditioners is 

( ) ( )ac j
j

P t p t


   
(10)

where ψ = {1, 2, … , N} represents individual air conditioners; and pj(t) is the power demand of air 

conditioner j at time t. 

Note that the following three aspects of using air conditioners for frequency control are considered 

but not directly treated in this paper: 

(1) Energy payback phenomenon is caused by the synchronization of air conditioners during the 

recovery process. A careful recovery strategy can be used to avoid the phenomenon [42,43]. 

(2) To attract more electricity users to participate in active load control, a power grid can design 

various incentive tools. Incentive-based demand response programs have been carried out in 

recent years [44–46]. Users can contract with the power grid on the compensation and award 

packages for their comfort loss and contributions for the power grid.  

(3) Conventionally, generating units supply spinning reserves and non-spinning reserves for the 

power system. At demand peak periods, the cost of maintaining high reserve level is very large. 

Air conditioners are capable of providing reserves with much lower cost than generating units. 

The economic saving through the proposed strategy can be quantified by the value of reduced 

reserve capacity procured from the generation side. 

3. Power System Dynamics Model 

3.1. Dynamical Model of Generating Units 

A governor-turbine-generator model is used to represent a generating unit as shown in Figure 5, 

which accounts for primary frequency regulation of the unit. 

 

Figure 5. Generating unit model. 
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Dynamics of the generator can be described by the swing equations as 

d
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 (11)

where δ is generator rotor angle; ω is rotor angle speed; ωs is nominal angle speed; Pm and Pe are, 

respectively, mechanical power and electrical power; and M is angular momentum of the generator. 

Electrical power can be derived by 

e LP P D    (12)

where D is damping coefficient; and PL is power demand of load. 

The turbine block has the transfer function as 

1
( )

(1 )(1 )
HP RH

t
CH RH

sF T
G s

sT sT



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 (13)

where FHP is intermediate pressure cylinder mechanical ratio; and TCH and TRH are volume effect  

time constants. 

The transfer function of the speed governor is 

1
( )

1g
G

G s
sT




 (14)

where TG is governor time constant. As shown in Figure 5, R is the gain of the feedback loop for the 

governor, which determines the speed droop characteristic. 

3.2. Network Model 

A power network is modeled by a graph ζ = {ν, ε}, where ν = {1, 2, … , n} is the set of buses and ε 

is the set of transmission lines connecting the buses. Bus voltage equations of the power network can 

be expressed as 

YV = I  (15)

where I and V are injection current vector and bus voltage vector, respectively; and Y is nodal  

admittance matrix. 

A power network has three types of buses including generator buses, load buses and contact buses. 

The injection currents at a generator bus i can be described as 
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  

 (16)

where Ixi and Iyi are, respectively, real and imaginary part of injection current; Vxi and Vyi are, 
respectively, real and imaginary part of voltage; '

diX  is direct-axis transient reactance; and '
iE  is 

electromotive force of the generator. 
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At contact buses, the net injection currents are zero: 

0
xi

yi

I

I

 
 

 
 (17)

A load bus may consist of conventional loads and aggregation of air conditioners. The injection 

currents at load bus i are presented by 
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where Ixi_c and Iyi_c are, respectively, real and imaginary part of injection current of conventional loads; 

and Ixi_ac and Iyi_ac are corresponding values of air conditioners, respectively. The conventional loads 

can be described by their static characteristics and dynamic characteristics, respectively. 

Quadratic polynomial is usually used to describe the static characteristics of loads 
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where PL(0) and QL(0) are pre-disturbance value of real power and reactive power of a load, respectively; 

and VL(0) is pre-disturbance value of voltage at the load bus. The load comprises constant impedance, 

constant current and constant power proportions and a, b, c are corresponding coefficients satisfying 

1

1
P P P

Q Q Q

a b c

a b c

  
   

 (20)

The injection currents of the constant impedance proportion are 

_ (0) _ (0)

2 2
_ (0) (0)

_ _ (0) _ (0)

2 2
(0) (0)

i c i c

xi c i i xi

yiyi c i c i c

i i

P Q

I V V V

VI Q P

V V

  
 

              
  

 (21)

where Pi_c(0) and Qi_c(0) are, respectively, pre-disturbance value of real power and reactive power; and 

Vi(0) is pre-disturbance value of voltage. Constant current and constant power proportions are also 

readily to be included in the power network model. 

Dynamic characteristics of conventional loads are usually associated with induction motors,  

which can be described as 

_
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 (22)

where '
_i mE  is the transient electromotive force of the induction motor; and Ri_m and Xi_m are equivalent 

resistance and reactance, respectively. 
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Real power and reactive power of the aggregation of air conditioners will change with time in 

response to frequency dynamics. Consequently, the relationship between the injection current and bus 

voltage is nonlinear. The injection currents of the aggregation of air conditioners can be described as 

_ _
_ 2 2

_ _
_ 2 2

i ac xi i ac yi
xi ac

xi yi

i ac yi i ac xi
yi ac

xi yi

P V Q V
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
  

    

 (23)

where Pi_ac and Qi_ac are real power and reactive power of the aggregation of air conditioners, respectively. 

When Ixi, Iyi, Vxi and Vyi are determined, the electrical power of generator i can be computed as 

ei xi xi yi yiP I V I V   (24)

3.3. Solving Dynamics 

The dynamical model for the power system is constructed by integrating dynamical equations  

of air conditioners in Equations (9) and (10) and generating units in Equations (11)–(14) with the  

network model in Equation (15). The numerical integration method is applied to solving the  

differential-algebraic equations. 

Since the relationship between injection current and voltage is nonlinear in Equation (23),  

an iteration process should be used to solve it. In each iteration k, the correction formula of voltage 

variables is 

=
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where Gij and Bij are the real and imaginary part of nodal admittance, respectively. 

At bus i, the error items for injection currents are 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( )
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k k k k
xi xi im xm im ym

m i

k k k k
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

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




 (27)

where m i represents each bus that connects with bus i by a transmission line. 

A two stage iterative scheme is designed as shown in Figure 6. The inner iteration process is to 

solve voltage variables at the load bus with the aggregation of air conditioners. The outer iteration 

process is for solving dynamics of generating units and air conditioners. An alternating method is 

adopted for the outer iteration process involving both differential and algebraic equations. The modified 

Euler algorithm is used for numerical integration. 
  



Energies 2015, 8 10829 

 

 

 

Figure 6. Solving process for power system dynamics. 

4. Case Studies 

4.1. Experimental Results of Decentralized Control Design 

We design an experiment to verify the effectiveness of the fuzzy rule based decentralized control  

for an air conditioner. The experiment was conducted in a winter season, when the air conditioner was 

operated in the heat pump mode. Except for the setting parameters, the control law is the same with 

that in summer. As shown in Figure B1 of Appendix B, the temperature rank membership functions in 

winter are different from those in summer. However, the relative humidity rank membership functions 

are the same with those in summer. The relative humidity influence rank membership functions are not 

same with those in summer, which are displayed in Figure B2 of Appendix B. Weights of temperature 

and relative humidity for three influence ranks are shown in Table 1. 

Table 1. Weight proportions. 

Weights 
Relative humidity influence ranks

Small Medium Large 

λ1 0.9 0.8 0.6 
λ2 0.1 0.2 0.4 

The test rig consists of an air conditioner, a power system state monitoring module, temperature and 

humidity sensors, data communication units, an infrared controller and a control desk, which is 

displayed in Figures 7 and 8. In the experiment, the power system state monitoring module is 

responsible for measuring frequency, voltage, and current at the node where the air conditioner plugs 

into the power system. Two sensors are used to sense indoor temperature and relative humidity, 

respectively. The measurement data are transmitted to the control desk through data communication 
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units. The infrared controller is the external agent for the air conditioner to regulate its temperature set 

point. A supervisory system runs in the control desk to make control decision and coordinate various 

modules, which was developed with LabVIEW. When the frequency deviates from the normal range, 

the control desk will determine the new temperature set point according to the control law in  

Section 2.2. The control signal then will be sent to the air conditioner via the infrared controller. 

In this experimental setup, the cost of temperature-humidity sensors and power system frequency 

meter are about 20 RMB Yuan (3.2 dollars) and 10 RMB Yuan (1.6 dollars), respectively. It is feasible 

to expect that the expense will be affordable for such a module to be equipped in an air conditioner or 

installed separately. 

 

Figure 7. Measurement, communication and control modules. 

 

Figure 8. Test rig. 
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As shown in Figure 9, a frequency signal is generated to emulate the typical characteristic curve  

of frequency dynamics caused by a power system disturbance. Assume that frequency initially keeps at 

its nominal value of 50 Hz and then a generation drop occurs at the 10-s instant. Driven by the 

imbalance between generation and load, frequency decreases from 50 Hz. After dropping to the lowest 

value, frequency recovers to a new steady state value. The frequency signal is fed into the test rig and 

sampled every 0.1 s to trigger the control flow. The experiment was conducted for 240 runs starting 

from various initial values of the indoor temperature that follow the uniform distribution between  

13 °C and 29 °C. The assumption of uniform distribution intends to generally cover more indoor 

conditions, and is not limited to certain specific situations. 

 

Figure 9. Frequency signal for experiment. 

In each experimental run, the air conditioner will be controlled in response to the frequency signal  

in accordance with the proposed control law. If the thermal comfort rank at the initial temperature 

value is among “very hot”, “hot” or “slightly hot”, the temperature set point will be adjusted to decrease. 

Consequently, the indoor temperature will decrease since the air conditioner intends to switch off. 

However, if the thermal comfort rank at the initial temperature value is among “very cold”, “cold” or 

“slightly cold”, the air conditioner will not respond to the frequency deviation. From results of the 240 

experimental runs, the distribution of various thermal comfort ranks is derived. As shown in Figure 10, 

the percentages of “very hot” and “hot” ranks decrease significantly, whereas the percentages of 

“comfortable” and “slightly hot” ranks increase most after control. However, the percentages of  

“very cold”, “cold” and “slightly cold” ranks change less. Table 2 lists the detailed percentage 

numbers. To summarize, the indoor temperature has a large probability to be moved to the rank of 

“comfortable” after control. The control design for the air conditioner has positive impact on the user’s 

thermal comfort. 
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Figure 10. Thermal comfort rank distribution. 

Table 2. Thermal comfort rank distribution. 

Thermal 
comfort ranks 

Very  
cold 

Cold 
Slightly 

cold 
Comfortable

Slightly 
hot 

Hot 
Very  
hot 

Before control 0.133 0.146 0.133 0.142 0.146 0.146 0.154 
After control 0.092 0.1625 0.150 0.296 0.2125 0.083 0.004 

4.2. Simulation Results of Test Power System 

To examine the control performance on multi-machine, multi-bus power system, simulations are 

conducted on the IEEE 9-bus test system. The test system consists of nine buses, three generating units 

and three loads. The single line diagram of the test system is displayed in Figure 11. Parameters of 

generating units are given in Table 3. Simulations are programmed and run in MATLAB. 

 

Figure 11. Single line diagram of the IEEE 9-bus test system. 

Table 3. Parameters of generating units. 

Parameters Values (s) Parameters Values(p. u.) 

TG 0.2 D 1 
TRH 7 R 0.05 
TCH 0.3 FHP 0.3 
M 10   
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Assume that a total of 10,000 air conditioners are aggregated at bus 8. Each air conditioner  

responds in accordance with the decentralized control law proposed in Section 2. The aggregation of 

air conditioners’ response is conducted on the basis of random sampling. The typical values of thermal 

parameters characterizing air-conditioned indoor space are given in Tables A1 and A2 of  

Appendix A. The parameters are randomly sampled, which follows the normal distribution  

(the parameters shown in Table A1) or uniform distribution (the parameters shown in Table A2). 

The power system is stable before the disturbance, with its frequency fluctuating very slightly from 

the nominal value of 50 Hz. At the 10-s instant, a generation drop occurs at bus 2, which is simulated 

by regulating the steam valve opening U: 

1 p. u.         0 10 s
( )

0.5 p. u.       10 s

t
U t

t

 
  

 (28)

Then, the system frequency drops down from its nominal value. To mitigate the frequency drop, 

reserve resources are activated from both the generation side and load side. In this study, air 

conditioners are the major reserve resource from the load side. When the power balance is rebuilt 

between generation and load around the 40-s instant, the system frequency reaches a new steady state. 

The participation of air conditioners improves the system frequency characteristics by lessening  

drop depth and lifting steady state, which is displayed in Table 4 and Figure 12. Six cases are studied 

representing various participation ratios of air conditioners, from zero (r = 0) to 50% (r = 0.5). The 

larger the ratio is, the more significant the improvement is. For instance, the lowest point of frequency 

drop, the nadir, is 49.49 Hz for the case of r = 0.3 while it is 49.31 Hz for the case of r = 0, i.e., no air 

conditioners participating. With the new steady state built, the frequency recovers to 49.71 Hz for the 

case of r = 0.3 compared with 49.59 Hz for the case of r = 0. 

Table 4. Frequency characteristics. 

Frequency (Hz) 
Ratio of air conditioning demand in load at bus 8 

r = 0 r = 0.1 r = 0.2 r = 0.3 r = 0.4 r = 0.5 

Lowest point  49.31 49.36 49.45 49.49 49.56 49.64 
Steady state 49.59 49.62 49.68 49.71 49.73 49.81 

As displayed in Figure 13, aggregated power demand of air conditioners decreases since it is fairly 

sensitive to the system frequency, which services to the power rebalance between generation and  

load after disturbance. For the case of r = 0.3, the aggregated power demand is around 30 MW before 

disturbance. After the disturbance occurs at the 10-s instant, it decreases sharply in response to the 

frequency drop. At the 40-s instant, the aggregated power demand levels off to around 18 MW. The 

contribution of air conditioners is estimated to be 12 MW (= 30 MW−18 MW), which is about 40% of 

its baseline demand before disturbance. 
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Figure 12. Frequency dynamics. 

 

Figure 13. The demand of air conditioners after the disturbance. 

As shown in Figure 14, generating units respond to the system frequency dynamics by regulating 

their mechanical power along with electrical power. Each unit is controlled locally to stabilize the rotor 

angle speed, with the regulation of its mechanical power contributing to compensate for the power 

imbalance caused by the disturbance. Mechanical power of the generating unit at bus 2 decreases 

because of the generation drop. Mechanical power of the unit at bus 1 (or bus 3) increases to 

compensate for the power deficit. The rebalance between mechanical power and electrical power is 

achieved at each generator bus around the 40-s instant when the frequency stabilizes to a steady state 

as shown in Figure 12. 
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Figure 14. Mechanical power and electrical power at generator buses 1, 2 and 3. 

5. Conclusions 

This paper proposes a strategy for air conditioners participating in power system frequency 

regulation. According to the decentralized control law proposed, each air conditioner will respond to 

the frequency deviation by regulating its temperature set point while maintaining the user’s thermal 

comfort. A fuzzy algorithm is used to evaluate user’s thermal comfort. The population of air 

conditioners is aggregated through the Monte Carlo simulation method. A structure preserving model 

for power system is adopted with characteristics of aggregated air conditioners being depicted 

correctly, which is solved by an inner-outer iteration algorithm. Experimental and simulation results 

verify the effectiveness and performance of the proposed strategy for air conditioners to actively 

participate in power system frequency control. 
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Appendix A. Thermodynamics Model for Air-Conditioned Space 

The thermodynamics model for an air conditioner and its conditioned space is described by  

Equation (9) in Section 2 as 


x = Ax + Bu

y Cx


 

The state variables are 
T[ ,  ,  ]ew in iwX X Xx  

where Xew is external wall temperature; Xin is indoor temperature; and Xiw is internal wall temperature. 

The input variables are 
T[ ,  ,  ,  ,  ]ext e w eq HVAC on off adj rX P P P m X   u  

where Xext is external temperature evolution; Pe-w is solar radiation on external wall faces; Peq is solar 

radiation which introduces through glazed surfaces plus internal load generation; PHVAC is a value 

associated with power supply; mon-off is a discrete variable which represents the operating state of the 

device (1 for ON and 0 for OFF); and Xadj-r is adjoining room temperature evolution. 

The output variable is 

inXy  

A, B and C are as follows: 

1 2 1
[ ] 0

( )

1 1 1 1 1 1
( )

1 2
0

cew

ew ew cew ew ew ew ew

in ew in ew iw gs in iw

iw iw iw iw

R

C R R R R R C

C R C R R R C R

C R C R

 
 

 
 

   
 
  
  

A  

1 1
0 0 0

( )

1 1 1
0 0

1
0 0 0 0

cew

ew cew ew ew cew ew

in gs in in

iw iw

R
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 
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  
 
 
 
  

B  

[0,  1,  0]C  

where Cew and Ciw are, respectively, thermal capacity of external walls and internal walls; Cin is indoor 

thermal capacity; Rcew is external convection resistance between external environment and external 

wall faces; Rew is half equivalent thermal resistance of external walls; Riw is half equivalent thermal 

resistance of the internal walls; and Rgs is equivalent thermal resistance of external glazed surfaces. 
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Table A1. Thermal parameters of air-conditioned indoor space. 

Parameters Expectation Variance 

Cew 1.875 MJ/°C 0.03 MJ/°C 
Cin 1.2 MJ/°C 0.03 MJ/°C 
Ciw 3.1 MJ/°C 0.05 MJ/°C 
Rgs 0.08 °C/W 0.0002 °C/W 
Riw 0.01 °C/W 0.00002 °C/W 
Rew 0.028 °C/W 0.00002 °C/W 
Rcew 0.005 °C/W 0.00002 °C/W 

Table A2. Input variables and state variables of air-conditioned space. 

Parameters Range (°C) Parameters Range (W) 

Xext [25,28] Peq [490,510] 
Xin [18,33] Pe-w [190,210] 
Xiw [20,30] PHVAC [2500,3000] 
Xew [24,27]   

Xadj-r [20,30]   

Appendix B. Thermal Membership Functions in Winter 

 

Figure B1. Temperature membership functions in winter. 
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Figure B2. Relative humidity influence membership functions in winter. 
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