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Abstract: This paper analyzes a price-taker hydro generating company which participates 

simultaneously in day-ahead energy and ancillary services markets. An approach for 

deriving marginal cost curves for energy and ancillary services is proposed, taking into 

consideration price uncertainty and opportunity cost of water, which can later be used to 

determine hourly bid curves. The proposed approach combines an hourly conditional 

value-at-risk, probability of occurrence of automatic generation control states and an 

opportunity cost of water to determine energy and ancillary services marginal cost curves. The 

proposed approach is in a linear constraint form and is easy to implement in optimization 

problems. A stochastic model of the hydro-economic river basin is presented, based on the 

actual Vinodol hydropower system in Croatia, with a complex three-dimensional relationship 

between the power produced, the discharged water, and the head of associated reservoir. 

Keywords: hydropower plant; opportunity cost; water shadow price; day-ahead market; 

risk-aversion; conditional value at risk; ancillary services 

 

1. Introduction 

This paper formulates a hydro-economic river basin model (HERBM) of a price-taking hydro 

generating company (GENCO, Zagreb, Croatia) which participates in a simultaneous energy and 

ancillary services day-ahead markets (DAMs) [1–5]. In order to successfully bid on a market, a hydro 
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GENCO first needs to determine energy and ancillary services marginal cost curves. Since the direct 

cost of energy generation for a hydro GENCO is virtually zero compared to a fossil fuel GENCOs, 

consequently creating a marginal cost curve is more complicated compared with finding a generation 

cost curve first derivative for a fossil fuel GENCO. This paper will tackle this problem, and propose 

easy to implement linear formulation in a form of a constraint. In this paper an opportunity cost of 

water is viewed as a marginal cost of water. The idea behind the opportunity cost of water is that 

generating one MWh in a given hour means not being able to generate one MWh in some future hour. 

Therefore, for a hydro GENCO, the foregone earnings from future generation constitute the 

opportunity cost of current energy generation. A similar study is done in [6] where a fixed head of a 

hydro power plant (HPP) is considered. In one of the fundamental works, a marginal cost of water is 

assumed to be constant over the planning horizon [7,8]. For a more realistic approach, a water shadow 

price should change over the planning horizon every time the reservoir capacity constraints are  

reached [9,10]. This was the case in this research. A lot of work has been done in a field of bidding 

curve optimization models and a review of these models can be found in [11], with some early works 

in [12–14]. 

Modeling of ancillary services is specifically addressed in this research using simple linear 

formulation where automatic generation control (AGC) state (ramp up, ramp down, no ramp) is 

considered as a random variable. Detailed ancillary services models are important in order to 

encourage competitiveness and introduction of new ancillary services providers which consequently 

results in higher penetration of renewable energy sources (RES) particularly wind [15–17]. 

In a short-term planning most of the parameters are usually considered as known and the  

resulting models are deterministic [18,19]. In this paper a stochastic short-term planning model is 

presented, which enables implementation of a risk measure. It is particularly convenient to use a 

conditional-value-at-risk (CVaR), a relatively new risk measure introduced in [20]. CVaR is a coherent 

measure of risk [21,22] which is important for the successful representation of real life occurring risks 

and for implementation in convex optimization problems [23]. This paper analyzes the price-taker 

hydro GENCO which participates simultaneously in energy and ancillary services DAMs. This paper 

contributes to the previous works [7–10] with the approach which combines innovative usage of the 

hourly CVaR, the probability of occurrence of AGC states and the opportunity cost of water to 

determine the energy and ancillary services marginal cost curves and consequently to determine a bid 

prices for energy and ancillary services. The proposed approach is in a linear constraint form and is 

easy to implement in optimization problems. 

Relationships between the head of the associated reservoir(s), the discharged water and the 

generated power is considered. Models describing these relationships are available in [24–29]. 

Therefore, in Section 2, the cascade hydropower system (HPS) is carefully modeled as HERBM using 

the mixed-integer linear programming (MILP) formulation. Afterword’s the ancillary services model is 

formulated and the risk-constrained approach for pricing energy and ancillary services is introduced. 

Section 3 presents and analyzes the results on the case of HPS Vinodol (Croatia) and in Section 4 

conclusions are given. 
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2. Problem Description and Formulation 

In this chapter, hourly water marginal costs are determined. The profit maximization objective 

function is formulated. Hourly CVaR as a risk measure is formulated. Ancillary services model is 

formulated with AGC state as a discrete random variable. Probability of occurrence of AGC states are 

later used as a rule for redistributing the water marginal cost along the energy, the regulation and the 

10 min spinning reserve. Afterwards the energy, regulation and 10 min spinning reserve marginal costs 

are used for determining an hourly bidding curves. 

2.1. Hydro Constraints 

The continuity equation of the hydro reservoirs is formulated as Equations (1) and (2). The variable 

defined after semicolon denotes the associated dual variable: ܺ(݅, ,ݐ ω) = ܺ(݅, ݐ − 1,ω) + ܯ ∙ ቎ܹ(݅, ,ݐ ω) +෍൛ݍ൫݆, ݐ − τ௜௝, ω൯ + ,൫݆ݏ ݐ − τ௜௝, ω൯ൟ௝∈௎  −൫ݍ(݅, ,ݐ ω) + ,݅)ݏ ,ݐ ω)൯൧ ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω 

(1)

ܺ(݅, ,ݐ ω) ≤ ܺ୫ୟ୶(݅) ; ,݅)௑ౣ౗౮ߢ ,ݐ ω) ܺ(݅, ,ݐ ω) ≥ ܺ୫୧୬(݅) ; ߭௑ౣ౟౤(݅, ,ݐ ω) ,݅)ݏ  ,ݐ ω) ≥ ୫୧୬ܤ ; ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ,ω ∈ Ω 

(2)

For unit consistency, it should be noted the time periods of 1 h are considered. The τ௜௝ is the time 

delay for water transportation between reservoirs i and j. 

2.2. Head Dependent Power Output 

The performance curves (Figure 1) are modeled through a piecewise linear formulation of a Hill 

chart [30]. Non-concavities are modeled through the use of binary variables. Figure 1a shows three-piece 

linear performance curves. 

Figure 1. (a) The three-dimensional unit performance curves; (b) The operating range of 

HPP when committed in energy and ancillary service markets. 

(a) (b) 
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The slope ρ is defined by HPP conversion capabilities (MWs/m3). The five performance curves are 

associated for the five water contents intervals. Activation of the corresponding performance curve is 

done by the approach presented in [31]. Unlike [32,33] the operation of HPP is not restricted to the 

local best efficiency points. Activation of the performance curves is modeled with Equations (3)–(6). 

The performance curves are activated according to the four binary variables	݀ଵ, ݀ଶ, ݀ଷ and ݀ସ in 

Equations (3)–(6) using the average value of stored water in certain time step t Equation (3) instead of 

using the final reservoir water content of the time step t [26]: 		ܺୟ୴୥(݅, ,ݐ ω) = ܺ(݅, ,ݐ ω) + ܺ(݅, ݐ − 1,ω)2 ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω		 (3)ܺୟ୴୥(݅, ,ݐ ω) ≥ ଵܺ(݅) ∙ [݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω)] + ܺଶ(݅) ∙ [݀ଶ(݅, ,ݐ ω)	–	݀ଷ(݅, ,ݐ ω)]	+ܺଷ(݅) ∙ [݀ଷ(݅, ,ݐ ω) −	݀ସ(݅, ,ݐ ω)] + ܺସ(݅) ∙ ݀ସ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω 
(4)ܺୟ୴୥ ≤ ܺ୫ୟ୶(݅) ∙ ݀ସ(݅, ,ݐ ω) +	 ଵܺ(݅) ∙ [ 1 – ݀ଵ(݅, ,ݐ ω)] + ܺଶ(݅) ∙ [݀ଵ(݅, ,ݐ ω) −	݀ଶ(݅, ,ݐ ω)] +ܺଷ(݅) ∙ [݀ଶ(݅, ,ݐ ω) − ݀ଷ(݅, ,ݐ ω)] + ܺସ(݅) ∙ [݀ଷ(݅, ,ݐ ω) − ݀ସ(݅, ,ݐ ω)] , ∀݅ ∈ ,ܫ 	ݐ∀ ∈ ܶ, ∀ω ∈ Ω 
(5)݀ଵ(݅, ,ݐ ω) ≥ ݀ଶ(݅, ,ݐ ω) ݀ଶ(݅, ,ݐ ω) ≥ ݀ଷ(݅, ,ݐ ω) ݀ଷ(݅, ,ݐ ω) ≥ ݀ସ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω 

(6)

Depending on the binary variables	݀ଵ, ݀ଶ, ݀ଷ and ݀ସ combination the corresponding performance 

curve will activate. For instance if the binary variables are set to 1, 0, 0, 0 the performance curve 

Equation (8) is activated, if the binary variables are 1, 1, 1, 0 then the curve Equation (10) is activated 

and, etc. Formulation of the performance curves is shown in Equations (7)–(13). ܲ(݅, ,ݐ ω) − ܲ0ଵ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	− ୫ܲୟ୶(݅) ∙ [݀ଵ(݅, ,ݐ ω) + ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≤ 0	ܲ(݅, ,ݐ ω) − ܲ0ଵ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	+ ୫ܲୟ୶(݅) ∙ [݀ଵ(݅, ,ݐ ω) + ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≥ 0, ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω

(7)

ܲ(݅, ,ݐ ω) − ܲ0ଶ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	− ୫ܲୟ୶(݅) ∙ [1 − ݀ଵ(݅, ,ݐ ω) + ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≤ 0	ܲ(݅, ,ݐ ω) − ܲ0ଶ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ,݅)ߩ ܾ)ଷ
௕ୀଵ 	+ ୫ܲୟ୶(݅) ∙ [1 − ݀ଵ(݅, ,ݐ ω) + ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≥ 0, ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω

(8)

ܲ(݅, ,ݐ ω) − ܲ0ଷ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	− ୫ܲୟ୶(݅) ∙ [2 − ݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≤ 0	ܲ(݅, ,ݐ ω) − ܲ0ଷ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	+ ୫ܲୟ୶(݅) ∙ [2 − ݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω) + ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≥ 0,	 

 ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀߱ ∈ Ω 

(9)
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 ܲ(݅, ,ݐ ω) − ܲ0ସ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ  

− ௠ܲ௔௫(݅) ∙ [3 − ݀ଵ(݅, ,ݐ ߱) − ݀ଶ(݅, ,ݐ ߱) − ݀ଷ(݅, ,ݐ ߱) + ݀ସ(݅, ,ݐ ߱)] ≤ 0	ܲ(݅, ,ݐ ω) − ܲ0ସ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	+ ୫ܲୟ୶(݅) ∙ [3 − ݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω) − ݀ଷ(݅, ,ݐ ω) + ݀ସ(݅, ,ݐ ω)] ≥ 0,	∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω

(10)

ܲ(݅, ,ݐ ω) − ܲ0ହ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ
௕ୀଵ 	

− ୫ܲୟ୶(݅) ∙ [4 − ݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω) − ݀ଷ(݅, ,ݐ ω) − ݀ସ(݅, ,ݐ ω)] ≤ 0	
ܲ(݅, ,ݐ ω) − ܲ0ହ(݅) ∙ ,݅)ݓ ,ݐ 0, ω) −෍ݍ௨(݅, ,ݐ ܾ, ω) ∙ ρ(݅, ܾ)ଷ

௕ୀଵ 	
+ ୫ܲୟ୶(݅) ∙ [4 − ݀ଵ(݅, ,ݐ ω) − ݀ଶ(݅, ,ݐ ω) − ݀ଷ(݅, ,ݐ ω) − ݀ସ(݅, ,ݐ ω)] ≥ 0,		∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω 

(11)

,݅)ݍ ,ݐ ܾ, ω) ≤ ܳ୫ୟ୶(݅, ܾ) ∙ ,݅)ݓ ,ݐ ܾ − 1ω) ݍ(݅, ,ݐ ܾ, ω) ≥ ܳ୫ୟ୶(݅, ܾ) ∙ ,݅)ݓ ,ݐ ܾ, ω), ∀ܾ ∈ ,ܤ ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω				 (12)

,݅)ݍ ,ݐ ω) = ෍ݍ(݅, ,ݐ ܾ, ω) + ܳ୫୧୬(݅) ∙ଷ
௕ୀଵ ,݅)ݓ ,ݐ 0, ω) (13)

2.3. Day-Ahead Market 

In this work the hydro GENCO participates in the simultaneous energy and ancillary service DAM. 

Markets are considered competitive enough to assume the analyzed GENCO is a price-taker. The  

10 min spinning reserve and regulation markets are considered as the ancillary service markets. In 

DAM considered here the independent system operator (ISO) will commit GENCOs in a similar way 

as ISO did in the vertically integrated structure using security constrained unit commitment (SCUC). 

Suppliers submit their bids to supply the forecasted daily inelastic demand and ISO uses the bid-in 

costs submitted by GENCOs for each generating unit (multi-part bids that reflect start-up costs, 

minimum generation costs, capacity offered, running costs, etc.) to minimize cost of operation and 

determine which units will be dispatched in how many hours and calculate the corresponding market 

clearing prices (MCPs) while the system security is retained The prices of energy and ancillary services 

are set at the shadow price of the market clearing constraints for the corresponding product and as a 

result, generating units are dispatched to maximize their profits given the prices of energy and ancillary 

services. Such market design is incentive for a competitive generator to select as a weakly dominating 

strategy bidding the actual generation cost and operation parameters. DAM market modeled here is 

assumed to be similar to New York DAM (New York Independent System Operator—NYISO) [34]. 
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2.4. Ancillary Services 

Besides participating in energy DAM, GENCO participates in the 10 min spinning reserve DAM 

and the regulation DAM. Ancillary services markets are country-dependent and a review of these 

markets designs is available in [35]. An HPP parameter important for modeling frequency regulation 

services is the maximum sustain ramp rate parameter (MSR [MW/min]) which defines how much unit 

can increase (MSR up) or decrease (MSR down) its output in time period of minute. The regulation 

and spinning reserve services are modeled based on the approach presented in [36], with the 

improvements Equations (16)–(21) regarding probability of occurrence of particular AGC state. When 

GENCO participates in the regulation DAM, the following AGC states may occur: 

• Regulation-up: HPP power output increases. GENCO earns on available regulation capacity ௥ܲ(ݐ, ω) priced at π௥(ݐ, ω) and on electricity produced for regulation service ܧ௥(ݐ, ω) priced at πୱ୮୭୲(ݐ, ω) in a time period t and a price scenario ω. Probability of being in this state is ݌୰୳୮(ݐ, ω). 
• Regulation-down: HPP power output decreases. GENCO earns on available regulation capacity ௥ܲ(ݐ, ω) priced at π௥(ݐ, ω), GENCO does not repay nor gets repaid for energy decreased priced 

at πୱ୮୭୲(ݐ, ω) in a time period t and a price scenario ω. Probability of being in this state is ݌௥ୢ୭୵୬(ݐ, ω). 
• No-regulation: There is no change in HPP power output. GENCO earns on available regulation 

capacity ௥ܲ(ݐ, ω) priced at π௥(t, ω) in a time period t and a price scenario ω. Probability of 
being in this state is 1 − ,ݐ)୰୳୮݌ ω) − ,ݐ)௥ୢ୭୵୬݌ ω). 

When GENCO commits in the 10 min spinning reserve DAM the following AGC states may occur: 

• Reserve-up: HPP power output increases. GENCO earns on 10 min spinning reserve capacity ௦ܲ(ݐ, ω) available for increase of power output priced at π௦(ݐ, ω) in time period t and price 

scenario ω. Also GENCO earns on electricity produced for spinning reserve service ܧ௦(ݐ) 
priced at πୱ୮୭୲(ݐ) in a time period t and a price scenario ω. Probability of being in this state is ୣୢ݌୪(ݐ, ω). 

• Reserve-neutral: There is no change in HPP power output. GENCO earns on 10 min spinning 

reserve capacity ௦ܲ(ݐ, ω) available for increase of power output priced at π௦(t, ω) in a time 

period t and a price scenario ω. Probability of being in this state is 1 − ,ݐ)୪ୣୢ݌ ω). 
The operating range of HPP when committed in the regulation and the 10 min spinning reserve 

DAM is defined with Equation (14) and is depicted in Figure 1b. A review of ancillary services models 

is available in [36–39]: ௘ܲ(݅, ,ݐ ω) ≤ ୫ܲୟ୶(݅) − ௥ܲ(݅, ,ݐ ω) − ௦ܲ(݅, ,ݐ ω) ; ௉ౣߢ ౗౮(݅, ,ݐ ω)	௘ܲ(݅, ,ݐ ω) ≥ ଴ܲ(݅) + ௥ܲ(݅, ,ݐ ω) ; ߭௉బ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (14)

For the regulation capacity ௥ܲ(݅, ,ݐ ω), the value indicates the ability to move both up and down and 

requires both headroom and footroom, while provision of the spinning reserve ௦ܲ(݅, ,ݐ ω) requires 

headroom but not footroom, meaning HPP cannot provide energy at its maximum output level but can 

run at minimum output level. Practical implementation of Equation (14) is shown in Equation (15) and 

is depicted in Figure 1: 
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 ௘ܲ(݅, ,ݐ ω) ≤ ୫ܲୟ୶(݅) + ∆ଵ(݅) ∙ (݀ଵ(݅, ,ݐ ω) − 1)+∆ଶ(݅) ∙ (݀ଶ(݅, ,ݐ ω) − 1) + ∆ଷ(݅) ∙ (݀ଷ(݅, ,ݐ ω) − 1)+∆ସ(݅) ∙ (݀ସ(݅, ,ݐ ω) − 1)) − ௥ܲ(݅, ,ݐ ω) − ௦ܲ(݅, ,ݐ ω)	௘ܲ(݅, ,ݐ ω) ≥ ܲ0ହ(݅) + δଵ(݅) ∙ (݀ଵ(݅, ,ݐ ω) − 1)	+δଶ(݅) ∙ (݀ଶ(݅, ,ݐ ω) − 1) + δଷ(݅) ∙ (݀ଷ(݅, ,ݐ ω) − 1)+	δସ(݅) ∙ (݀ସ(݅, ,ݐ ω) − 1) + ௥ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω  

(15)

Expected electricity produced when committed in the simultaneous energy, regulation and spinning 

reserve DAM in a time period t and a price scenario ω Equation (16). ۳[ܧ(݅, ,ݐ ω)] = ,݅)௘ܧ ,ݐ ω) + ,݅)௥ܧ ,ݐ ω) + ,݅)௦ܧ ,ݐ ω) = ௘ܲ(݅) + ቀ݌୰୳୮(ݐ, ω) − ,ݐ)௥ୢ୭୵୬݌ ω)ቁ ∙ ௥ܲ(݅, ,ݐ ω) +ୣୢ݌୪(ݐ, ω) ∙ ௦ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω 
(16)

Multiplying the ancillary service capacities ௥ܲ(݅, ,ݐ ω)  and ௦ܲ(݅, ,ݐ ω)  with the probabilities ୣୢ݌୪(ݐ, ω), ,ݐ)୰୳୮݌ ω) and ݌௥ୢ୭୵୬(ݐ, ω) defines the energy produced for particular ancillary service in a 

time step t and a price scenario ω Equations (18)–(20). 

The probability matrix pAGC (17) of size ℝ்ౣ ౗౮ × ℝஐౣ౗౮ represents the probability of occurrence of 

the particular automatic generation control (AGC) state the Regulation-up state the Regulation-down 

state and the Reserve-up state for ∀ݐ ∈ ܶ and ∀ω ∈ Ω. The matrix can be obtained statistically by a 

GENCO who has a history on offering ancillary services, whether they are committed obligatory, 

bilaterally or on the auction market, since this matrix is solely defined by technical features of frequency 

regulation zone: 

୅ୋେ݌ = ۈۉ
ۇ (1,1)݌ ⋯ (ω,1)݌ ⋯ ,1)݌ Ω୫ୟ୶)⋮ ⋱ ⋮ ⋱ ,ݐ)݌⋮ 1) ⋯ ,ݐ)݌ ω) ⋯ ,ݐ)݌ Ω୫ୟ୶)⋮ ⋱ ⋮ ⋱ )݌⋮ ୫ܶୟ୶, 1) ⋯ )݌ ୫ܶୟ୶, ω) ⋯ )݌ ୫ܶୟ୶, Ω୫ୟ୶)ۋی

,	ۊ ∀AGC ∈ ,݌ݑݎ} ,݊ݓ݋݀ݎ ݈݀݁} (17)

Electricity produced for the energy market Equation (18): 	ܧ௘(݅, ,ݐ ω) = ௘ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (18)

Electricity produced for the regulation service Equation (19): ܧ௥(݅, ,ݐ ω) = ቀ݌୰୳୮(ݐ, ω) − ,ݐ)௥ୢ୭୵୬݌ ω)ቁ ∙ ௥ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (19)

Electricity produced for the spinning reserve service Equation (20): ܧ௦(݅, ,ݐ ω) = ,ݐ)୪ୣୢ݌ ω) ∙ ௦ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (20)

Expected electricity produced is equal to the performance curve Equations (3)–(12) in all time 

intervals Equation (21): ۳[ܧ(݅, ,ݐ ω)] = ܲ(݅, ,ݐ ω), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (21)

Ramp rate limits Equation (22): ܲ(݅, ,ݐ ω) − ܲ(݅, ݐ − 1, ω) ≤ ܷܲ(݅) ܲ(݅, ݐ − 1,ω) − ܲ(݅, ,ݐ ω) ≤ ,(݅)ܴܦ ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω  
(22)
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The maximum regulation capacity that can be offered is calculated as the MSR times five min 

Equation (23). The 10 min spinning capacity is defined as the MSR times ten min Equation (24). 0 ≤ ௥ܲ(݅, ,ݐ ω) ≤ 5 × MSR(݅), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (23)0 ≤ ௦ܲ(݅, ,ݐ ω) ≤ 10 × MSR(݅), ∀݅ ∈ ,ܫ ݐ∀ ∈ ܶ, ∀ω ∈ Ω (24)

2.5. Random Variable: Energy and Ancillary Services MCPs 

The set Ω will represent future states of knowledge, and the single element ω will define a one 

future state, meaning	ω ∈ Ω. The set Ω will have a mathematical structure of probability space with 

probability measure p for comparing the likelihood of the future states	߱.  

The discrete random variable π as shown in Equation (25) will represent random daily price series, 

and is defined with Π ∶ Ω → ܣ where ,ܣ ⊆ ℝ்ౣ ౗౮, since probability won’t be defined on each element 

of ℝ்ౣ ౗౮ vector space. 

The probability of particular daily price scenario of market m Π୫(ω) ∈ is defined as Equation (26): Π௠ ܣ = ൬π(1) ⋯ π(ω) ⋯ π( Ω୫ୟ୶)(1)݌ ⋯ (ω)݌ ⋯ )݌ Ω୫ୟ୶)൰ , ∀݉ ∈ {݁, ,ݎ ,ݏ spot}	 
where, ൛ω ∈ Ω ∶ Π௠(ω) = ൫π(1), … , π(ݐ), … , π( ୫ܶୟ୶)൯ൟ, ∀݉ ∈ {݁, ,ݎ ,ݏ spot} (25)

{ (ω)} (ω : (ω) ) (ω), { , , ,spot}m mp P A p m e r sΠ = ∈Ω Π ∈ = ∀ ∈  (26)

Finite number of future states are observed, ω∈Ω ⊆  . The random variable Equation (25) is 

defined for energy and ancillary service DAM. Moreover, it can be shown that the distribution of 
hourly prices is approximately lognormal [33]. Thus resulting random variable mΠ  is defined for the 

each time step t separately Equation (27): Π௠ = ൬π(ݐ, 1) ⋯ π(ݐ, ω) ⋯ π( ,ݐ Ω୫ୟ୶)ݐ)݌, 1) ⋯ ,ݐ)݌ ω) ⋯ )݌ ,ݐ Ω୫ୟ୶)൰ , ∀݉ ∈ {݁, ,ݎ ,ݏ spot} (27)

2.6. Risk Measure 

An easy way to incorporate a risk into linear model is to use CVaR [16] as a measure of risk.  

β-CVaR is defined as an average loss of a 1-β worst scenarios, thus called tail loss (Figure 2a).  

α-CVaR (Figure 2b) is an average profit in worst 1-α (i.e., 15%) scenarios and α-VaR is minimal profit 

which GENCO can expect in rest α (i.e., 85%) scenarios. 

Figure 2. The hypothetical probability density function (PDF) of a (a) loss; (b) profit. 

(a) (b) 
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CVaR is a coherent measure of risk, meaning CVaR has properties of convexity, monotonicity, 

closedness, positive homogeneity, subadditivity and translation invariance [20–23]. In the next section 

α-VaR and α-CVaR are formulated using the profit PDF as depicted in Figure 2b. 

Both α-VaR and α-CVaR can be calculated by solving an elementary optimization problem of 

convex type in one dimension. For this purpose the special function Equation (28) is formulated: 

,஑(Variablesܨ ζ) = ζ − 11 − α ෍ (ω)݌ ∙ ൥ζ −෍Proϐit(ݐ, ω)்
௧ୀଵ ൩ାஐౣ౗౮

னୀଵ  

where, [ζ − ∑ Proϐit(ݐ, ω)௧்ୀଵ ]ା = max{0, ζ − ∑ Proϐit(ݐ, ω)௧்ୀଵ }	 (28)

When maximizing Equation (29) over all variables defined in the model, Equations (30) and (31)  

are obtained: max(୚ୟ୰୧ୟୠ୪ୣୱ,஖)∈ ℝొ౥.౥౜ ౬౗౨×ℝ ,஑(Variablesܨ ζ)  (29)α-CVaR = ,∗஑(Variablesܨ ζ∗) (30)α-VaR = ζ∗	 (31)

where the Variables  denotes all the variables defined in nomenclature. The variable ζ  is shown 

separately only to point out its importance. In Equations (28)–(31) a risk measure is expressed as a 

daily value. 

Generally, when the daily CVaR is used, the risk will average out throughout the day, and this is not 

desirable as, especially in a case of a major contingency in particular hour this can result in 

unpredictable values of the daily CVaR. Consequently, the hourly α-VaR(t) and the hourly α-CVaR(t) 

are formulated using the hourly special function ܨ஑(Variables௧, ζ(ݐ))  over all (Variables௧, ζ(ݐ)) ∈	ℝ୒୭.୭୤	୴ୟ୰	୧୬	ୱ୲ୣ୮	௧ × ℝ. 

Since objective function is already defined, the special function is thus brought in the optimization 

problem in a form of the constraint Equation (32): ܨఈ(ܸܽݏ݈ܾ݁ܽ݅ݎ௧, ((ݐ)ߞ ≥ (ݐ)ܴܸܽܥ݊݅݉ ݐ∀ ∈ ܶ (32)

where the ܸܽݏ݈ܾ݁ܽ݅ݎ௧ denotes all the variables defined in nomenclature in a time step t. The variable ζ(ݐ) is the hourly value. 

When implementing the constraint Equation (32), the risk is “shaped” using the profit tolerance minCVaR(ݐ)	∀ݐ ∈ ܶ. When the set of profit tolerances minCVaR(݊, ,(ݐ ∀݊ ∈ ܰ	 is introduced in the 

optimization model and the requirement Equation (33) is valid, then Equations (34)–(36) is used to 

shape the risk with CVaR (Figure 3): minCVaR(݊ − 1, (ݐ < minCVaR(݊, (ݐ < minCVaR(݊ + 1, (ݐ ݐ∀ ∈ ܶ, ∀݊ ∈ ܰ (33)

The linear formulation of Equation (32), defined using indexed assignment is used in the model 

Equations (34)–(36): ݐ)ߟ, ω) ≥ 0 ݐ∀ ∈ ܶ, ∀ω ∈ Ω (34)η(ݐ, ω) ≥ Proϐit(ݐ, ω) − ζ(ݐ) ݐ∀ ∈ ܶ, ∀ω ∈ Ω (35)
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ζ(ݐ) − 11 − α ෍ (ω)݌ ∙ η(ݐ, ω)ஐౣ౗౮
னୀଵ ≥ minCVaR(݊, ݐ∀(ݐ ∈ ܶ (36)

Figure 3. Algorithm for risk-shaping with CVaR. 

 

2.7. Objective Function 

GENCO’s objective function is maximal expected profit (37). GENCO can justify optimization of 

the expected profit by the law of large numbers because it gives an optimal decision on average. 

However, because of the variability of the input data, the average of the first few results may be very 

bad and it does not help that the decisions were optimal on average. For these reasons, quantitative 

models of risk and risk aversion are needed. 

GENCO’s profit in a time step t of a price scenario ω (37): Proϐit(ݐ, ω) =෍[Π௘(ݐ, ω) ∙ ,݅)௘ܧ ,ݐ ω) + Πୱ୮୭୲(ݐ, ω) ∙ ,݅)௥ܧ ,ݐ ω) + Π௥(ݐ, ω) ∙ ௥ܲ(݅, ,ݐ ω)௜∈ூ 	+Πୱ୮୭୲(ݐ, ω) ∙ ,݅)௦ܧ ,ݐ ω) + Π௦(ݐ, ω) ∙ ௦ܲ(݅, ,ݐ ω)] (37)

Objective function is an expected profit of the planning horizon ୫ܶୟ୶ Equation (38): 

Proϐit = ෍ (ω)݌ ∙෍Proϐit(ݐ, ω)்
௧ୀଵ

ஐ
னୀଵ  (38)

2.8. Pricing of Energy and Ancillary Services 

Shadow prices of the HERBM constrains are analyzed Equation (39). Shadow price represents 

change per unit of constraint, in the objective value of the optimal solution, i.e., marginal utility when 

relaxing constraints by a unit value or marginal cost when strengthening a constraint: (ߢ௑ౣ౗౮(݅, ,ݐ ω), ߭௑ౣ౟౤(݅, ,ݐ ω); ௉ౣߢ ౗౮(݅, ,ݐ ω), ߭௉బ(݅, ,ݐ ω); ψ(݅, ,ݐ ω), λ(݅, ω)) (39)

The shadow prices Equation (40) are paired with the parameter unit change Equation (40) of the 

right-hand side (r.h.s.) of the constraints Equations (2), (14) and (42): (Δܺ୫ୟ୶(݅, ,ݐ ω), −Δܺ୫୧୬(݅, ,ݐ ω); Δ ୫ܲୟ୶(݅, ,ݐ ω), −Δ ଴ܲ(݅, ,ݐ ω); Δܹ(݅, ,ݐ ω), Δߞ(݅, ω))	 (40)

The Shadow price of used water Equation (41): 

 

(ݐ)ߞ − 11 − ߙ ෍ (߱)݌ ∙ ,ݐ)ߟ ߱)Ω݉ܽݔ
߱=1 ≥ ,݊)ܴܸܽܥ݊݅݉ (ݐ ݐ∀ ∈ ܶ (36)

Initialize:  ܴܸ݉݅݊ܽܥ(݊, (ݐ ,ݐ∀ ∀݊ 

n = 1 

݊ ≤ ݔܽ݉ܰ
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 ψ(݅, ,ݐ ω) = λ(݅, ω) + ,݅)௑ౣ౗౮ߢ ,ݐ ω) − ߭௑ౣ౟౤(݅, ,ݐ ω) (41)

The shadow price of used water ψ(݅, ,ݐ ω) can also be represented by a change in the objective 

value, per unit change of the reservoir i water inflow Δܹ(݅, ,ݐ ω) in a time step t and a scenario ω. 

Then the amount of Δܹ(݅, ,ݐ ω) won’t be available in the other hours of scenario ω [9]. In order to 

determine the marginal cost of water, the standard profit-maximizing operation problem needs to be 

formulated [9,10] thus Equation (42): 

෍൫ݍ(݅, ,ݐ ω) −ܹ(݅, ,ݐ ω)൯ ≤ 0 ; ,݅)ߣ ω)்ౣ ౗౮
௧ୀଵ  (42)

Since the water shadow price ψ(݅, ,ݐ ω) is in ( $୫య) it needs to be converted in ($/MWh). In order to 

do that conversion, coefficient ρିଵ(݅, ,ݐ ω) is formulated to evaluate energy potential of the reservoir i 

in a time step t and a price scenario ω. After simulation is ended Equation (43) is obtained: ρିଵ(݅, ,ݐ ω) = ܯ ∙ ,݅)ݍ ,ݐ ω)ܲ(݅, ,ݐ ω) (43)

The pairs Equations (44)–(46) are obtained for every time step t and a price scenario ω. The available 

water is redistributed according to rule Equation (16) consequently the energy is priced as Equation (44), 

the regulation as Equation (45) and the 10 min spinning reserve as Equation (46) for every time step t and 

the scenario ω. Afterword’s for the each time step t pairs Equations (44)–(46) are ordered in ascending 

order according to the prices of the set Ω (Figure 4): ൬ ௘ܲ(݅, ,ݐ ω), 1 − ,݅)୪ୣୢ݌ ,ݐ ω) − ቀ݌୰୳୮(݅, ,ݐ ω) − ,݅)௥ୢ୭୵୬݌ ,ݐ ω)ቁ ∙ ρିଵ(݅, ,ݐ ω) ∙ ψ(݅, ,ݐ ω)൰ (44)൬	 ௥ܲ(݅, ,ݐ ω), ቀ݌୰୳୮(݅, ,ݐ ω) − ,݅)௥ୢ୭୵୬݌ ,ݐ ω)ቁ ∙ ρିଵ(݅, ,ݐ ω) ∙ ψ(݅, ,ݐ ω)൰ (45)൫	 ௦ܲ(݅, ,ݐ ω), ,݅)୪ୣୢ݌ ,ݐ ω) ∙ ρିଵ(݅, ,ݐ ω) ∙ ψ(݅, ,ݐ ω)൯ (46)

Water shadow price of one additional (mଷ) of water in particular hour, and one (mଷ) reduced from 

all other hours, as said represents marginal cost of producing one more (mଷ) or (MWh) so it is 

particularly convenient to use for creating a bid curve. An ancillary service DAM is another 

opportunity for GENCO to increase profit and it generates additional opportunity costs which are 

reflected as an increase of water shadow prices. 

Figure 4. Hypothetical bid curve for 10 min spinning reserve DAM of hour t. 

 

The approach for pricing energy and ancillary services is depicted on Figure 5 using flow diagram 

form to indicate necessary steps of the approach with reference indicating the mathematical 

expressions used to accomplish each step. The model is defined as a MILP problem using indexed 

൫	 ,݅)ݏܲ ,ݐ ω), del݌ (݅, ,ݐ ω) ∙ ρ−1(݅, ,ݐ ω) ∙ ψ(݅, ,ݐ ω)൯



Energies 2014, 7 2328 

 

assignments. The presented results were obtained on 3.4 GHz based processor with 8 GB RAM using 

CPLEX (International Business Machines Corporation, New York, NY, USA) under General 

Algebraic Modeling System (GAMS) [40]. However, in general terms, using the dual information 

from a mixed integer programming problem may not capture all the terms in the problem related to the 

binary variables. The Case Study in this research is considered fairly accurate, since optimality 

tolerance is set to 0%. This means that the solver will stop when it finds a feasible integer solution 

within 0% of the global optimum. 

Figure 5. The approach for pricing energy and ancillary services. 

ۈۉ
ۇ ,૚)࢚࢏ࢌ࢕࢘ࡼ ૚) ⋯ (࣓,૚)࢚࢏ࢌ࢕࢘ࡼ ⋯ ⋮(࢞ࢇ࢓૚,ષ)࢚࢏ࢌ࢕࢘ࡼ ⋱ ⋮ ⋱ ,࢚)࢚࢏ࢌ࢕࢘ࡼ⋮ ૚) ⋯ (࣓,࢚)࢚࢏ࢌ࢕࢘ࡼ ⋯ ,࢚)࢚࢏ࢌ࢕࢘ࡼ ષ࢞ࢇ࢓)⋮ ⋱ ⋮ ⋱ ,࢞ࢇ࢓ࢀ)࢚࢏ࢌ࢕࢘ࡼ⋮ ૚) ⋯ (࣓,࢞ࢇ࢓ࢀ)࢚࢏ࢌ࢕࢘ࡼ ⋯ ,࢞ࢇ࢓ࢀ)࢚࢏ࢌ࢕࢘ࡼ ષۋی(࢞ࢇ࢓

ۊ
 

ݐ∀	 ∈ ܶ, ∀߱ ∈ Ω

ݐ∀ ∈ ܶ, ∀߱ ∈ Ω

ݐ∀ ∈ ܶΩ  

3. Example and Results 

For the needs of this research HPS Vinodol (Croatia) is modeled, which consists of: four reservoirs, 

one pump station (PS), two pump storage hydropower plants (PSP) and one HPP (Table 1) (Figure 6). 

Real HPS Vinodol is already used for frequency regulation ancillary services. Price-taker model is 

considered reasonably accurate since of relatively small size of HPS Vinodol compared to other 

participants on DAM assumed in this research. 
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Table 1. HPS Vinodol facilities parameters. 

Reservoir Xmax (m
3) W (m3/s) Power Plant Qmax (MW) Pmax (MW) 

Križ 0.06 × 106 3 PS Križ 1.1 0.34 
Lokve 34.8 × 106 3 PSP Fužine 10/9 4.6/4.8 
Bajer 1.32 × 106 3 HPP Vinodol 18.6 94.5 

Lepenica 4.26 × 106 3 PSP Lepenica 6.2/5.3 1.14/1.25 

Figure 6. HPS Vinodol. 

 

The prices are formulated according to Equation (27) where values are normally distributed.  

Mean and standard deviation of prices in each time step t are statistically obtained according to 

Equations (47) and (48): 

μ(ݐ) = 1ܳ୫ୟ୶ ෍ π(ݐ, ω)ஐౣ౗౮
னୀଵ  (47) 

σ(ݐ) = ඩ 1Ω୫ୟ୶ ෍ ൫π(ݐ, ω) − μ(ݐ)൯ଶஐౣ౗౮
னୀଵ  (48) 

The energy and ancillary services prices are obtained from New York DAM [34], from 3 January 

2011 to 5 December 2011 (337 days are observed) and descriptive statistics are calculated (Table 2). 

Using pseudo-random number sampling and obtained descriptive statistics ten price scenarios  

(Ω୫ୟ୶ = 10) are generated for each hour (Figure 7). The probability of occurrence ݐ)݌, ω) of the each 

scenario ω in the hour t is 1/Ω୫ୟ୶. 

Observed GENCO owns HPS Vinodol. For clarity and computational effectiveness HPP Vinodol 

profit is maximized while rest of HPS is used for that objective. There is no significant lose in 

accuracy when having in mind that in GENCO’s profit, HPP Vinodol profit participates with 95% or 
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more. Probabilities are considered stationary, ݌௘ is 100%, ୣୢ݌୪ is 3%, ݌୰୳୮	and 	݌௥ୢ୭୵୬	are 40% and 

35% respectively [35]. The confidence level α	 is set to 0.85. Having in mind ancillary services 

requirements [41,42] and the HPP Vinodol ramp rate limits (Table 3) the problem is considered 

sufficiently accurate. The ramp rate limits of HPP Vinodol are as follows; MSR(up) is 255.15 MW/min, 

MSR(down) is 340.2 MW/min, ramping capabilities UR and DR between hours is 94.2 MW/h. The 

profit tolerances are minCVaR(1, (ݐ = 0 , minCVaR(2, (ݐ = 400 , minCVaR(3, (ݐ = 800,  and minCVaR(4, (ݐ = 1380 for every t. 

Table 2. Descriptive statistics of NYISO prices in ($/MWh). 

h 
Energy Regulation 10-min 

h 
Energy Regulation 10-min ૄ ો ૄ ો ૄ ો ૄ ો ૄ ો ૄ ો 

1 39.8 13.0 9.4 3.0 4.8 0.3 13 64.6 26.6 9.8 0.8 8.9 2.2 
2 36.2 11.4 5.3 0.6 4.7 0.5 14 66.0 31.0 10.9 0.7 10.2 2.0 
3 34.6 10.9 5.3 0.4 4.2 0.4 15 67.6 33.2 10.4 1.6 11.2 2.5 
4 34.5 10.8 4.8 0.4 4.7 0.4 16 68.4 34.6 11.0 1.7 10.4 2.3 
5 36.5 10.4 8.9 2.9 4.5 0.4 17 67.2 30.6 12.9 2.3 13.9 2.6 
6 41.5 11.7 18.1 6.9 4.6 0.5 18 68.1 27.8 11.3 2.1 10.1 2.6 
7 48.2 15.9 13.1 4.7 6.1 1.1 19 67.4 24.8 10.8 2.4 9.7 2.1 
8 52.5 17.8 12.1 3.1 8.9 0.7 20 64.1 21.7 10.3 0.8 9.6 1.1 
9 55.6 17.8 13.3 3.2 9.0 0.4 21 58.2 20.1 10.4 1.2 10.1 1.2 
10 59.2 19.5 10.0 0.0 8.5 0.4 22 51.5 17.5 11.4 1.1 11.0 1.1 
11 61.7 21.5 10.0 0.1 9.4 0.6 23 46.1 14.9 10.7 1.6 6.4 1.3 
12 62.8 22.9 11.1 1.0 9.9 1.1 24 43.7 14.5 10.3 1.8 5.0 0.0 

Figure 7. Randomly generated daily price scenarios for the energy DAM. 

 

Table 3. Daily profit and daily risk measures α-CVaR and α-VaR for confidence level ߙ = 0,85 expressed in dependence of hourly α-CVaR(t). 

α-CVaR(t) Profit α-CVaR α-VaR 

0 98,193 0 0 
400 97,838 9,600 14,400 
800 98,162 19,100 28,500 

1,380 96,959 33,120 44,037 
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The perfectly inelastic (vertical) energy marginal cost curves here considered as bid curves are 

obtained for the ordinate values 38 MWh and 57 MWh (Figure 8). For the price threshold $0 and 

$1380 the mean shadow prices are $1.9 and $2.4, respectively. This means reducing risk costs, and 

these costs can be determined. 

Figure 8. The marginal cost curves for energy production for profit tolerances  

(a) 	minCVaR(1, (ݐ = 0	 ; (b) 	minCVaR(2, (ݐ = 400 ; (c) 	minCVaR(3, (ݐ = 800	 ;  

(d) 	minCVaR(4, (ݐ = 1380	. 
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Figure 8. Cont. 

(c) 

(d) 

For the regulation DAM (Figure 9), the perfectly inelastic bid curves are obtained for 18 MW  

and 37 MW and at the same points all other bid curves are ending, reason for this is regulation 

headroom and footroom. For the price threshold $0 and $1’380 the mean shadow prices are $0.11 and 

$0.135, respectively. 

For spinning reserve DAM (Figure 10), most of the bid curves are perfectly inelastic and located 

around 38 MW. Optimization showed that GENCO should seek to bid certain amount of capacity. 

When the price threshold increases from $0 to $1380 the mean spinning reserve prices are $0.065 and 

$0.075, respectively. 

The water shadow prices have relatively low deviation compared to DAM prices and in this 

research use of the simplified approach with the constant water shadow prices over the planning 

horizon is justified. The hourly water shadow prices also have relatively low mean value which is a 

result of having more than enough water with relative relationships maintained so conclusions can be 
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given (e.g., ratio between energy and ancillary services bid prices is similar to the ratio between energy 

and ancillary services DAM prices). The results were not obtained for lesser amount of water to avoid 

long computation time. Further bid curve analysis is omitted in this work since its slope, ordinate and 

aspics position is highly determined by input parameters. 

Figure 9. The marginal cost curves for regulation for the profit tolerances for  

(a) 	minCVaR(ݐ) = 0	 ; (b) 	minCVaR(ݐ) = 400	 ; (c) 	minCVaR(ݐ) = 800	 ;  

(d) 	minCVaR(ݐ) = 1380	. 

 

(a) 

(b) 

  

0.1

0.105

0.11

0.115

0.12

0.125

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

($
/M

W
h)

(MWh)

1h 2h 3h 4h 5h 6h 7h 8h 9h 10h 11h 12h
13h 14h 15h 16h 17h 18h 19h 20h 21h 22h 23h 24h

0.1

0.105

0.11

0.115

0.12

0.125

0.13

0.135

0.14

0.145

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

($
/M

W
h

)

(MWh)



Energies 2014, 7 2334 

 

Figure 9. Cont. 

(c) 

(d) 

When the function is nonincreasing in some intervals two period moving average approach is used 

for determining the nondecreasing function as depicted on Figure 11. Also, it is assumed the bid curve 

is perfectly inelastic in last point as depicted on Figure 11 (red line). Thus, GENCO can create 

perfectly inelastic bid curve consisting of energy bided marginal cost of producing energy or ancillary 

(Figure 12). 

As the profit tolerance rises from $0 to $1380 for the each hour (Table 3), the profit decreases from 

$98,193 to $96,959, daily α-VaR increases from $0 to $44,037 and daily α-CVaR increases from $0 to 

$33120. In other words, when GENCO decides the average hourly profit of 15% worst scenarios 

should be at least $1380 then GENCO can expect daily profit of $33120 in 15% worst scenarios, the 

minimal daily profit GENCO can expect with the confidence of 85% is $44,037, and the average profit 

GENCO can expect is $96,959. 

0.1

0.105

0.11

0.115

0.12

0.125

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

($
/M

W
h

)

(MWh)

0.1

0.11

0.12

0.13

0.14

0.15

0.16

17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

($
/M

W
h)

(MWh)



Energies 2014, 7 2335 

 

Figure 10. The marginal cost curves for spinning reserve for the profit tolerances  

(a) 	minCVaR(ݐ) = 0	 ; (b) 	minCVaR(ݐ) = 400	 ; (c) 	minCVaR(ݐ) = 800	 ;  

(d) 	minCVaR(ݐ) = 1380	. 
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Figure 10. Cont. 

(d) 

Figure 11. Creating nondecreasing bid curve from inapplicable shadow price curve. 

 

Figure 12. The perfectly inelastic energy bid curves for (a) minCVaR(ݐ) = 0	 ;  

(b) minCVaR(ݐ) = 1380	based on results shown in Figure 8. 
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The obtained results confirm a risk aversion principle, generally GENCO should avoid hours with 

high price deviation as can be seen for the 13-th and 15-th hour in Figure 12. In this case study 

GENCO should seek certainty even at cost of reducing its profit. The results obtained using normal 

PDF for representing DAM prices confirm risk aversion principle, but for higher exactness lognormal 

probability distribution should be used to the pronounce benefits of this approach. 

4. Conclusions 

The approach presented in this work assesses the problem which the price-taker hydro generating 

company faces when participating in the simultaneous day-ahead energy and ancillary services 

markets and which results in the risk-constrained approach for pricing energy and ancillary services. 

The results of this case study justify the use of a simplified approach where water shadow price was 

considered constant over planning horizon. It was also shown that perfectly inelastic bid curves are 

appropriate for a price-taker hydro generating company. It was shown that reducing risk of financial 

losses costs, and that these cost can be easily measured.  

Since the research was done on relatively small number of scenarios, further work should be done 

to implement computational efficient algorithms which will tackle dimensionality issue and improve 

computational time. For higher exactness lognormal probability distribution should be used which will 

pronounce benefits of this risk-constrained approach. 
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Nomenclature: 

Sets 

T Set of indices of the steps of the optimization period, planning horizon,  ܶ = {1, 2, … , ୫ܶୟ୶}, ݐ ∈ ܶ, ୫ܶୟ୶ ∈ ܰ 

I Set of indices of the reservoirs/plants,  

I = {“Križ”, “Lokve”, “Lepenica”, “Bajer”}, i∈I. 

J Set of indices of the perf. curves J = {1-high lvl., 2-middle lvl.,  

3-low lvl.}, j∈J. 
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Ui Set of upstream reservoirs of plant i. 

B Set of indices of the blocks of the piecewise linearization of the unit performance 

curve B = {1, 2, 3}, b∈B. 

Ω Set of indices representing future states of knowledge, it is a set of scenarios that 

can occur, Ω = {1, 2, … , Ω୫ୟ୶}, ߱ ∈ Ω, Ω୫ୟ୶ ∈ ℕ. 

N Set of indices of the profit tolerances N = {1, 2, …, Nmax}, n∈N. 

Parameters 

M Conversion factor equal to 3600 (m3·s·m−3·h−1). ܺ୫ୟ୶(݅) Maximal content of the reservoir i (m3). ௟ܺ(݅) l-th discrete level of the content of the reservoir i, ݈ ∈ {1,2,3,4} (m3). ܺ୫୧୬(݅) Minimal content of the reservoir i (m3). ܺ(݅, 0) Initial water content of the reservoir i (m3). ܺ(݅, 24) Final water content of the reservoir i (m3). ܹ(݅, ,ݐ ω) Forecasted natural water inflow of the reservoir i in time step t and scenario  

ω (m3/s). 
Πୱ୮୭୲(ݐ, ω) Forecasted price of real-time electricity market in time step t and scenario  

ω ($/MWh). 

Π௘(ݐ, ω) Forecasted price of day ahead electricity market in time step t and scenario  

ω ($/MWh). Π௥(ݐ, ω) Forecasted price of day ahead regulation market in time step t and scenario  
ω ($/MWh). 

Π௦(ݐ, ω) Forecasted price of day-ahead 10 minute spinning reserve market in time step t  

and scenario ω ($/MWh). ܳ୫୧୬(݅) Minimum water discharge of plant i (m3/s). ܳ୫ୟ୶(݅) Maximum water discharge of plant i (m3/s). ܳ୫ୟ୶(݅, ܾ) Maximum water discharge of block b of plant i (m3/s). 

Bmin(i) Ecological minimum of plant i (m3/s). 

pi Ancillary services probability matrix of size Ω௠௔௫ × ௠ܶ௔௫ ∀݅ ∈ ,݌ݑݎ} ,݊ݓ݋݀ݎ ݊  ,Probability of price scenario ω. ܲ0௡(݅) Minimum power output of plant i for performance curve n (ω)݌ .{݈݁݀ ∈ {1,2,3,4,5} (MW). ୫ܲୟ୶(݅) Capacity of plant i (MW). ρ௝(݅, ܾ) Slope of the block b of the performance curve j of plant i (MWs/m3). ρିଵ(݅, ,ݐ ω) Conversion factor used for converting (m3) to (MWh) for reservoir i in particular 

time step t. Meaning calculation of reservoir energy potential (MWh/m3) in time 

step t. ݌௥୳୮(ݐ, ω) Probability of being in Regulation-up state in time step t and scenario ω. ݌௥ୢ୭୵୬(ݐ, ω) Probability of being in Regulation-down state in time step t and scenario ω. ୣୢ݌୪(ݐ, ω) Probability of spinning reserve to be activated in time step t and scenario ω. 

MSR(i) Maximum sustain ramp rate of plant i (MW/min). 
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UP(i) Ramping up limit of plant i (MW/h). 

DR(i) Ramping down limit of plant i (MW/h). ∆௟(i) Difference between maximal values of two neighboring perf. curves of plant i, ݈ ∈ {1,2,3,4} (MW). δ௟(݅) Difference between minimal values of two neighboring perf. curves of plant 

i,	݈ ∈ {1,2,3,4}(MW). minܴܸܽܥ(݊ n-th profit tolerance in time step t. 

α Confidence level of a profit probability density function. 

β Confidence level of a loss probability density function. 

Marginal Values λ(݅, ω) Shadow price of constraint determining final i-th reservoir capacity and is paired 

with right-hand side (r.h.s.) unit increment Δζ(݅, ω) to the zero of Equation (43a)  

for scenario ω ($/m3). ψ(݅, ,ݐ ω) Shadow price of water balance equation of i-th reservoir, and is paired with r.h.s. 

unit increment Δܹ(݅, ,ݐ ω) of Equation (1) for scenario ω and time step t ($/m3). ߢ௑ౣ౗౮(݅, ,ݐ ω Shadow price of constraint determining maximum i-th reservoir capacity, and is 

paired with r.h.s. unit increment ܺ߂୫ୟ୶(݅, ,ݐ ω) of constraint (2) for scenario ω and 

time step t ($/m3). ߭௑ౣ౟౤(݅, ,ݐ ω Shadow price of constraint determining minimum i-th reservoir capacity, and is 

paired with r.h.s. unit decrement −ܺ߂୫୧୬(݅, ,ݐ ω) of constraint (2) for scenario ω 

and time step t ($/m3). ߢ௉ౣ ౗౮(݅, ,ݐ ω Shadow price of constraint determining maximum i-th generator capacity, and is 

paired with r.h.s. unit increment Δ ୫ܲୟ୶(݅, ,ݐ ω) of constraint (7)–(12) for scenario ω 

and time step t ($/MW). ߭௉బ(݅, ,ݐ ω) Shadow price of constraint determining minimum i-th generator capacity, and is 

paired with r.h.s. unit decrement −Δ ଴ܲ(݅, ,ݐ ω) of constraint (7)–(12) for scenario ω 

and time step t ($/MW). 

Variables ݔ(݅, ,ݐ ω) Water content of the reservoir i at the end of time step t and scenario ω (m3). ܺୟ୴୥(݅, ,ݐ ω) Average water content of the reservoir i in time step t and scenario ω (m3). ݍ(݅, ,ݐ ω) Water discharge of plant i in time step t and scenario ω (m3/s). ݍ௨(݅, ,ݐ ܾ, ω) Water discharge of block b of plant i in time step t and scenario ω (m3/s). ݏ(݅, ,ݐ ω) Spillage of the reservoir i in time step t and scenario ω (m3/s). ݀௞(݅, ,ݐ ω) 0/1 variable used for discretization of performance curves and scenario ω,  

k∈{1, 2, 3, 4}. ݓ(݅, ,ݐ 0, ω) 0/1 variable which is equal to 1 if plant i is on-line in time step t and scenario ω. ݓ(݅, ,ݐ ܾ, ω) 0/1 variable which is equal to 1 if water discharged by plant i has exceeded block b 

in time step t and scenario ω. ܲ(݅, ,ݐ ω) Power output of plant i in time step t and scenario ω (MW). 
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 ௘ܲ(݅, ,ݐ ω) Power output of plant I committed to energy market in time period t and scenario  

ω (MW). ௥ܲ(݅, ,ݐ ω) Regulation service capacity of plant i in time period t and scenario ω (MW). ௦ܲ(݅, ,ݐ ω) 10 min spinning reserve of plant i available for increase of output power in time 

period t and scenario ω (MW). ܧ௘(݅, ,ݐ ω) Electricity produced for energy market by plant i in time period t and scenario  

ω (MWh). ܧ௥(݅, ,ݐ ω) Electricity produced for regulation service by plant i in time period t and scenario  

ω (MWh). ܧ௦(݅, ,ݐ ω) Electricity produced for spinning reserve service by plant i in time period t and 

scenario ω (MWh). ζ(ݐ) Real variable in special function Fα used for obtaining α-VaR(t) and  

α-CVaR(t), ζ ∈ ℝ. 
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