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Abstract: This paper introduces an innovative framework for wind power prediction that focuses on
the future of energy forecasting utilizing intelligent deep learning and strategic feature engineering.
This research investigates the application of a state-of-the-art deep learning model for wind energy
prediction to make extremely short-term forecasts using real-time data on wind generation from
New South Wales, Australia. In contrast with typical approaches to wind energy forecasting, this
model relies entirely on historical data and strategic feature engineering to make predictions, rather
than relying on meteorological parameters. A hybrid feature engineering strategy that integrates
features from several feature generation techniques to obtain the optimal input parameters is a
significant contribution to this work. The model’s performance is assessed using key metrics, yielding
optimal results with a Mean Absolute Error (MAE) of 8.76, Mean Squared Error (MSE) of 139.49, Root
Mean Squared Error (RMSE) of 11.81, R-squared score of 0.997, and Mean Absolute Percentage Error
(MAPE) of 4.85%. Additionally, the proposed framework outperforms six other deep learning and
hybrid deep learning models in terms of wind energy prediction accuracy. These findings highlight
the importance of advanced data analysis for feature generation in data processing, pointing to its
key role in boosting the precision of forecasting applications.

Keywords: wind energy forecasting; decomposition; feature engineering; deep learning

1. Introduction

Renewable energy (RE) sources are becoming more popular and play a vital role in
global attempts to prevent climate change and promote sustainable development. In light of
the global transition towards environmentally favorable and sustainable energy solutions,
wind energy is assuming an integral place. Wind energy is abundant, renewable, and emits
no greenhouse gases, making it ideal for sustainable energy generation. The transition to
RE seeks to tackle environmental concerns and is in line with the Sustainable Development
Goals (SDGs), particularly Goal 7, which focuses on easily accessible and clean energy,
and Goal 13, which spotlights climate action [1]. These aims emphasize sustainable energy
sources to alter global energy systems by 2030. Wind energy can reduce fossil fuel use
and transition nations to cleaner, more sustainable power [2]. All things considered, wind
energy is not merely a part of the RE scene; rather, it is an essential driving force behind the
current energy revolution, bringing us closer to a more robust and sustainable energy future.

The integration of wind energy into the conventional electrical grid faces several major
challenges due to the intermittent nature of wind power. These constraints include limi-
tations in system capacity, issues related to reactive power control, high connection costs,
complications in grid planning, etc. [3–6]. Scholars are investigating potential solutions to
the aforementioned obstacles associated with wind energy integration. For example, in [7,8]
the authors explored the use of modern power electronics to facilitate the smooth integra-
tion of wind energy into the grid, pointing out that energy storage systems are currently
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being implemented to mitigate the unpredictable nature of wind energy [9,10]. In this
context, smart grid technology is a significant consideration. This technology enhances
the grid’s capacity to promptly adjust and react to fluctuations in wind energy supply,
thereby improving the overall dependability and efficiency of the electrical system [11,12].
Another key strategy to tackle the outstanding challenges is the application of highly so-
phisticated forecasting techniques. Accurate wind energy forecasts enable grid operators
to anticipate fluctuations in power supply, resulting in better system balance and energy
management decisions [13,14]. This technique is widely recognized as a fundamental tactic
in the process of integrating wind energy, which ensures both grid stability and effective
energy management.

In recent years, machine learning (ML) and deep learning (DL) methods have been
widely used to predict wind energy generation [15–17]. Researchers have experimented
with a variety of models and algorithms to improve the accuracy and reliability of wind
power estimates. Advanced ML methods such as Random Forest (RF), Support Vec-
tor Machine (SVM), Decision Tree (DT), Gradient Boosting Machine (GBM), AdaBoost,
XGBoost, LightGBM, and CatBoost are popular for wind speed and energy production
predictions [18–21]. The ability of these models to handle big datasets and identify com-
plicated, nonlinear relationships has led to more precise predictions than conventional
statistical methods. Furthermore, Recurrent Neural Networks (RNN), Long Short-Term
Memory (LSTM), Convolutional Neural Networks (CNN), and Bidirectional LSTM (Bi-
LSTM) have demonstrated outstanding capabilities in capturing the temporal dynamics
and inherent variability of wind energy patterns [16,17,22]. As a result, these models offer
more accurate and precise forecasts in energy forecasting applications. The further develop-
ment and implementation of these methods could promote renewable energy technology
and accelerate the transition to cleaner energy systems.

The primary challenge of adopting deep learning algorithms for forecasting is the
requirement for large and comprehensive datasets for use in training. In order to create
reliable predictions, these models require features that are highly linked with the target
variable. Although modern storage technologies make historical wind power-generating
data more accessible, obtaining associated data for different meteorological conditions that
affect wind energy remains challenging. Wind patterns are heavily influenced by factors
such as air pressure, wind direction, gusts, rainfall, precipitation, and humidity [23,24].
However, reliable and detailed data on these factors are sometimes unavailable. Deep
learning models rely on accuracy and comprehensiveness; hence, these errors can reduce
their performance. To address this difficulty, researchers are concentrating on examining
historical trends in wind generation to forecast future energy output, with the intention
of extracting deeper insights from the available wind generation data through the imple-
mentation of numerous decomposition techniques. Frequently employed decomposition
techniques include the Fourier Transform (FT), Wavelet Transform (WT), Empirical Mode
Decomposition (EMD), Ensemble Empirical Mode Decomposition (EEMD), Variational
Mode Decomposition (VMD), Singular Spectrum Analysis (SSA), etc. [25–27]. In the ab-
sence of data, this strategy for determining wind generation data patterns may improve
wind energy prediction. The following discussion highlights recent studies in which re-
searchers utilize various decomposition strategies to generate features for wind energy
generation prediction.

In [28], the authors sought to enhance wind power forecasting by incorporating a
decomposition algorithm to select features effectively, and additionally investigated the
use of data-driven approaches and gated recurrent neural networks in the forecasting
process. They employed Recursive Feature Elimination (RFE) and the Extra Tree Classifier
(ETC) to choose the most relevant features from SCADA data. The variables included in
the data were wind speed at various heights, generator and gearbox temperature, pitch
angle, rotor speed, and other turbine parameters. However, their article did not include the
decomposition outcome or input parameters. In addition, it is possible that not all input
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data were available for every wind turbine, which would mean that the model could not
be used everywhere.

A new decomposition technique called Complete EEMD (CEEMD) which breaks down
the wind energy signal into five intrinsic mode functions and a residual was introduced
in [29]. To improve forecasting accuracy, these data were combined with atmospheric
and turbine-specific information such as wind direction, temperatures, generator speed,
nacelle direction, and wind speed. A Stacking Ensemble Learning model then used these
data for short-term predictions in different months. For instance, the model achieved
an MAE (Mean Absolute Error) of 89.18, an MAPE (Mean Absolute Percentage Error)
of 7.67, and an RMSE (Root Mean Square Error) of 125.55 for a 20 min advance forecast in
October. However, the suggested wind energy forecasting approach uses one model for
each month, making it difficult to precisely acquire input parameter values and guarantee
the same consistency.

In [30], the authors optimized a model for predicting wind speed using Bi-LSTM
by adding four decomposition methods: WT, EMD, Empirical WT (EWT), and EEMD.
These techniques break down the wind speed into low-frequency and high-frequency
signals to enhance forecasting accuracy. The EWT+Bi-LSTM model performed well on the
Dhanushkodi and Melamandai datasets, achieving MAEs of 0.1521 and 0.2791 m/s and R
squared values of 98.94% and 97.99%, respectively. However, the research focused on
a single decomposition method for the proposed model, rather than exploring multiple
feature engineering strategies, which might boost the results.

The article in [31] presented a new approach for combining wind speed forecasts
that employ decomposition techniques and an advanced optimization approach. In a first
step, the historical wind speed data were divided into stable components with different
frequencies using the VMD algorithm. The authors used two datasets to test the model
and generated nine IMFs for each using VMD. After that, an echo state network predicted
outputs for each IMF and an upgraded whale optimization approach was used to improve
accuracy. The final prediction was obtained by adding the forecasting values together.
VMD decomposes a single signal into many frequencies based on a predetermined number
of modes; however, no explanation was provided in the manuscript for selecting nine IMFs
and optimizing modes.

In [32], complimentary EEMD, the whale optimization algorithm (WOA), and the El-
man neural network (ENN) model were used to estimate ultra-short-term wind power. This
method reduces modal mixing during decomposition, cuts down on rebuilding mistakes,
and runs more smoothly. The authors used data from two wind turbines to verify their
proposed approach. They evaluated nine additional features from historical data by using
the decomposition technique, and obtained MAPEs of 2.63% and 2.41% and RMSEs of 16.13
and 13.26, respectively, for the two turbines. Regrettably, the model only works for these
specific wind turbines, and is not applicable to other models or large wind power firms.

The wind speed series analysis in [33] was carried out using EMD with linear and
nonlinear Quantile Regression (QR) models, including QRNN. Kernel Density Estimation
(KDE) was used in the framework to predict probability density functions of wind speed.
The decomposition procedure yielded just two IMFs and a single residual feature; however,
the reason for this small number of features for wind speed forecasting was not clearly
defined in the research.

The authors of [34] recommended a hybrid methodology for wind speed forecasting
combining VMD, Contrastive Learning of Seasonal Trend representations (CoST), and Sup-
port Vector Regression (SVR). The VMD-CoST-SVR approach entails denoising wind speed
data using VMD, extraction of disentangled seasonal and trend information by CoST,
and the application of SVR for prediction. However, the CoST technique is computationally
inefficient, lacks scalability when dealing with big or real-time datasets, is sensitive to
training data quality and volume, and is limited to certain types of time series data.

A hybrid VMD-CNN-GRU model for short-term wind power forecasting using VMD
for data preprocessing, a CNN for spatial feature extraction, and a GRU unit for temporal
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feature processing was presented in [35]. The model provided accurate and reliable fore-
casting, with an RMSE of 1.5651 MW, MAE of 0.8161 MW, MAPE of 11.62%, and R-squared
score of 0.9964. In this case, the proposed approach combined the four IMFs produced
by the VMD algorithm with other meteorological characteristics such as wind direction,
speed, temperature, humidity, air pressure, and air density. The investigation revealed that
the expected output was more closely tied to meteorological factors than IMFs; thus, the
absence of atmospheric parameters leads to system failure.

The study described in [36] presented a comprehensive wind power forecasting ap-
proach combining four fundamental forecasting engines for enhanced accuracy. DBSCAN
was used to clean the data, Lagrange interpolation to fill in empty data, and a two-stage
decomposition method combining EEMD and WT to prepare the data. The EEMD de-
composes the wind power data into multiple IMFs with varying frequencies and one
residual during the decomposition phase, then WT further divides the IMF1 into many
modes. Instead of analyzing all IMFs highly associated with wind energy data, the authors
randomly selected one, which represents a major drawback of this method.

The authors of [37] used the EEMD with permutation entropy (EEMD-PE) technique
to break down original wind power time series data into several different complex features.
The authors used the gravitational search algorithm (GSA) to maximize performance and
the least squares support vector machine model (LSSVM) for prediction. The EEMD-
PE decomposition technique yielded twelve features, which were categorized into four
entropy groups. In this case, the authors did not provide a clear explanation for the random
selection of the number of groups. However, a single model is not appropriate for the entire
analysis period, as the total data are split into four dates based on China’s seasonal pattern.
Furthermore, the authors ignored the most prominent performance metrics (MAE, MAPE,
RMSE, R-squared score) when demonstrating their model’s superiority. Similarly, in [38] the
authors divided time zones into four groups and analysed proposed models for different
horizons. In this framework, the least absolute shrinkage and selection operator–quantile
regression neural network (LASSO-QRNN) model is combined with the EEMD. While
the results of both articles are excellent, the main limitation is that model performance is
dependent on the seasonal patterns present in the training and testing data.

In [39], the authors suggested a way to predict very-short-term wind power by fix-
ing Numerical Weather Prediction (NWP) wind speeds and separating changing weather
events using double clustering. This method can improve the accuracy of forecasts by
integrating wind speed correction and employing double clustering. Although the NWP
correction mechanism and multiple clustering approach can be adapted to certain datasets,
this approach may not be applicable to other wind power forecasting scenarios or regions.
In [40], phase space reconstruction and a broad learning system were introduced to esti-
mate the wind speed. After reconstructing phase spaces under various delay dimensions
and phase scales, this approach uses the natural neighbor spectrum without parameter
setting to identify the ideal phase space and employs elastic–net regularization to reduce
overfitting. However, the proposed model’s performance is sensitive to parameter selection,
and potential variations in the effectiveness of elastic–net regularization for preventing
overfitting may pose limitations, especially for diverse datasets. A novel spatiotemporal
wind speed prediction model using an optimally weighted graph convolutional network
(GCN) and GRU was presented in [41]. Through innovative preprocessing of the data,
the proposed model was able to outperform existing models in multi-step short-term
forecasting. However, GCN and GRU may not extract spatiotemporal features accurately;
additionally, the ability of the Huber loss to mitigate the negative impacts of outliers on
prediction performance remains unclear.

The above review of the literature on wind power prediction methods that use de-
composition to create features is summarized in Table 1, from which it is clear that each
method has certain drawbacks. Many studies are limited in their applicability to other
turbines or locations [28,32,37,38], as they rely on data from individual wind turbines
or the atmosphere. The effectiveness of prediction models is heavily dependent on the
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availability and accuracy of these factors. If meteorological data are unavailable or inaccu-
rate, the model results may have large differences from the real values, which could make
their forecasts less accurate. Furthermore, a number of approaches frequently performed
other difficult and computationally demanding processes without taking into account all
available attributes, instead focusing on only one or two [31,33,34,36].

Table 1. Key information from recent wind generation forecasting publications on decomposition
and model development, emphasizing limitations.

Ref. Decomposition Approach Prediction Model No. of Features Limitations

[28] RFE and ETC LSTM and GRNN Not specified
• Limited to specific turbine data.
• Not universally applicable.

[29] CEEMD Stacking-ensemble Learning Five IMFs + residuals
• Challenges in input value accuracy
• Reliability concerns

[30] EMD, EEMD, WT, EWT Bi-LSTM Not specified
• Single decomposition strategy
• Lack of diverse feature analysis

[31] VMD Echo State Network Nine IMFs
• No rationale for selecting IMFs
• VMD optimization not explained

[32] EEMD + WOA ENN Nine IMFs
• Limited to specific turbines
• Not applicable to larger firms

[33] EMD QRNN Two IMFs + residual
• Limited feature selection

without explanation

[34] VMD, CoST SVR Not specified
• Computational inefficiency
• Scalability issues

[35] VMD CNN-GRU Four IMFs
• Dependence on

meteorological factors
• Absence leads to failure

[36] EEMD, WT Ensemble Forecasting Multiple modes

• Random selection of IMFs
• Diverse time series may affect

real-world engine forecasting
performance.

[37] EEMD-PE LSSVM-GSA Twelve features in four groups
• Unclear rationale for the number

of groups
• Seasonal data dependency

[38] EEMD LASSO–QRNN Not specified • Seasonal data pattern dependency

The above analysis raises issues about comprehensiveness of the analysis provided in
previous studies and highlights missed opportunities for more precise predictions. Explor-
ing a broader range of decomposition approaches may yield new features and improve
the predictive power of future models. This study seeks to overcome these constraints
by employing a cutting-edge feature engineering approach. Rather than depending on
specific data about atmospheric conditions or wind turbines, in this research we make
use of comprehensive historical data on wind power. To provide a more versatile and
generally applicable forecasting model, this study emphasizes the selection of highly corre-
lated datasets using different feature engineering combinations. To improve the accuracy
and dependability of the model, a thorough analysis is carried out to optimize the input
parameters. The main contributions of the proposed research are listed below:

• Extensive analysis of multiple single and hybrid decomposition methods and their
combinations is performed to efficiently break down the wind generation data, result-
ing in important insights into seasonal and internal patterns.

• By using a feature selection approach to optimize the model inputs, we ensure that
only highly correlated features are incorporated into the forecasting model.

• Proficient adjustment of hyperparameters refines the performance and precision of
the forecasting model.
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• A comprehensive comparison with cutting-edge deep learning models is carried
out to verify the superiority of the proposed model in predicting wind energy
power generation.

The following is an arrangement of the paper’s further discussion. Section 2 presents
a thorough investigation of the proposed methodology, including a complete explanation
of feature engineering (FE), associated mathematical expressions, and a deep analysis of
the forecasting model. The heart of our findings is explored in Section 3, which analyzes
model performance to determine the optimal FE technique along with hyperparameter
adjustments and a comparison with other models. Finally, Section 4 serves as a summary
of our findings and presents potential areas for future research, providing a coherent
conclusion to this study.

2. Methodology and Model Description

The comprehensive framework of this research is illustrated in Figure 1, which presents
the overall structure encompassing data gathering and the forecasting of wind energy
generation in Australia. Australia has made substantial contributions to the generation
of renewable energy in recent years, and is widely acknowledged for its abundance of
wind energy. More than a third of Australia’s renewable energy production in 2021 came
from wind energy, representing 10% of the country’s total energy generation. This study
focuses specifically on wind power firms located in the New South Wales region of Aus-
tralia. The proposed strategy began with the collection of historical data from the national
databank. The main part starts with the Feature Engineering (FE) Unit. Here, the most
important step is to analyze and create an extensive number of features. This phase uses FE
algorithms to break down the data into multiple pieces in order to extract wind generation
seasonality, patterns, and insights. The approaches utilized for feature generation are
separated into two categories: pattern extraction and decomposition. Seasonality analysis
(SA) and singularity spectrum analysis (SSA) are used for pattern recognition and data
insights, whereas VMD, EMD, and EEMD algorithms are used for decomposition.

Afterwards, the Feature Selection and Input Processing Unit refines the previously
created features. Statistical methods are used to identify those features that are highly
correlated with wind generation prediction. After selecting the final input parameters,
the data are normalized to ensure compatibility with the prediction model. Following this
stage, the data are divided into training, validation, and testing phases. The Model Training,
Optimisation, and Testing phase is the final level in the proposed approach. In this stage,
the model is trained using advanced deep learning techniques, which are then iteratively
modified and fine tuned to improve performance. In this stage, hyperparameter tuning
is used to modify the model parameters to identify the best configuration. After training,
the model is rigorously tested using new test data. At last, the performance of the model is
assessed using a range of statistical metrics.

2.1. Feature Engineering Unit

This section covers the operational principles and mathematical foundations of the
pattern extraction and generation methodologies as well as the decomposition algorithm
employed in this research.

2.1.1. Seasonal Decomposition (SD)

Seasonal Decomposition (SD) is a method employed in time series analysis to derive
informative and meaningful properties by decomposing a series into multiple components.
This approach is especially effective for series with a repeating pattern over time. Con-
sider y(t) as raw time series data with t as the time index. Using Fourier analysis, SD
breaks down time series into seasonal (S(t)), trend (T(t)), and residual (R(t)) components
(Equation (1)) [42,43]. The trend component T(t) represents the long-term trajectory of the
time series. The moving average method is commonly used to estimate T(t), as demon-
strated by Equation (2), which describes the basic pattern or trend in the data:
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y(t) = T(t) + S(t) + R(t) (1)

T(t) =
1
n

k

∑
i=−k

y(t + i) (2)

where n signifies the total number of observations in the moving window and k denotes
the half-window size.

The seasonal component S(t) shows the regular trend over a set period, and can
be determined using Equation (3). After taking out the trend and seasonal components,
the residual component R(t) describes the anomalies or “noise” that remains in the series.

S(t) = Y(t)− T(t) (3)

Seasonal decomposition produces a composite of these three components that shows the
fundamental patterns in the time series. Seasonality analysis has the potential to offer
significant insights regarding the seasonal variations of wind speed within a particular
geographic area. This analysis detects patterns in wind speed and direction influenced by
weather, terrain, and location by evaluating historical wind data over months or seasons,
which helps the prediction model to perform better.

Figure 1. Schematic diagram of the proposed framework for FE-assisted wind energy forecasting.

2.1.2. Singular Spectrum Analysis (SSA)

An effective method for decomposing and analysing time series data is Singular
Spectrum Analysis (SSA). It is especially helpful for extracting and splitting significant
components from time series data, such as trends, oscillations, and noise. The SSA pro-



Energies 2024, 17, 1215 8 of 23

cess consists of four basic steps: Embedding, Decomposition, Grouping, and Diagonal
Averaging [44]. First, the time series is transformed into a trajectory matrix. A trajectory
matrix C of dimensions L × K, where K = N − L + 1 is created following given a time
series y(t) = {y1, y2, . . . , yN} and selected window length L (1 < L < N) [44,45].

C =


y1 y2 · · · yK
y2 y3 · · · yK+1
...

...
. . .

...
yL yL+1 · · · yN

 (4)

The decomposition and analysis of time series data relies on the matrix C generated by
arranging delayed vectors.

The trajectory matrix undergoes Singular Value Decomposition (SVD) in the subsequent
stage known as decomposition, which is carried out by applying the following expression:

B = UΣV∗. (5)

Here, U and V are orthogonal matrices and Σ is a diagonal matrix containing singular
values. In the grouping stage, SVD-derived decomposed components are categorized into
various groups (Bi):

Bi = UiΣiV∗
i (6)

where each Bi captures a unique dynamic aspect of the original time series.
During the last stage, the grouped components are reassembled into a time series using

diagonal averaging. To ensure accurate reconstruction from the deconstructed components,
ŷi(t) is computed for each i-th component using the following procedure:

ŷi(t) =


1
t ∑t

j=1 Bi(j, t − j + 1), for 1 ≤ t < L,
1
L ∑L

j=1 Bi(j, t − j + 1), for L ≤ t ≤ T − L + 1,
1

T−t+1 ∑L
j=t−T+L Bi(j, t − j + 1), for T − L + 1 < t ≤ T.

(7)

This is followed by shifting the spectrum of the analytical signal to baseband using a
complex exponential which aligns the center frequencies of all modes to zero, facilitating the
isolation of individual modes. The SSA method improves the consistency and dependability
of pattern recognition methodologies by breaking a signal down into its components, which
reveals patterns and structures that might not be identified by other methods.

2.1.3. Variational Mode Decomposition (VMD)

The VMD algorithm breaks down a complicated signal into a group of Intrinsic Mode
Functions (IMFs) with certain frequency domain sparsity qualities. This technique is a
non-recursive, adaptive, and quasi-orthogonal decomposition approach used to address
variational data challenges. The method uses a variational model to identify solutions
inside a constraint variational model, leading to advanced signal decomposition [31,34].
The entire VMD process consists of a series of interconnected steps, which are detailed
in the following paragraph. Initially, the actual signal y(t) is represented as a sum of
amplitude and frequency modulation characteristics in Equation (8) in order to capture the
modulatory behavior of the signal [34,35]. Subsequently, the Hilbert transform is applied
to each mode in order to obtain an analytical signal, facilitating the determination of the
mode’s instantaneous frequency (Equation (9)).

yi(t) = Ai(t) cos(ϕi(t)) (8)[
δ(t) +

j
πt

]
∗ yi(t) (9)
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Following that, the spectrum of the analytical signal is shifted to the baseband through
the use of the complex exponential shown in Equation (10). This operation sets all modes’
center frequencies to zero, making it easier to isolate each mode individually. Then,
the constraint provided in Equation (11) guarantees that the original signal is reconstructed
using the sum of all decomposed modes. This balancing act distinguishes the modes
without any spectral overlap, which is essential for complex signal analysis.[

δ(t) +
j

πt

]
∗ yi(t)

(
e−jωit

)
(10)

min
{ui},{ωi}

I

∑
i=1

∥∥∥∥[δ(t) +
j

πt

]
∗ ui(t) · e−jωit

∥∥∥∥2

2
such that,

I

∑
i=1

pi = y(t) (11)

In the above equations, pi = {p1, p2, p3, . . . , pl} represents the IMFs generated from the
origial signal and ωi = {ω1, ω2, ω3, . . . , ωl} represents the central frequency of the IMFs.

Equation (12) represents the Lagrangian within the VMD framework, which is essen-
tial for solving the optimization problem. The regularisation parameter α regulates the
bandwidth of the extracted modes.

L({pi}, {ωi}, λ(t)) = α
I

∑
i=1

∥∥∥∥[δ(t) +
j

πt

]
∗ pi(t) · e−jωit

∥∥∥∥2

2
(12)

Equation (13) iteratively updates the modes pi and their center frequencies ωi to ensure that
the decomposition matches the signal’s instantaneous frequency. According to the energy
distribution of the modes, Equation (14) finds the new ωi values. Lastly, the Lagrange
multiplier λ is adjusted in Equation (15) such that the original signal can be reconstructed
by adding all the modes.

pm+1
i (ω) =

ŷ(ω)− ∑i−1
m=1 p̂m+1

m (ω) + 1
2 λm(ω)

1 + 2α(ω − ωm
i )

2 (13)

ωm+1
i =

∫ ∞
0 ω

∣∣∣ p̂m+1
i (ω)

∣∣∣2dω∫ ∞
0

∣∣∣ p̂m+1
i (ω)

∣∣∣2dω

(14)

λm+1(t) = λm(t) + τ

(
y(t)−

I

∑
i=1

pm+1
i (t)

)
(15)

Equation (16) represents the convergence criterion, which ensures steady mode updates
by comparing the relative changes between iterations. The algorithm stops to prevent
overfitting when the changes fall below γ.

I

∑
i=1

∥∥∥um+1
i − um

i

∥∥∥2

2∥∥um
i

∥∥2
2

< γ (16)

2.1.4. Emperical Mode Decomposition (EMD)

The Empirical Mode Decomposition (EMD) algorithm decomposes a signal into in-
trinsic oscillatory modes known as Intrinsic Mode Functions (IMFs). This iterative process
involves several key steps [30,33]:

1. Identify the extrema (local maxima and minima) in the signal.
2. Create upper and lower envelopes by connecting the extrema.
3. Calculate the mean of the envelopes as a function of time.
4. Subtract the mean from the original signal to obtain the first IMF.
5. Iteratively sift the IMF to refine it.
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6. Extract subsequent IMFs from the residue.
7. Repeat the process until no further IMFs can be found.

Let us assume that a given signal y(t) is decomposed sequentially into its constituent IMFs.
First, local maxima and minima are identified to form upper and lower envelopes. These
envelopes are averaged to obtain the local mean m1(t). The residual r1(t) is calculated
by subtracting ma

1 from the cumulative total c0(t) of previous proto-IMFs, as shown in
Equation (17). Equation (18) demonstrates the process of subtracting r1(t) from c0(t) to
obtain c1(t), which is used for the next iteration. For the first iteration,

R1(t) =
(c0(t) + ma

1)

2
=

(ma + mb)

2
−

ma
1

2
, (17)

c1(t) = c0(t)− R1(t) = ma −
(ma + mb)

2
. (18)

The second iteration uses the updated signal r1(t) from the previous iteration as the input
signal. The upper and lower envelopes are updated as a result of recalculating the local
maxima and minima. In Equation (19), the residual r2(t) is calculated using ma

2 and c1(t)
for this iteration. The derivation of c2(t) from c1(t) for the following iteration is shown in
Equation (20).

R2(t) =
(c1(t) + ma

2)

2
=

(ma − mb)

2
+

ma
2

2
(19)

c2(t) = c1(t)− R2(t) (20)

This iterative improvement process is continued until the n-th iteration. Equations (21)
and (22) respectively yield the residual rn(t) and cumulative sum cn(t) produced in the
same way. This iterative modification continues until the residual rn(t) converges to zero,
which indicates that the proto-IMF is complete and meets the IMF criteria. Convergence is
indicated by the limit as n approaches infinity (limn→∞).

Rn(t) =
(Cn−1(t) + Ma

n)

2
(21)

Cn(t) = Cn−1(t)− Rn(t) (22)

lim
n→∞

rn(t) = 0 (23)

lim
n→∞

cn(t) = lim
n→∞

[cn−1(t)− rn(t)] (24)

The first step in determining the IMF is to compute each proto-IMF using the set of
equations in Equation (25). To obtain the final IMF (IMF(t)), the proto-IMFs are added
together to form a single function that represents the inherent oscillatory mode of the
original signal y(t).

I1(t) = c1(t)− c0(t)

I2(t) = c2(t)− c1(t)
...

In(t) = cn(t)− cn−1(t)


(25)

IMF(t) = I1(t) + I2(t) + . . . + In(t) (26)

2.1.5. Ensemble Empirical Mode Decomposition (EEMD)

The Ensemble Empirical Mode Decomposition (EEMD) is an enhanced version of the
EMD that has been specifically developed to address the inherent limitations of the original
EMD. In the EMD, the mode-mixing problem arises when signals of similar magnitudes
are distributed among different IMFs or when signals of significantly different scales are
stored in a single IMF, potentially causing major decomposition errors. The EEMD is
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differentiated from the EMD by the deliberate introduction of white noise into the signal.
This noise aids in the decomposition process by providing a uniform reference scale across
the signal, reducing the possibility of mode mixing by identifying the true scales of the
data. Furthermore, the EEMD procedure is distinguished from VMD by employing white
noise to better identify inherent signal scales, while VMD uses an optimization problem
to extract modes with specific bandwidths. The following steps outline the method for
resolving the EMD mode-mixing issue [30,32,36,37]:

1. Introduce a white noise series

ynew(t) = y(t) + w(t) (27)

to the original power series, where y(t) represents the original time series data and
w(t) is the white noise series, then determine the EMD related components.

2. Determine the local maxima and minima of ynew(t).
3. Construct the upper envelope ymax(t) and lower envelope ymin(t).
4. Compute the mean of the two envelopes using Equation (28) and the difference

between the new data point and the average of the envelopes using Equation (29).

m(t) =
ymax(t) + ymin(t)

2
(28)

d(t) = ynew(t)− m(t) (29)

5. Repeat Steps 1–3 until m(t) is less than or equal to a preset threshold δ indicating the
allowable error by substituting d(t) for ynew(t). Assigning c1(t) = d(t) as the initial
EMD component of ynew(t), the residual is

r1 = ynew(t)− c1(t). (30)

6. The time series y(t) can be expressed as a sum of its IMFs and a residue, as follows:

y(t) =
n

∑
i=1

cm
i + rx (31)

where cm
i denotes the IMFs and rx is the final residue.

2.2. Feature Selection and Input Processing Unit

After the creation of the features using the method described in Section 2.1, the next
step is to choose the associated features for the prediction model. The number of features
significantly affects the prediction model’s performance. An increase in the number of
features enables the model to make more accurate predictions for the output based on the
inputs. However, as additional features can cause overfitting and increase compute time,
determining the ideal number of features is important to the output of the deep learning
model. Numerous feature selection techniques, such as RF, RFE, DT, and others, are popular
with data scientists. In this research, we evaluated the linear relationship between each
pair of attributes using the efficient Pearson’s correlation coefficient (PCC). Thanks to
its simplicity and ease of understanding, the PCC is a useful tool in data analysis and
feature selection that is frequently used to measure linear connections between variables.
The formula for the PCC is as follows [46]:

rxy =
∑n

i=1(xi − x)(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

(32)

where xi and yi indicate the variables’ values, x and y represent their mean values, and n
denotes the number of data points. The model uses items with high Pearson correlation
coefficients, indicating strong linear correlations.
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After choosing the most correlated features, normalizing the data is important for
aligning the input features’ scales, which helps the deep learning model to converge. In
our proposed framework, the MinMaxScaler function is used to convert each feature to
a specified range, typically [0, 1]. The transformation is defined by the mathematical
expression [47]

Xnorm =
X − Xmin

Xmax − Xmin
, (33)

where the parameter X denotes the initial value, Xmin and Xmax represent the minimum
and maximum values, respectively, and Xnorm signifies the normalised value. The Min-
MaxScaler function adjusts features into a consistent range to ensure that the deep learning
model can learn patterns from normalised data without bypassing it as the scale increases.
Next, the normalized dataset is separated into training, validation, and testing sets for
model input.

2.3. Model Training, Optimization, and Testing Unit

The diagram in Figure 2 illustrates the proposed architecture of the Sequential Memory
Unit (SMU) utilized for wind power generation prediction. This network’s major benefit is
its built-in memory unit; this allows it to understand long-term dependencies in sequential
data, which is difficult for regular Recurrent Neural Networks [28,48]. These cells’ special
gating mechanism makes it possible for them to selectively store or forget information,
making them very useful for complex tasks. Similar to other NNs, the proposed SMU
works the same in training. One phase of data propagation includes both a forward pass in
which input data are processed to generate output, and a backward pass in which gradi-
ents are generated and propagated back through the network for parameter adjustments.
Through this dual process, the network learns from data and adjusts weights and biases to
reduce error. The proposed model’s forward and backward propagation mechanisms are
mathematically detailed below.

The SMU cell is an essential component of the proposed data-driven network. It
consists of two states, the cell state and hidden state, and three gates, the forget gate, input
gate, and output gate. Each gate has a specific function in the cell’s operation and overall
prediction performance. By analyzing both the prior hidden state (ht−1) and the current
input (xt), the forget gate ( ft) can select which information from the cell state (Ct−1) should
be kept and which should be discarded. It uses Equation (34) to generate values ranging
from 0 (showing complete forgetfulness) to 1 (representing complete retention) for each
component of the cell state. Next, using Equation (35), the input gate (it) determines the
amount by which each component of the cell state should be changed, then outputs values
that fall between 0 and 1. According to Equation (36), the output gate (ot) is responsible for
determining the next hidden state (ht) by taking into account the current state of the cell
and the input.

ft = σ(W f · [ht−1, xt] + b f ) (34)

it = σ(Wi · [ht−1, xt] + bi) (35)

ot = σ(Wo · [ht−1, xt] + bo) (36)

Then, the SMU uses the current input and the prior hidden state to compute a candidate
cell state (C̃t) employing Equation (37). This Candidate Cell State is utilized to update
the cell state (Ct) through the interaction of the forget and input gates via Equation (38).
After passing the cell state through the hyperbolic tangent (tanh) function and modulating
it with the output gate, the hidden state (ht) is finally calculated using Equation (39).
These gates and states allow the SMU to efficiently capture and handle information during
forward data propagation.

C̃t = tanh(WC · [ht−1, xt] + bC) (37)
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Ct = ft ∗ Ct−1 + it ∗ C̃t (38)

ht = ot ∗ tanh(Ct) (39)

In the above, σ represents the sigmoid function, W and b are the weights and biases,
respectively, and ∗ denotes element-wise multiplication.

Figure 2. Overview of the proposed deep learning model architecture.

During the process of backward propagation, the gradients of the loss function are
computed using the weights and biases. In order to achieve this, the derivatives of the loss
function need to be computed for each parameter in the network. General gradients for the
SMU cell parameters are

∂L
∂W

= ∑
t

∂Lt

∂W
, (40)

∂L
∂b

= ∑
t

∂Lt

∂b
, (41)

where L represents the loss function and the derivatives are calculated for each time step
and then summed.

The weights and biases in the SMU are updated using optimization algorithms such
as stochastic gradient descent (SGD). The updated equations are:

Wnew = Wold − η · ∂L
∂W

, (42)

bnew = bold − η · ∂L
∂b

, (43)

where η is the learning rate. In our proposed framework, the SMU cells are connected in
series and data propagation and weight-bias updates are based on the previous formulas.
However, the performance of the model during testing is dependent on the parameters of
each cell as well as on the overall prediction model. Thus, optimal performance requires
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finding the best parameters. For this reason, hyperparameter calibration and optimization
are essential for deep learning models; yet, they have frequently been neglected in previous
research. In this study, the best model parameters were found using the GridSearchCV
algorithm. Table 2 provides the search space. After determining the best model parameters,
the training and validation data sets were used to train the model.

Table 2. Hyperparameter tuning search space for model optimization.

Parameters Tuning Parameter Boundaries

No. of Units 32, 64, 96, 128, 160, 192
Batch Size 16, 32, 48, 64, 80
No. of Epochs 25, 50, 75, 100, 125
Learning Rate 0.0002, 0.0004, 0.0006, 0.0008, 0.001
Window Length 160, 192, 224, 256, 288, 320

The test data were used to validate the performance of the deep learning model after
the model was trained and the final prediction ready for display. The performance of the
proposed model was evaluated using performance metrics such as the MAE, MAPE, MSE,
RMSE, and R-squared score. The mathematical expressions of the performance matrices
are provided below [28–33]:

MAE =
1
n

n

∑
i=1

|yi − ŷi| (44)

MAPE =
1
n

n

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣× 100 (45)

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2 (46)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)2 (47)

R2 = 1 − ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − ȳ)2 (48)

where yi stands for the real values, ŷi for the predicted values, and ȳi for the mean of the
actual values, while n indicates the total number of observations. To maintain accuracy and
clarity in the formulation and computation of the error metrics, these symbols are applied
uniformly across every metric.

3. Results and Discussion

An original dataset on wind energy generation from the Australian Energy Market Op-
erator (AEMO) was the main source of data for the analysis part of this study. This dataset
covers the period from 1 May 2018 to 31 December 2018, and provides a full picture of
wind energy generation during this time [49]. To focus the investigation on a specific
geographic location, we selectively chose data only for wind farms in New South Wales
(NSW), Australia. To make sure that the time precision for these analyses was very fine,
the dataset was carefully processed to add up the values of wind generation every five
minutes. Figure 3 shows the aggregated wind generation patterns for the analysis and
interpretation in this research. According to the graphic, the pattern of wind generation is
very nonlinear and fluctuates between a range of 0 to 1000 megawatts (MW). Following
this, the data were evaluated and checked for missing values and anomalies that do not
exist in the dataset. The dataset was finally split into training, validation, and testing sets
at a ratio of 80:10:10.
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Figure 3. The wind power generation profile of New South Wales, Australia from May to Decem-
ber 2018.

An extensive search was conducted to assess the performance of the different com-
binations described in Section 2.1 as part of the examination of various FE approaches.
We thoroughly examined numerous combinations with the algorithms and chose the best
six FE combinations (F1–F6). These units decompose only the wind generation data to
generate features: F1 uses the SD; F2 combines the SD and the SSA; F3 includes the VMD
with F2; F4 combines the EMD with the SD, SSA, and VMD; F5 adds the EEMD with F4;
and F6 removes the EMD from F5. After implementing the feature selection technique
described in Section 2.2, the performance indicators showed that the F4 combination with
SD + SSA + VMD + EMD yielded the best results. Figure 4 shows the performance metrics
for the proposed forecasting model. For the aforementioned FE combination, the proposed
model provides the lowest MAE of 8.76, MSE of 139.48, RMSE of 11.81, and MAPE of 4.85%,
with an outstanding R-squared value of 0.997.

Despite F5 and F6 having more characteristics than F4, our findings showed that F4
was the best for this dataset; thus, the F4-prepared dataset was taken into consideration
for additional analysis. Figure 5 shows the expected results when using the F1 through F6
combinations. This graph further supports the choice of F4 as the best FE algorithm.

The number of SMU units in the proposed model was systematically changed from
32 to 192 (with a step size of 32) in order to examine its impact on performance. Figure 6
depicts the related performance metrics; in particular, the figure shows that performance
improves up to a certain point, beyond which further unit increases result in a progressive
rise in errors. This observed phenomenon is consistent with the concept that an overly
complicated model with a large number of units can be susceptible to overfitting [50–52].
The graph shows that 128 units optimize the model’s complexity and predictive accuracy.

Next, we explored the impact of batch size and window length (WL) on the perfor-
mance of the proposed SMU model. The batch size was varied from 16 to 80 with a step
size of 16, while the window length (WL) was varied from 160 to 320 with a step size of 32.
The findings suggest that the model attains its best performance when using a batch size
of 32, as illustrated in Figure 7. The performance of the proposed model for various WLs is
presented in Figure 8, from which it is clear that the ideal size for the data sample window
in this forecasting model is 288.
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Figure 4. Performance metrics such as (a) MAE, (b) MAPE, (c) RMSE and (d) R squared score of the
proposed data-driven model for different FE combinations.

40,000 40,050 40,100 40,150 40,200 40,250 40,300 40,350 40,400 40,450 40,500

Figure 5. Actual and predicted wind generation for different FE combinations.
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Figure 6. Performance metrics such as (a) MAE, (b) MAPE, (c) RMSE and (d) R squared score
comparison for different numbers of units of the proposed SMU.

Figure 7. Error comparison for different batch sizes during training of the proposed model.
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Figure 8. Analysis of the performance metrics for different window lengths.

The learning rate affects the training dynamics of a deep learning model. In machine
learning and deep learning, the learning rate is a hyperparameter that controls the size of
the optimization step, affecting how quickly a model converges and how well it navigates
the loss landscape to find an optimal solution. Figure 9 illustrates the results for the different
performance metrics when the learning rate was systematically varied from 0.0002 to 0.001
with a step size of 0.0002. It can be observed that the optimal learning rate for this model
is 0.0008.

Figure 9. Analysis of the performance metrics for different learning rates.
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The final step is to look at the number of epochs in order to find the best number of
training sessions with the given training data. The MAE, MAPE, RMSE, and R squared
scores were examined after changing the number of epochs from 25 to 150 with a step size
of 25, and the results are presented in Figure 10. Figure 10 shows that 50 epochs is the ideal
number for achieving the best performance metrics. According to these results, the model
may be unable to identify the underlying patterns in the data if there are too many or too
few training epochs in the process. In addition, larger epochs require more training time.

Figure 10. Error comparison for different numbers of epochs during training of the proposed model.

The optimal hyperparameters and associated error of the model after individually
investigating the hyperparameters are shown in Table 3; the results for the proposed model
are comparable to those of the articles discussed in the literature review. Figures 11 and 12
provide a comprehensive comparison of the proposed model’s performance against a wide
range of deep learning frameworks, including CNN, TCN, Bi-TCN, ANN, and Bi-LSTM
networks. These models were chosen for comparison in this study for multiple reasons:
first, as these models are good at capturing temporal dependencies and patterns, they
are well known and widely used in the field of time series data analysis and forecasting;
second, their memory-enriched architectures allow them to efficiently memorize and learn
from previous data sequences, which is quite similar to the proposed model. The metrics
presented in Figure 11 demonstrate the proposed model’s superiority across a range of
performance factors, including improvements in accuracy and efficiency. Specifically,
the CNN, ANN, and TCN models performed less than ideally, as indicated by their lower
performance metrics in Figure 11 and in the prediction graph in Figure 12. The primary
reason for this is that the complex and highly nonlinear patterns in the data (Figure 3)
are not well captured by the aforementioned models. According to the following graphs,
the proposed model outperforms the comparative models, indicating its robustness and
potential to forecast accurately.
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Figure 11. Analysis of the performance metrics for the proposed DL model in comparison with
other models.

40,300 40,350 40,400 40,450 40,500

Figure 12. Actual and predicted wind generation for different comparable DL models and the
proposed model.

For the better understanding, the compared model information and achieved perfor-
mance indicators are listed in Table 3.
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Table 3. Comparison of different models based on model attributes and performance metrics.

Section Attributes/Metrics CNN TCN Bi-TCN ANN Bi-LSTM Proposed

Model

Units 128 64 128 128 64 128

Learning rate 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008

Epochs 100 100 50 75 100 50

Window length 288 288 288 288 288 288

Batch size 32 32 32 32 32 32

Performance

MAE 90.98 79.90 39.67 111.51 26.55 8.76

MAPE 85.41% 48.16% 24.67% 92.74% 19.92% 4.85%

MSE 14638 8948.9 2403.5 18024 895.5 139.49

RMSE 120.99 94.60 49.03 134.25 29.92 11.81

R2 score 0.645 0.783 0.942 0.564 0.978 0.997

4. Conclusions and Future Directions

This article has investigated the state of the art in wind energy forecasting while
emphasizing the potential benefits of strategic feature engineering in conjunction with
intelligent deep learning. By utilizing a cutting edge deep learning model and conducting
extensive analysis, this investigation effectively exploits real-time wind generation data
from New South Wales, Australia to generate short-term predictions. Traditional methods
primarily rely on meteorological factors, whereas our unique approach uses only historical
data and hybrid feature engineering. The developed model outperforms other contem-
porary deep learning and hybrid models. Its accuracy was confirmed through important
metrics including the MAE, MSE, RMSE, R-squared score, and MAPE, demonstrating
the significant role of advanced data analysis and feature development in improving
forecasting accuracy.

With careful consideration, the discipline of wind power forecasting holds immense
promise for additional improvements. Advanced hybrid feature engineering approaches
could revolutionize feature synthesis and reveal complex data patterns. Additionally, inte-
grating feature selection strategies within a modified/cascaded deep learning network with
attention layers might improve outcomes and provide an innovative aspect to the current
research trend. Integrating security measures against cyberattacks and fake data injection
is another intriguing concept that may be used with this research. These developments
could lead to more robust, dependable, and effective forecasting solutions by enhancing
model prediction capabilities and discovering wind energy dynamics.
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