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Abstract: This work presents the development and validation of an enthalpy-based implicit continu-
ous Eulerian (ICE) solver, termed the near-critical ICE solver (NICES), for the analysis of near-critical
CO2 thermodynamic systems. Traditional approaches relying on pressure and temperature as main
inputs for the analysis have limitations in handling CO2 near the critical point, which exhibits unique
characteristics and frequent phase changes. To overcome these limitations, this study proposes using
enthalpy as a more suitable mathematical modeling approach. The NICES methodology employs
the homogeneous equilibrium model and the Span and Wagner equations of state for CO2. This
solver demonstrates improved numerical stability and computational speed compared to explicit
calculation methods, as validated by frictionless heated pipe scenarios involving phase transitions
near the critical point. The enthalpy-based NICES platform can predict thermohydraulics, including
multiphase flows, without requiring specialized two-phase flow models.

Keywords: supercritical CO2; transcritical CO2; transient analysis; implicit continuous Eulerian;
transient analysis

1. Introduction

The term “supercritical” describes a special type of material phase. Above critical
conditions (temperature and pressure), the meniscus between liquid and gas phases dis-
appears, and the material behaves with unique characteristics that are neither similar to
liquid nor gas phases [1]. This supercritical phenomenon is a secondary phase change, not
an additional primary phase change phenomenon such as boiling or condensing. At the
critical point, a physical singularity, the material’s second-order derivative of free energy,
such as specific heat capacity, is discontinuous. Figure 1 illustrates that the fluid undergoes
drastic property changes near the critical point. These unique characteristics have valuable
engineering applications. For example, near the critical point, the compressibility factor is
low, similar to that of a liquid, making it easy to compress as a pump. Additionally, heat
exchangers for waste heat recovery can be designed across the critical point without consid-
ering internal boiling or condensing. Carbon dioxide (CO2) is one of the most promising
supercritical fluids for engineering applications, as its critical conditions (approximately
31.4 ◦C and 7.4 MPa) are easily accessible. Due to the useful characteristics of near-critical
CO2, numerous attempts using it have been made to improve thermodynamic systems
such as improving power conversion systems (called S-CO2 systems) [2–4], thermal energy
storage [5–8] and compressed CO2 energy storage [9–11].

In common with other thermodynamic energy systems, systems utilizing the thermo-
dynamic properties of near-critical CO2 are subject to various issues that require transient
analysis, including start-up and shutdown procedures, output alterations, accidents in
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power generation systems, and charging and discharging situations in energy storage sys-
tems. However, rapid property changes lead to poor convergence and reduce the numerical
stability of fluid transient analysis methodologies. In addition, due to the unique properties
of CO2 near the critical point, the numerical analysis of systems employing it presents
several challenges for engineers.
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To date, some work has been carried out to develop platforms to analyze transients
in supercritical CO2 power systems. However, only some platforms have been developed
specifically for the analysis of supercritical CO2 transients, and most have been modified
and adapted from platforms developed for the analysis of other systems. One example
of a program developed solely for analyzing S-CO2 systems is the Argonne National
Laboratory’s PDC (Plant Dynamics Code) [12]. This program uses temperature, pressure
and mass flow rate as the base variables, and the Taylor series method as the numerical
scheme [13]. However, the system is intended to analyze supercritical single phases and
was developed without the goal of two-phase flows. Therefore, it is not directly applicable
to the analysis of transcritical systems, where two-phase flows near the critical point are
more likely to be considered, or compressed CO2 energy storage systems, where liquid
carbon dioxide is considered rather than a supercritical CO2 power cycle.

For instance, in the context of an advanced system leveraging the near-critical ther-
modynamic behavior of CO2, such as an oxy-combustion cycle integrated with an air
separation unit (ASU)—it may be feasible to utilize a low-temperature heat sink, i.e., a
compressed CO2 energy storage system that charges energy in the liquid state of CO2. Such
a system could enhance overall efficiency by exploiting lower temperatures or harnessing
the latent heat of liquid CO2 near the critical point. In this scenario, it may be possible to
compress the low-temperature component from the liquid state to the supercritical phase,
resulting in a phase transition of liquid CO2 to the supercritical phase as it is heated within
the compressor or a recuperator. There is significant potential for engineering applications
involving two-phase CO2 near the critical point. Although research efforts are currently
underway to develop condensation models from the phenomenological perspective of
individual components [14,15], a notable gap remains in the development of specialized
analysis platforms to address such systems from a holistic standpoint.

In cases where multiphase flows need to be considered or PDC codes are unavailable,
most of the transient analysis was performed by borrowing safety analysis codes from
nuclear systems. Techniques to simulate the entire plant in 1D have been well studied for
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nuclear systems, which are often deeply analyzed for two-phase flows, including boiling,
and the need to analyze and predict sudden transient states such as accidents. As part
of these studies, S-CO2 physical properties were inserted into MARS-KS [16,17], a code
for analyzing light water reactors, to perform a transition analysis and GAMMA+ [18–20],
and a code for analyzing high-temperature gas reactors, to perform a transient analysis.
Both nuclear codes analyze numerically, based on temperature, pressure and velocity, and
use the implicit continuous Eulerian methodology (ICE) [21]. The ICE methodology is a
semi-implicit method that allows some explicit terms in the governing equations, which
speeds up the computation by enclosing all variables in the next timestep as a function
of pressure and solving the matrix for pressure. This method is often used to solve fluid
equations that would require excessive computation time if solved explicitly [22–26].

Previous studies on CO2 near the critical point have primarily relied on pressure and
temperature as the basis for analysis. When two-phase flows were considered, researchers
divided gas–liquid mixtures into liquid and gas phases, using models such as the two-fluid
two-phase model [27] or the drift flux model [28]. However, there may be better approaches
for dealing with CO2 near the critical point. Some properties reduced drastically near the
critical point and eventually became zero above the critical point (Figure 2). Latent heat
is one of these properties. Due to the latent heat being very low near the critical point,
frequent phase changes occur near the critical point. Not only gases and liquids, but also
supercritical phases can be mixed and utilized due to the near-critical condition. Thus,
using temperature as a nondifferentiable variable in the phase transition process may be
unsuitable because the temperature during the phase transition stays constant, so it is on
a nondifferentiable basis. Therefore, we propose using enthalpy as a more appropriate
mathematical modeling approach, despite the increased computational requirements. First,
enthalpy is always differentiable for energy flows in and out. Second, near the critical
point, the surface tension and density difference between the liquid and gas phases are very
low, resulting in distinct behavior from typical two-phase flows. Therefore, it is a useful
assumption that every velocity, temperature and pressure of the gas and liquid phase are
equal for near-critical CO2 flows. Sung Jun Bae et al. [29] showed that multiphase flows
near the critical point could be approximated as a single phase without significant errors.
Thus, the homogeneous equilibrium model (HEM) is suitable for analyzing such flows.
HEM assumes that both phases have the same velocity, temperature and pressure using
average physical properties between the two phases determined by considering the vapor
fraction. For the same reason, this model is the easiest to embed when building a coding
platform based on enthalpy. This is because as the phase transition occurs, the temperature
stays the same, but the enthalpy keeps changing, so using enthalpy instead of temperature
eliminates the need to track the vapor fraction separately.

This study presents an enthalpy-based methodology for analyzing the near-critical
CO2 transient, named near-critical implicit continuous Eulerian solver (NICES) that con-
siders this. The numerical solution uses the ICE method with pressure, mass flow rate
and enthalpy as the basis of governing equations. Specific differentiation methods and
implementations utilizing these foundations and methodologies are described in detail.
Equations of state (EOS) of the CO2, especially near the critical point, utilize the Span and
Wagner EOS model [30] from the CoolProp database [31]. The Span and Wagner EOSs
internally perform iterative computation for convergence, which consumes a lot of compu-
tational resources, but in this study, the EOSs are adopted as they are, and approximations
related to physical properties are not considered.

The method applied in this study, which utilizes an enthalpy-based governing equation
to achieve numerical stability using an intrinsic HEM model in the transition analysis of
near-critical fluids, has not yet been applied in the field of supercritical CO2 transition
analysis. There are still very few transient analysis platforms that include CO2 properties
near the critical point in the form of property modules rather than property tables or
constants, and they either do not address the multiphase flow regime or do so at the
expense of a lot of numerical instability. The attached paper is an example of CFD analysis,
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which is difficult to apply to 1D analysis of the entire plant system, especially when
analyzing accidents or transients. From a technical point of view, this problem is a bottle
neck in the field of supercritical CO2 power generation systems and must be solved for
future trans-critical system applications.
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2. Governing Equation of a Near-Critical CO2 System
2.1. Partial Differential Equation Form

It is crucial to consider equations with compressible fluids to analyze thermodynamic
systems on the development platform. Therefore, the primary governing equation used in
this study is adopted from previous research conducted by PDC [12]. In Figure 3, a heated
pipe is used to model the pipe flow of the compressible fluid. The dynamic behavior of the
flow in the pipe can be described by three conservative equations: continuity, momentum
and energy. Furthermore, according to the previous research by Hewitt et al. [32] and Yan
et al. [33], conservation equations can be written in simplified partial differential equation
form, as shown in Equations (1)–(3).
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Momentum,
∂(ρV)

∂t
+

∂

∂z
(ρVV) = −∂P

∂z
− ρg − ρ f V2 (2)

Energy,
∂(ρH)

∂t
+

∂

∂z
(ρHV) = −∂q

∂z
− qw (3)

It should be noted that the equations utilized in this study are derivatives of previous
research by Moisseytsev et al. [12], with some modifications made to ensure
platform expandability.

- Gravitational effects are ignored.
- Stress is represented by the friction at the wall only.
- Acceleration pressure drop is ignored.
- Energy loss via friction and form loss are ignored.
- The kinetic energy of the fluid is neglected; this means that the total energy of the

compressible fluid is represented via enthalpy. As a result, all pressures are considered
total pressure.

- Upwind scheme is applied: Major transport properties (density and enthalpy) are
transferred along the flow direction. Note: “NOT” transport properties (such as area
and discretized length) are used as the mean values.

2.2. Spatial Discretization

To numerically solve a system of conservation Equations (1)–(3), the given partial dif-
ferential equations must be discretized. Discretization is a crucial step, and one of the most
important issues to consider is the handling of momentum conservation in Equation (2).
The pressure difference between the inlet and outlet induces the flow rate. Therefore,
defining the mass flow rate at the same position as the other parameters, such as density,
pressure and enthalpy, can increase numerical instability. In this case, the “staggered mesh”
approach is applied to handle it. This method reduces numerical instability by intersecting
vector and scalar properties. In this case, the transport properties are assumed to borrow
the values from the donor channel.

Figure 4 illustrates the staggered mesh batch for the given situation. Under these
staggered mesh conditions, Equations (1)–(3) are again discretized as Equations (4)–(6).
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Numerical integration can discretize Equations (4)–(6) and solve them explicitly. How-
ever, when solving thermo-fluid systems, the required time intervals for numerical stability
must be longer. As a result, excessive computation is necessary, making it impossible to
analyze complex plant systems in a physically feasible time frame.

We propose a method that reduces the computation required to address this issue.
Specifically, we apply the implicit continuous Eulerian (ICE) semi-implicit method. By
doing so, we can overcome the excessive computation required for explicit methods and
effectively analyze the transitions of complex plant systems in a reasonable computa-
tional time.

3. Numerical Method
3.1. Implicit Continuous Eulerian Method

The ICE method is a numerical approach that can be used to analyze transient thermo-
hydraulic systems. This method is a semi-implicit method, which combines the advantages
of both implicit and explicit methods [21–26].

The ICE method discretizes the system using a continuous Eulerian framework. This
means the system is divided into small control volumes that are connected to each other
by mass energy and momentum flows. Then, the governing equations for the system
are discretized using finite-volume methods, and the resulting algebraic equations are
solved iteratively.

In general, the calculation steps for ICE methods are as follows:

(1) Represent the momentum equation with pressure differences.
(2) Represent the energy equation with momentum information of the next timestep and

existing energy information. In this process, explicit terms were adopted. When put
up with this numerical instability, it is possible to represent the energy equation via
the pressure of the next timestep.

(3) Solve the pressure matrix, and iteratively calculate it before convergence.

For the iterative calculation, this study applies the newton method [34] for timestep
control. For the calculation, the base properties of a given system (

.
m, P, h) are linearized

as Equation (7).

.
mi

n+1
=

.
mi

k
+ δ

.
mi pn+1

i = pk
i + δpi hn+1

i = hk
i + δhi (7)

3.2. General Node

For a typical node that is not an inlet or outlet of a pipe, the momentum equation can
be discretized as Equation (8) for solving with the ICE method.

.
mi

n+1 − .
mi

n

∆t
= (Pi − Pi+1)

n+1 2Ai
∆xi + ∆xi+1

−
2 f n

i

Aiρ
k
i Dh

(∣∣∣ .
mn

i

∣∣∣ .
mn+1

i

)
(8)

In Equation (7), the term
.

mi
2 in Equation (5) makes the given equation nonlinear. To

achieve fast computational speed at the cost of some numerical instability by linearization,
we modified the term to be a combination of explicit and implicit terms as | .

mn
i |

.
mn+1

i .
Substituting Equation (7) into Equation (8), Equation (9) is obtained.

.
mi

n+1
=

.
mi

k
+ δ

.
mi =

.
mi

n
+ 2Ai∆t

∆xi+∆xi+1

(
Pk

i + δPi − Pk
i+1 − δPi+1

)
− 2 f n

i ∆t
Aiρ

n
i Dh

(∣∣ .
m n

i |
.

mi
k
+

∣∣ .
m n

i |δm
)

(
1 + 2 f n

i ∆t
Aiρ

n
i Dh

| .
mn

i |
)

δ
.

mi =
.

mi
n −

(
1 + 2 f n

i ∆t
Aiρ

n
i Dh

| .
mn

i |
) .

mi
k
+ 2Ai∆t

∆xi+∆xi+1

(
Pk

i − Pk
i+1 + δPi − δPi+1

) (9)

Equation (9) can be rewritten as Equation (10) to reduce the complexity of the expression.

δ
.

mi =
∼
Bk

i +
∼
Ck

i (δPi − δPi+1) (10)
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where

∼
Ak

i =

(
1 +

2 f n
i ∆t

Aiρ
n
i Dh

| .
mn

i |
) ∼

Bk
i =

[ .
mi

n −
(

1 + 2 f n
i ∆t

Aiρ
n
i Dh

| .
mn

i |
) .

mi
k
+ 2Ai∆t

∆xi+∆xi+1

(
Pk

i − Pk
i+1

)]
∼
Ak

i

∼
Ck

i =
2Ai∆t

∼
Ak

i (∆xi + ∆xi+1)

As shown in Equation (10), treating the discretized equation makes it possible to
express mass flow rate changes in the next timestep with the terms of pressure changes.

To utilize Equation (10), the energy equation of Equation (6) can be time-discretized as
Equation (11).

hn+1
i − hn

i
∆t

=
hk

i − hn
i + δhi

∆t
=

.
mi−1

n+1
+

.
mi

n+1

2Mn
i

(
hn

i−1 − hn
i
)
+

(q
′
)n

Mn
i

∆xi (11)

It should be noted that the term
(
hn

i−1 − hn
i
)

is an explicit term for the ICE method,
which is described in Section 3.1. Equation (11) can be updated with Equation (7) as
Equation (12).

δhi = hn
i − hk

i +
∆t

2Mn
i

( .
mk

i−1 +
.

mk
i

)(
hn

i−1 − hn
i
)
+

(
q
′)n

∆t∆xi

Mn
i

+ ∆t
2Mn

i

(
hn

i−1 − hn
i
)[ ∼

Bk
i−1 +

∼
Bk

i +
∼

Ck
i−1(δPi−1 − δPi) +

∼
Ck

i (δPi − δPi+1)

] (12)

Since the continuity equation is about density, it needs further development to repre-
sent temperature and enthalpy, which is the basis of this study, as Equation (13).

ρn+1
i = ρk

i +

(
∂ρ

∂P

)k

i
δPi +

(
∂ρ

∂h

)k

i
δhi (13)

In Equation (13), the terms ρk
i ,

(
∂ρ
∂P

)k

i
and

(
∂ρ
∂h

)k

i
can be obtained from the EOS at

the given enthalpy and pressure. By applying Equations (7) and (13) to Equation (4), the
time–discretized continuity equation can be written as Equation (14).

ρk
i +

(
∂ρ

∂P

)k

i
δPi +

(
∂ρ

∂h

)k

i
δhi − ρn

i =
∆t

Ai∆xi

( .
mk

i−1 −
.

mk
i + δmi−1 − δmi

)
(14)

Also, applying Equation (10) to Equation (14) and Equation (15) is induced.[(
∂ρ
∂P

)k

i
+ ∆t

Ai∆xi

( ∼
Ck

i−1 +
∼
Ck

i

)]
δP +

(
∂ρ
∂h

)k

i
δh

= ρn
i − ρk

i +
∆t

Ai∆xi

( .
mk

i−1 −
.

mk
i

)
+ ∆t

Ai∆xi

[ ∼
Bk

i−1 +
∼

Ck
i−1(δPi−1)

]
− ∆t

Ai∆xi

[ ∼
Bk

i −
∼
Ck

i (δPi+1)

] (15)

Combining the energy conservation equation of Equation (12) and the continuity
equation of Equation (15) yields a matrix equation as Equation (16).(

B11 B12
B21 B22

)(
δPi
δhi

)
=

(
b1
b2

)
+

(
c1
c2

)
(δPi−1) +

(
d1
d2

)
(δPi+1) (16)

where
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B11 =

(
∆t

2Mn
i

(
hn

i−1 − hn
i
)( ∼

Ck
i−1 −

∼
Ck

i

))
B12 = 1 B21 =

[(
∂ρ
∂P

)k

i
+ ∆t

Ai∆xi

( ∼
Ck

i−1 +
∼
Ck

i

)]
B22 =

(
∂ρ
∂h

)k

i

b1 = hn
i − hk

i +
∆t

2Mn
i

( .
mk

i−1 +
.

mk
i

)(
hn

i−1 − hn
i
)
+

(
q
′)n

∆t∆xi

Mn
i

+ ∆t
2Mn

i

(
hn

i−1 − hn
i
)( ∼

Bk
i−1 +

∼
Bk

i

)
b2 = ρn

i − ρk
i +

∆t
Ai∆xi

( .
mk

i−1 −
.

mk
i

)
+

∼
Bk

i−1∆t
Ai∆xi

+

∼
Bk

i ∆t
Ai∆xi

c1 =

∼
Ck

i−1∆t
2Mn

i

(
hn

i−1 − hn
i
)

c2 = ∆t
Ai∆xi

[ ∼
Ck

i−1(δPi−1)

]
d1 = −

∼
Ck

i ∆t
2Mn

i

(
hn

i−1 − hn
i
)

d2 = ∆t
Ai∆xi

[ ∼
Ck

i (δPi+1)

]
Multiplying Equation (16) by the inverse of matrix B, a square matrix with a size equal

to the number of nodes at about P can be obtained. In solving this “pressure matrix”,
every unknown parameter of the system, such as pressures, enthalpies, and mass flow
rates, can be updated by Equations (10) and (16). This update is continued before the
value max(δPi/Pi) achieves a convergence criterion, which is generally selected as 10−6. If
this criterion is achieved, updating ρk

i , Pk
i , hk

i is stopped, and these values are passed to the
next timestep.

3.3. Boundary Node

At the inlet (left) boundary condition,
.

mi−1 in Equations (4) and (6) should be handled
with suitable boundary conditions. Also, in Equation (5), the term Pi+1 is impossible to
calculate without outlet (right) boundary conditions. Therefore, special treatment for the
boundary nodes is necessary.

Two kinds of boundary conditions are possible for the inlet boundary condition: the
mass flow rate boundary and fluid boundary. Figure 5 shows the inlet boundary node of
the given compressible flow in the heated pipe situation.

Energies 2024, 17, x FOR PEER REVIEW 8 of 17 
 

 

ቈ൬𝜕𝜌𝜕𝑃൰௜
௞ + Δ𝑡𝐴௜Δ𝑥௜ ቀ𝐶పିଵ௞෪ + 𝐶ప௞෪ቁ቉ 𝛿𝑃 + ൬𝜕𝜌𝜕ℎ൰௜

௞ 𝛿ℎ = 𝜌௜௡ − 𝜌௜௞ + ୼௧஺೔୼௫೔ ൫𝑚ሶ ௜ିଵ௞ − 𝑚ሶ ௜௞൯ + ୼௧஺೔୼௫೔ ቂ𝐵పିଵ௞෪ + 𝐶పିଵ௞෪ ሺ𝛿𝑃௜ିଵሻቃ − ୼௧஺೔୼௫೔ ൣ𝐵ప௞෪ − 𝐶ప௞෪ሺ𝛿𝑃௜ାଵሻ൧  
(15)

Combining the energy conservation equation of Equation (12) and the continuity 
equation of Equation (15) yields a matrix equation as Equation (16). ൬𝐵ଵଵ 𝐵ଵଶ𝐵ଶଵ 𝐵ଶଶ൰ ൬𝛿𝑃௜𝛿ℎ௜൰ = ൬𝑏ଵ𝑏ଶ൰ + ቀ𝑐ଵ𝑐ଶቁ ሺ𝛿𝑃௜ିଵሻ + ൬𝑑ଵ𝑑ଶ൰ ሺ𝛿𝑃௜ାଵሻ  (16)

where 𝐵ଵଵ = ൭ Δ𝑡2𝑀௜௡ ሺℎ௜ିଵ௡ − ℎ௜௡ሻ ቀ𝐶పିଵ௞෪ − 𝐶ప௞෪ቁ൱  𝐵ଵଶ = 1 𝐵ଶଵ = ቈ൬𝜕𝜌𝜕𝑃൰௜
௞ + Δ𝑡𝐴௜Δ𝑥௜ ቀ𝐶పିଵ௞෪ + 𝐶ప௞෪ቁ቉  𝐵ଶଶ = ൬𝜕𝜌𝜕ℎ൰௜

௞
 𝑏ଵ = ℎ௜௡ − ℎ௜௞ + Δ𝑡2𝑀௜௡ ൫𝑚ሶ ௜ିଵ௞ + 𝑚ሶ ௜௞൯ሺℎ௜ିଵ௡ − ℎ௜௡ሻ + ሺ𝑞ᇱሻ௡Δ𝑡Δ𝑥௜𝑀௜௡ + Δ𝑡2𝑀௜௡ ሺℎ௜ିଵ௡ − ℎ௜௡ሻ ቀ𝐵పିଵ௞෪ + 𝐵ప௞෪ ቁ 

𝑏ଶ = 𝜌௜௡ − 𝜌௜௞ + Δ𝑡𝐴௜Δ𝑥௜ ൫𝑚ሶ ௜ିଵ௞ − 𝑚ሶ ௜௞൯ + 𝐵పିଵ௞෪ Δ𝑡𝐴௜Δ𝑥௜ + 𝐵ప௞෪ Δ𝑡𝐴௜Δ𝑥௜ 𝑐ଵ = 𝐶పିଵ௞෪ Δ𝑡2𝑀௜௡ ሺℎ௜ିଵ௡ − ℎ௜௡ሻ  𝑐ଶ = Δ𝑡𝐴௜Δ𝑥௜ ቂ𝐶పିଵ௞෪ ሺ𝛿𝑃௜ିଵሻቃ  𝑑ଵ = − 𝐶ప௞෪Δ𝑡2𝑀௜௡ ሺℎ௜ିଵ௡ − ℎ௜௡ሻ  𝑑ଶ = Δ𝑡𝐴௜Δ𝑥௜ ൣ𝐶ప௞෪ሺ𝛿𝑃௜ାଵሻ൧ 
Multiplying Equation (16) by the inverse of matrix B, a square matrix with a size 

equal to the number of nodes at about P can be obtained. In solving this “pressure matrix”, 
every unknown parameter of the system, such as pressures, enthalpies, and mass flow 
rates, can be updated by Equations (10) and (16). This update is continued before the value max ሺ𝛿𝑃௜/𝑃௜ሻ achieves a convergence criterion, which is generally selected as 10−6. If this 
criterion is achieved, updating 𝜌௜௞, 𝑃௜௞, ℎ௜௞ is stopped, and these values are passed to the 
next timestep. 

3.3. Boundary Node 
At the inlet (left) boundary condition, 𝑚ሶ ௜ିଵ in Equations (4) and (6) should be han-

dled with suitable boundary conditions. Also, in Equation (5), the term 𝑃௜ାଵ is impossible 
to calculate without outlet (right) boundary conditions. Therefore, special treatment for 
the boundary nodes is necessary. 

Two kinds of boundary conditions are possible for the inlet boundary condition: the 
mass flow rate boundary and fluid boundary. Figure 5 shows the inlet boundary node of 
the given compressible flow in the heated pipe situation. 

 
Figure 5. Inlet boundary node of the compressible flow in a heated pipe. 

If the forced mass flow rate of the inlet boundary is given as 𝑚ሶ ௕, it can be handled 
simply by alternating 𝑚ሶ ௜ିଵ௞  in Equation (16) as 𝑚ሶ ௕. However, if the inlet boundary con-
dition is given as fluid properties such as pressure and enthalpy, the mass flow rate of the 
inlet boundary 𝑚ሶ ௕ should be calculated through the momentum equation. For this, mo-
mentum equations for the inlet boundary node are expressed in Equation (17). 

Figure 5. Inlet boundary node of the compressible flow in a heated pipe.

If the forced mass flow rate of the inlet boundary is given as
.

mb, it can be handled
simply by alternating

.
mk

i−1 in Equation (16) as
.

mb. However, if the inlet boundary condition
is given as fluid properties such as pressure and enthalpy, the mass flow rate of the inlet
boundary

.
mb should be calculated through the momentum equation. For this, momentum

equations for the inlet boundary node are expressed in Equation (17).

δ
.

mb =
∼
Bk

b +
∼
Ck

b(δP0) (17)

where

∼
Ak

b =

(
1 +

2 f n
0 ∆t

A0ρn
0 Dh

| .
mn

b |
) ∼

Bk
i =

[ .
mb

n −
(

1 + 2 f n
0 ∆t

A0ρn
0 Dh

∣∣ .
m n

b

∣∣∣) .
mb

k
+ A0∆t

∆x0

(
Pb − Pk

0

)]
∼
Ak

b

∼
Ck

i = − A0∆t
∼
Ak

b∆x0

By applying Equation (17), the time discretized form of continuity and energy equation
can be obtained as Equations (18) and (19), via the same method described in Section 3.2.
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[(
∂ρ

∂P

)k

0
− ∆t

Ai∆xi

( ∼
Ck

b −
∼
Ck

0

)]
δP0 +

(
∂ρ

∂h

)k

i
δh = ρn

i − ρk
i +

∆t
Ai∆xi

( .
mk

b −
.

mk
i

)
+

∼
Bk

b∆t
A0∆x0

−

∼
Bk

0∆t
A0∆x0

+

∼
Ck

0∆t
A0∆x0

δP1 (18)

(
−∆t
2Mn

0

(
hb − hn

0
)( ∼

Ck
b +

∼
Ck

0

))
δP0 + δh0 = hn

0 − hk
0 +

∆t
2Mn

i

( .
mk

b +
.

m0
k
)(

hb − hn
0
)
+

(
q
′)n

∆t∆x0

Mn
0

+ ∆t
2Mn

i

( ∼
Bk

b +
∼
Bk

0

)(
hb − hn

0
)
−

∼
Ck

0∆t
2Mn

i

(
hb − hn

0
)
(δP1)

(19)

Figure 6 shows the outlet boundary nodes. In the case of the outlet boundary, two op-
tions of boundary conditions are possible: the mass flow rate boundary and pressure
boundary. If the mass flow rate is given as a boundary condition, it can easily handle the
boundary conditions with a forced outlet mass flow rate in

.
mi Equation (16). In the case

of the pressure boundary, similar to Equations (17)–(19), Equations (20)–(22) should be
applied for the outlet pressure boundary condition for momentum, continuity and energy
conservation equations, respectively. In Equations (20)–(22), i represents the outlet node.

δ
.

mi =
∼
Bk

i +
∼
Ck

i (δPi) (20)

where

∼
Ak

i =

(
1 +

2 f n
i ∆t

Aiρ
n
i Dh

| .
mn

i |
) ∼

Bk
i =

[ .
mi

n −
(

1 + 2 f n
i ∆t

Aiρ
n
i Dh

∣∣∣ .
mn

i

∣∣∣) .
mi

k
+ Ai∆t

∆xi

(
Pk

i − Pb

)]
∼
Ak

i

∼
Ck

i =
Ai∆t
∼
Ak

i ∆xi[(
∂ρ

∂P

)k

i
+

∆t
Ai∆xi

( ∼
Ck

i−1 +
∼
Ck

i

)]
δP +

(
∂ρ

∂h

)k

i
δh = ρn

i − ρk
i +

∆t
Ai∆xi

( .
mk

i−1 −
.

mk
i

)
+

∆t
Ai∆xi

[ ∼
Bk

i−1 +
∼

Ck
i−1(δPi−1)

]
− ∆t

Ai∆xi

[ ∼
Bk

i

]
(21)

(
∆t

2Mn
i

(
hn

i−1 − hn
i
)( ∼

Ck
i−1 −

∼
Ck

i

))
δPi + δhi = hn

i − hk
i +

∆t
2Mn

i

( .
mk

i−1 +
.

mk
i

)(
hn

i−1 − hn
i
)
+

(
q
′)n

∆t∆xi

Mn
i

+ ∆t
2Mn

i

(
hn

i−1 − hn
i
)( ∼

Bk
i−1 +

∼
Bk

i

)
+

∼
Ck

i−1∆t
2Mn

i

(
hn

i−1 − hn
i
)
(δPi−1)

(22)
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3.4. Timestep Control and Algorithm Flowchart

Since the numerical method employed in Sections 3.1–3.3 involves a semi-implicit
approach, it is necessary to exercise caution when selecting the timestep size. Specifically,
considering the explicit terms, the timestep is constrained by the following Equation (23),
commonly referred to as the “flow limit” [35]. The suitability of these figures is further
analyzed in Section 5.

∆tlimit = min
(

∆x
.

m

)
(23)
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The parameter δP determines the convergence of the timestep. If δP is sufficiently small
compared to the pressure values, the timestep is deemed to have converged successfully.
Conversely, if the iterative calculation for updating δP becomes excessively iterative or if
the computation reports convergence failure due to the EOS, the timestep is halved, and
the iteration is repeated. The full algorithm flowchart, including these timestep controls,
is shown in Figure 7. The proposed algorithm has been implemented using a Python
3.9 [36] environment.
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4. Validation with Explicit Calculation

To evaluate the performance of the proposed methodology, we conducted validation
with an explicit calculation by comparing its predictions to data generated by a benchmark
result with the explicitly calculated result. The example problem is shown in Figure 8.
The problem is about flow in a frictionless, heated pipe, and it is assumed that until t = 0,
the system has reached a steady state with no heating and an inlet flow rate of 1 kg/s.
At t = 0, the inlet flow rate suddenly increased to 1.1 kg/s, and heating of 165 kW/m
along the wall began. Under the given condition, for fluid states near the critical point and
during a transient situation, a phase transition occurs in the heated pipe, and it becomes a
supercritical state.

The explicit calculation was solved by the 2(3) order Runge–Kutta method using the
SciPy internal function solve_ivp [37]. In this case, Timestep utilized the value determined
inside the function. The results calculated explicitly and using the developed code at 1,
5, and 10 s after the start of the transient are shown in Figure 9. Figure 9 shows that the
semi-implicit ICE method is better than the explicit calculation in numerical stability. Also,
in these cases, Table 1 illustrates the calculation speeds of both methodologies. Numerical
calculations are conducted through a general personal computer, and additional computa-
tion techniques, such as parallelization and GPU-aided calculation, are not considered in
this test. The proposed ICE method is more than 100 times faster than the explicit method.
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Table 1. Calculation time for the explicit and ICE methods.

Solution Time Explicit ICE

1 s 85.40 0.576

5 s 449.6 2.985

10 s 829.5 6.886

At the steady state after infinite time, due to the friction being neglected, the mass flow
rate eventually converges at the forced inlet condition of 1.1 kg/s, and the temperature
distribution in the fluid block should satisfy the following equation.

dH
dx

=
q′
.

m
(24)
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Because the Cp in Equation (23) cannot be considered constant due to the physical
properties of CO2 near the critical point, Equation (23) should be solved numerically. The
numerical solutions of Equation (23) and ICE are shown in Figure 10. The figure shows that
the developed transient simulator presents temperature and mass flow rate development
well to converge at a steady state.
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Similarly, the situation where the liquid–gas phase change occurs near a critical point
was considered, as shown in Figure 11. Figure 12 shows the pathway of the processes in
Cases 1 and 2 in the steady state in the T–S diagram. Then, as illustrated in the figure,
for Case 2, the liquid–gas phase transition occurs through the boiling point. In this case,
Figure 13 shows the temperature and mass flow rate development through time in Case 2.
This result shows that the developed transient analysis platform can handle not only
supercritical-phase CO2, but also that the transcritical behavior of CO2 flows without
special treatment of the two-phase flow algorithm. This is because the developed enthalpy
implies an approach from a homogeneous equilibrium (HEM) model. This means that the
platform is easy to add on with the HEM approach.
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5. Discussions and Conclusions

The implicit Eulerian continuous solver with the basis of enthalpy, pressure and mass
flow rate is developed to analyze the dynamic scenarios of near-critical CO2 thermody-
namic systems. Numerical validation of the developed methodology progressed with a
commercial explicit PDE solver. The results show that the developed semi-implicit method-
ology shows a higher computational speed (>100 times) and higher numerical stability.
Furthermore, these comparisons progressed with frictionless heated pipe situations with
phase transition near the critical point. It is noted that traditional platforms that used to
analyze two-phase flows, such as MARS-KS, handled this with special treatment of the
CO2 property table (Figure 14).

Energies 2024, 17, x FOR PEER REVIEW 14 of 17 
 

 

 
Figure 14. Failure log of the MARS-KS in Case 1. 

One reason for this increase in convergence stability is that using enthalpy as the 
basis for the derivative is likely to yield smoother properties than using temperature as 
the basis. As shown in Equation (16), the ICE method will inevitably have a derivative 
term ቀడఘడுቁ௉. For the temperature-based approach, this term should be changed to ቀௗఘௗ்ቁ௉. 

Figure 15 illustrates the ቀడఘడ்ቁ௉ and ቀడఘడுቁ௉ near the critical point. As shown in the figure, ቀௗఘௗுቁ௉ less drastically changes near the critical point, so it may increase numerical stabil-
ity. 

 

Figure 15. ቀడఘడ்ቁ௉ and ቀడఘడுቁ௉ of CO2 near the critical point. 

In this study, the flow limit of Equation (23) is used to consider the general explicit 
term. To validate the suitability of this timestep control, a comparison with the calculated 
results obtained by imposing a fixed timestep of 0.5 s is presented in Figure 16. In Case 2, 
the flow limit condition yields a timestep of 0.03–0.04 s. However, when the timestep is 
increased to 0.5 s, the developed methodology does not reach convergence error, but the 
results demonstrate that a forced large timestep can lead to numerical instability. Moreo-
ver, in the fixed timestep case, it does not simulate the mass flow rate changes caused by 
early sharp transients well, and it does not converge well in the later periods, showing 
damped oscillations. 

Figure 14. Failure log of the MARS-KS in Case 1.



Energies 2024, 17, 1126 14 of 17

One reason for this increase in convergence stability is that using enthalpy as the basis
for the derivative is likely to yield smoother properties than using temperature as the basis.
As shown in Equation (16), the ICE method will inevitably have a derivative term

(
∂ρ
∂H

)
P

.

For the temperature-based approach, this term should be changed to
(

dρ
dT

)
P

. Figure 15

illustrates the
(

∂ρ
∂T

)
P

and
(

∂ρ
∂H

)
P

near the critical point. As shown in the figure,
(

dρ
dH

)
P

less
drastically changes near the critical point, so it may increase numerical stability.
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of CO2 near the critical point.

In this study, the flow limit of Equation (23) is used to consider the general explicit
term. To validate the suitability of this timestep control, a comparison with the calculated
results obtained by imposing a fixed timestep of 0.5 s is presented in Figure 16. In Case 2,
the flow limit condition yields a timestep of 0.03–0.04 s. However, when the timestep is
increased to 0.5 s, the developed methodology does not reach convergence error, but the
results demonstrate that a forced large timestep can lead to numerical instability. Moreover,
in the fixed timestep case, it does not simulate the mass flow rate changes caused by
early sharp transients well, and it does not converge well in the later periods, showing
damped oscillations.
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In summary, this study presents an enthalpy-based 1D platform to examine flows with
phase transitions near a critical point using an ICE solver. The proposed platform has been
created and tested as a NICES program in a Python 3.9 environment. To exemplify the
usefulness of NICES and the embedded HEM approach, a frictionless heated pipe was
used. We were able to predict thermal fluid flows, including multiphase flows, without
the requirement of specialized two-phase flow models. Because the platform is still in a
primary stage, it will benefit from the inclusion of additional models like heat exchange
models, friction-induced pressure drop models and others, and further research is required
to develop a full plant transient analysis platform, including turbomachinery. Nonetheless,
we have shown that the adoption of an enthalpy-based methodology instead of the conven-
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tional temperature-based transient analysis facilitates the study of phenomena near-critical
points, primarily those involving frequent phase changes. Thus, this methodology is ex-
pected to be valuable for scrutinizing mechanical energy storage systems involving liquid
CO2 and transcritical CO2 cycles, which have been challenging to analyze in the past.
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S.J.B. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by Kyungpook National University.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Abbreviations
HEM Homogeneous Equilibrium Model
ICE Implicit Continuous Eulerian
NICES Near-critical Implicit Continuous Eulerian Solver
S-CO2 Supercritical Carbon Dioxide
Latin letters
A Cross-sectional area (m2)
Dh Hydraulic diameter (m)
f Friction factor (Pa kg/s2)
H Enthalpy (J/kg)
.

m Mass flow rate (kg/s)
Mi Fluid mass in node i
P Pressure (Pa)
q′ Heat rate (W/m)
t Time (s)
T Temperature (K)

Greek letters
∆x Unit length for discretization (m)
δ Small amount of change
ρ Density (kg/m3)

Superscriptions
Average or donor property

k Timestep iteration
i Present timestep
i + 1 Next timestep

Subscriptions
in Inlet
out Outlet
i Present special coordinate
i + 1 Next special coordinate
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