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Abstract: Recently, the implementation of software/hardware systems based on advanced artificial
intelligence techniques for continuous monitoring of the electrical parameters of intelligent networks
aimed at managing and controlling energy consumption has been of great interest. The contribution
of this paper, starting from a recently studied DC-MG, fits into this context by proposing an intu-
itionistic fuzzy Takagi–Sugeno approach optimized for the energy management of isolated direct
current microgrid systems consisting of a photovoltaic and a wind source. Furthermore, a lead-acid
battery guarantees the stability of the DC bus while a hydrogen cell ensures the reliability of the
system by avoiding blackout conditions and increasing interaction with the loads. The fuzzy rule
bank, initially built using the expert’s knowledge, is optimized with the aforementioned procedure,
maximizing external energy and minimizing consumption. The complete scheme, modeled using
MatLab/Simulink, highlighted performance comparable to fuzzy Takagi–Sugeno systems optimized
using a hybrid approach based on particle swarm optimization (to structure the antecedents of the
rules) and minimum batch squares (to optimize the output).

Keywords: DC-microgrid renewable energies; electricity conversion system; electricity storage
system; artificial intelligence; fuzzy systems

1. Introduction

Recently, global energy policy has been increasingly oriented towards the exploitation
of renewable energy sources (RESs) to reduce carbon dioxide emissions (mainly responsible
for the reduction of the ozone layer in the atmosphere, which protects the earth from
the harmful action of UV rays) [1–3]. In this framework, microgrids (MGs), smaller local
electricity networks that can also be operated individually, have established themselves
as solutions for managing energy flows from RESs for future smart networks [4–6]. MGs,
depending on the operating mode, can be divided into direct current (DC-MG) [7–9] and
alternative current (AC-MG) microgrids. Compared to the AC-MGs, the DC-MGs, which
also operate in isolated mode, provide better performance regarding the management of
energy flows coming from RESs (photovoltaic (PV), wind (WT), fuel cell (FC) [10]) with
storage systems [11] towards electrical loads both civil and industrial without the need
for DC/AC converters for the integrated system and without requiring synchronization
operations [12–14].

Recent works of scientific literature propose efficient algorithms for the control and
management of energy flow, ensuring maximum power transfer (through the use of maxi-
mum point power (MPPT) directly in the algorithms [15,16]), even in adverse or otherwise
changing weather conditions [17–20]. However, it should be noted that the scale limitations
and the limited capacity of the accumulator do not allow AC-MGs to provide long-term
energy, so it is necessary to use modular FCs to guarantee adequate power with continuity
and with rapid response to load variations (common diesel generators are to be excluded
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because they are polluting and characterized by reduced efficiency) [21,22]. Stationary
FCs stand out among them as they can be used in contexts where the quantity of energy
required is significant [23–25].

Obviously, the energy management system (EMS) is the core of an MG which should
be able, on the one hand, to standardize the power exchanged between RESs and loads (in
compliance with the respective constraints) and, on the other, to reduce costs and increase
the lifetime of the MG [26–28].

Furthermore, EMSs, in case of interruption of the primary power supply, should be
able to start the backup power supply by starting the FC which, coupled to an electrolyzer,
produces the fuel (for example, hydrogen (H2)) on demand [29–31].

Now, many authors are busily engaged in the design and validation of EMSs for
DC-MGs with high reliability and performance. There is no lack of theoretical studies of
physical-mathematical modeling of MGs with certainly interesting results, but almost all
are based on the resolution of systems of differential equations [32,33]. However, it is worth
noting that the systems of differential equations that describe the dynamic behaviors of PV
and WT powers have different operating times and therefore suffer from synchronization
problems [34–37]. A possible solution would require the adaptive insertion of delay times
into each of the equations, resulting in the challenge of obtaining numerical solutions
within a reasonable time. It follows that the mathematical models for this MG are currently
not very efficient [38–40].

Recently, a considerable number of works have been produced reporting interesting
DC-MG studies which also propose sophisticated topologies with latest-generation energy
storage and production elements [41–43] equipped with multi-level hierarchical control
systems to optimize any fuel consumption [44,45].

With the widespread diffusion of approaches based on artificial intelligence (AI),
scientific production in the DC-MG field has recently achieved important results thanks
to the strong peculiarity of these techniques in the processing of large quantities of data
for the process of decision making. In fact, machine learning techniques have opened
wide frontiers, especially in the study of stability (regression [26,46,47], random forest
tree [26,48,49], convolutional neural networks [26,50,51] and others [52–54]). However,
these techniques, although promising in performance and results obtained, have the flaw
of being black-box type procedures so, on the one hand, they are difficult to understand by
non-experts and, on the other, they do not allow updates except in the case of substantial
interventions.

In AI, soft computing comes into play and, in particular, fuzzy systems (FSs) which
represent flexible evolutionary models that solve non-linear problems (difficult to solve us-
ing equations and/or mathematical algorithms) where human intelligence is required [55].
FSs, by formulating “IF antecedent1 and. . . antecedentN THEN consequent” banks of
fuzzy rules, solve problems in which the data used are affected by uncertainties and/or
inaccuracies [56–58]. With the help of these techniques, numerous EMSs have been de-
signed and tested for DC-MGs with PV and WT power generation with the integration of
a battery storage and FC with the aim of reducing costs by maximizing power. However,
even if the results appear valuable, in some cases the naive approach makes performance
inefficient [26,59,60]. Obviously, there is no shortage of significant advances regarding the
fuzzy EMS control procedure of DC-MGs, based on automatic extraction of the fuzzy rule
bank [61–63], fault detection and classification [64–66].

However, to consider any uncertainties in writing the membership functions, only
recently have significant works been produced on the management and control of EMSs in
DC-MGs using fuzzy systems based on intuitionistic fuzzy sets without, however, consid-
ering any need to adaptively optimize the fuzzy membership functions (FMFs) [67–69]. To
our knowledge, until now no significant work has been published regarding this important
task for the DC-MGs of the future.

With this objective in mind (i.e., reducing H2 consumption to a minimum and maximiz-
ing the power of the RESs), we start with the DC-MG in island mode (Figure 1) proposed
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in [26] which, through a Mamdani fuzzy EMS, managed the power supply of domestic
users with RESs (PV/WT) and a lead-acid storage system supported by a H2 cell in which
the inputs were the net power and state of charge (SoC) of the battery and the output was
the power of the H2 cell. As detailed in Figure 1, the system is composed of a load connected
to the RESs via electronic converters acting as a connection between the system devices and
the backup system (lead-acid battery and H2 production/consumption). Furthermore, each
subsystem is accompanied by a local control device (based on decentralized architecture)
and an EMS characterized by centralized supervision.

Figure 1. Block-diagram of the stand-alone DC-MG.

Even if the results in [26] were noteworthy (since they reduced hydrogen consumption
by increasing the power extractable from the RESs), no adaptive procedure was recognized
regarding the writing of the fuzzy rules (in particular, of the FMFs) which, in that case,
were built through experience gained over the years by the authors without any optimized
tuning process.

Therefore, starting from the aforementioned EMS, in this work, to consider any un-
certainties in the membership values, we rewrite the bank of fuzzy rules according to an
innovative optimized intuitionistic Takagi–Sugeno (TS) approach exploiting a procedure
based on the subtractive cluster technique able to optimize the FMFs.

The main contributions of this paper are summarized in the following list.

1. The fuzzy (heuristic) Mamdani model proposed in [26], although it does not require
a mathematical model to structure the EMS allowing for easy upgradeability, does
not provide a detailed description of the process. It also does not allow the use of
design techniques in the form of rules with optimization of the shape and position of
the membership functions for each variable involved. Finally, Mamdani’s approach,
which has limited validity to the data intervals used for its definition, does not allow
guidelines for the definition of the model’s characteristics (i.e., order, number and
form of qualifiers, number and content of the rules).
Since the problem under study has two inputs and one output (MISO), the fuzzy
model studied in [26] was rewritten according to the TS approach. This fuzzy approach,
regarding the fuzzification and application of connectives, maintains the same steps
as the Mamdani inference. Furthermore, the output is structured as a set of singletons
which, appropriately combined, provide functional (deterministic) consequences.

2. It can be immediately observed that the fuzzy rules presented in [26] arise from the
expert’s knowledge, which is essentially derived from the behavior of the individual
elements that constitute the MG. The behavior of many of them (unfortunately not all)
is described deterministically by a system of evolutionary differential equations whose
solutions provide indications to the expert for the composition of the fuzzy rules.
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However, to reduce the risk of fuzzy rule banks with numerous rules, and at the same
time start evaluating any fuzzy assumptions for stability, it appears necessary to verify
that these evolutionary models admit a single solution (thus ensuring that, at least in
principle, the outputs of fuzzy systems do not represent ghost solutions [70,71]). So,
in this article, before proceeding with the design of fuzzy systems, this verification
was performed using analytical techniques now consolidated in the literature.

3. The main reason why it was chosen to transform the Mamdani model studied in [26]
concerns the great potential that TS models have in the clustering of the antecedents
(to determine the number of rules) and in the structuring of the consequent (which
culminates in functional deterministic expression of the output), as well as providing
banks of fuzzy rules and inferences that are completely general and not limited to a few
inputs and rules. Particularly, to structure the antecedents of each rule, an AI heuristic
iterative technique based on particle swarm optimization (PSO) was exploited, as
required by the specifications of the Tech4You Project. The proposed approach can
identify “optimum candidates” in the search space based on specific quality measures.
Even if the most recent scientific literature proposes innovative alternative techniques
for the intended objective, the PSO, by not making any assumptions on the problem,
allows the exploration of considerable solution spaces. Furthermore, by not using
differential operators during the optimization process, differentiability of the issue
under study is not required, opening up broad prospects of success for that entire
class of irregular, noisy concerns with uncertainties and/or inaccuracies.

4. As regards the structuring of the consequent, an approach based on batch least squares
(BLS) was used which, in synergy with the PSO, determines the optimal allocation of
the output singletons with a limited computational complexity.

5. While obtaining promising results following the use of the EMS managed by the opti-
mized fuzzy TS, it is appropriate to consider any additional uncertainties contained
in each membership function involved in each fuzzy rule. With this objective in mind,
the optimized TS fuzzy model was generalized considering both membership and
non-membership values, inducing the formulation of a respective degree of hesitation.
The proposed procedure allowed us to build a fuzzy TS (intuitionistic) system which,
through clustering of the antecedents, also determines the number of rules (with a
high performance estimated using an appropriate index).

The three EMSs obtained (managed by the aforementioned fuzzy systems) were tested
in an area located in southern Italy (38◦7′15.138′ ′ N/15◦39′55.315′ ′ E) in correspondence
with the buildings of the DICEAM Departments of the “Mediterranea” University of Reggio
Calabria (Italy) now involved in the activities of the aforementioned Project (Tech4You
Spoke 2 Project—Goal 2.1—PP1—Action 9). The results obtained, in maximizing the power
provided by the RESs and reducing the production of H2, are fully comparable with the
performances obtained through the TS type formulation of the model in [26] optimized
using the combined particle swarm approach optimization (PSO) and batch least squares
(BLS), but with better performance results and CPU-time, which is interesting for any
real-time applications and technological transfer as well.

The remainder of the paper is structured as follows. After briefly describing the config-
uration of the DG-MG studied in [26] (Section 2), the physical-mathematical characteristics
of the RESs used are detailed, highlighting that the evolutionary differential models for
managing the exchange of information with the DC bus are well posed (Section 3). Next,
Section 4 details the peculiar characteristics of the starting EMS that uses the Mamdani
approach, including the bank of fuzzy rules that manages the control. Then, Section 5
details the steps that allow the formulation of the optimized TS approach, while Section 6
describes the structure of the optimized fuzzy system which exploits the intuitionistic
approach. Once the electrical loads have been described by outlining the meteorological
parameters and power profiles of the RESs considered as reported in Section 7, the im-
plementation aspects are highlighted in Section 8 introducing the initial relevant results.
Section 9 is dedicated to discussing the performance while the conclusions and possible
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future perspectives conclude the paper. As a summary of the entire work, an appendix
contains the proofs of the theorems that establish the well-posedness of each evolutionary
differential model.

2. DC-MG Structure: An Overview

As can be seen from Figure 1, the starting DC-MG considered in this paper, as in [26],
is made up of two primary renewable sources, PV and WT, operating in MPTT mode
generating 100 kW and 50 kW, respectively. Furthermore, a H2 FC functions as a secondary
source and guarantees, if necessary, enough energy (50 kW at nominal state, 60 kW at
maximum power) to avoid blackout situations. And again, a 50 kW battery stabilizes the
voltage on the DC bus, providing energy to the grid if necessary and absorbing any excess
energy, while a dump-load electrolyzer (DC charge) absorbs excess energy if the generated
power exceeds that of the load with an SoC over 80%. Finally, some DC and AC domestic
loads complete the MG. In particular, as regards the wind turbine, a double AC/DC and
DC/DC converter has been inserted in a single block so that the second converter acts as
an interface with the DC bus. Furthermore, the electrolyzer has been positioned to interact
with the fuel cell allowing the DC-powered electrolyzer to produce hydrogen during the
accumulation phase by storing it in tanks. The fuel cell converts the hydrogen back into
electrical energy in DC during peak absorption. As regards the connection lines, in Figure 1,
the power flows have been indicated by arrows. In particular, the red/blue lines indicate
the DC bus, while the green dotted line indicates the data bus to monitor the operation
of the DC-MG (power flows, voltages, currents . . . ). Finally, the black lines indicate the
power flows of the various elements. As is known [26], the power balance equation for the
aforementioned MG is the following:

PLoad = PPV + PWT + PFC + PElectrolyzer + PBattery. (1)

Furthermore, 50 kW represents the maximum charge/discharge power of the battery; when
it is discharged, the energy comes from the RESs. In any case, it will absorb extra energy
until the SoC reaches 80%, using the surplus energy to produce H2 in an electrolyzer. Table 1
lists the complete parameters of the DC-MG as reported in [26].

Table 1. Characteristics of the DC-MG.

Element Characteristics

PV 1Soltech 1STH-250-WH, 100 kW at STC
WT PMSG Rated wind speed 12 m/s, R = 17 m, Cpopt = 0.48,

Rated power 50 kW, Lq = Ld = 0.83 mH, ΦV = 0.28 Wb, P = 8
FC Rated power 50 Kw, I = 200 A, V = 250 V

Battery Lead-acid battery rate C = 1000 Ah, 240 V
Load [min–max] = [30 kW–200 kW]
VDC 400 V

3. Some Important Physical-Mathematical Details
3.1. PV System and MPPT Control

The PV system consists of a certain number of panels connected to the DC bus via a DC/DC
boost converter [26]. The output power can be evaluated using the following relationship

PPV(t) = PPVrated
Gt(t)
1000

{
1 + αt

[
Tamb + 0.0256Gt(t)

]
− TCSTC

}
(2)

where PPV is the output power (W) and Gt(t) is the solar irradiance (W/m2); moreover,
PPVrated represents the rated power (W) of the PV module at standard test condition (STC)
and αt = −3.7 × 10−3(C)−1 denotes the dimensionless temperature coefficient. Finally,
TCSTC is the cell temperature (C) at STC and Tamb represents the ambient temperature (C).
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The PV system is connected to the DC bus via a boost converter, whose behavior is
described evolutionary by the following dynamic model [26]:

diPV(t)
dt

= − (1 − u(t))vDC(t)
L

+
vPV(t)

L
dvDC(t)

dt
=

(1 − u(t))iPV(t)
C

− vDC(t)
RC

(3)

where iPV and vDC represent the PV system current and DC bus voltage, respectively.
Furthermore, C and L are the capacitance and inductance of the boost converter, while R is
the load resistance and u(t) represents the control input of the boost converter.

Remark 1. Regarding the optimization of the output power of the PV system, as in [26], an iterative
MPPT algorithm based on Perturb and Observe (P&O) was used, since it is simple to adapt and d
is quite accurate. The approach, in principle, perturbs the operating voltage at regular intervals by
oscillating around the point dPPV(t)/dvDC = 0 (i.e., MPPT).

Remark 2. In [26], a fuzzy system for EMS control was proposed by structuring a fuzzy inference
without checking the feasibility of the approach. To be sure that the EMS can be structured in terms
of stable fuzzy inference, it is not enough to build a bank of fuzzy rules whose inference models the
behavior exhibited by the available data. It is necessary to be sure that the differential equations
governing evolutionary behavior admit a system of fuzzy rules whose inference is equivalent to the
starting differential system. Setting x(t) = [iPV(t) vDC(t)]T (physical parameters directly linked
to the power delivered) as proved in [72], the if-only-if model (3) admits a unique solution; it also
admits a fuzzy plant rule in the form:

IF z1 is A1,k and z2 is A2,k and z3 is A3,k (4)

THEN ẋ(t) = Bkx(t) + Cku(t), k ∈ {1, 2, . . . , N},

where N is the number of inference rules; A1,k, A2,k and A3,k are fuzzy sets, while x(t) and u(t)
represent the system state and control input, respectively, and, finally, z1 = vPV(t)/vDC(t),
z2 = vDC(t) and z3 = iPV(t). Furthermore, Ak and Bk are the k-models as formulated in [72],

Ak =

A1,k

L
−

A2,k

L
A2,k

RC
A3,k

C

, Bk =

− A2,k

L
A3,k

C

. (5)

Therefore, denoting by µk[z(t)], with z(t) = [z1, z2, z3], for the membership function, after calcula-
tions, one achieves

mk[z(t))] =
∏3

s=1 µs,k[zs(t)]

∑N
g=1 ∏3

s=1 µs,g[zs(t)]
≥ 0, (6)

such that
N

∑
s=1

µs[z(t)] = 1. (7)

Therefore, by fuzzy blending, the global fuzzy dynamic model is writable as [72]

ẋ(t) = A(µ)x(t) + B(µ)u(t), (8)

having denoted µk = µk[z(t)] for brevity, where A(µ) := ∑N
k=1 µk Ak and B(µ) =: ∑N

k=1 µkBk.

Then, the following Proposition presents the first important result in this paper.
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Proposition 1. Model (3) admits a unique and differentiable solution.

Proof of Proposition 1. See Appendix A.

3.2. WT System and MPPT Control

In this work, as in [11,26], we use a permanent magnet synchronous generator (PMSG)
connected directly to the WT (always operating below the rated speed) whose mechanical
power can be quantified as follows:

Pmechanical(t) = 0.5ρπR2(v(t))3Cp(β, λ) (9)

where ρ is the air density (Kg/m3), R is the blade radius (m), v(t) is the wind speed (m/s)
and Cp(λ, β) expresses the link between the tip speed ratio (λ) and the pitch angle (β). As
in [11,26], we consider the usual equations for the currents of both d and q axis, structured
as follows: 

isd(t)
dt

= − R
Ld

isd(t) + ws
Lp

Ld
isq(t) +

usd(t)
Ld

isq(t)
dt

= −Rs

Lq
− ws

( Ld
Lq

isd(t) +
Φv

Lq

)
+

usq(t)
Lq

(10)

in which isd(t), isq(t), usd(t) and usw(t) represent the current and voltage of d and q axis.
Moreover, the angular frequency of the generator, whose inductances are Lq and Ld with P
number of pole pairs and Φv as the magnetic flux linkage, is indicated by ws.

Remark 3. Furthermore, model (10), as for (3), admits an equivalent fuzzy system obtainable
with the same procedure detailed in Remark 2. Therefore, also in this case, (10) must admit a
unique solution.

As in Section 3.1, the next Proposition verifies that (10) admits a unique solution.

Proposition 2. Model (10) admits a unique and differentiable solution.

Proof of Proposition 2. See Appendix B.

The WT, connected to the DC bus via a buck-boost DC/DC converter, exhibits dynamic
behavior governed by the following system of differential equations:

diL(t)
dt

= −vS(t)
L

− (v(t) + vS(t))D
L

dvDC(t)
dt

=
iL(t)
CS

− vDC(t)
CS

− iL(t)D
CS

(11)

in which L and CS are the buck-boost parameters, and D is the duty cycle.

Remark 4. As in [26], we propose a control approach that involves only the calculation of the power
output, without the need for wind speed measurement or other electromechanical considerations. In
any case, the operation is carried out when the ratio of the change in power to the interpretation of
speed is equal to zero (i.e., dP(t)/dvDC(t) = 0).

Remark 5. As in the previous cases, by applying the procedure proposed in Remark 2, it is verifiable
that (11) admits an equivalent fuzzy system, provided that it admits the uniqueness of the solution.

Proposition 3. Model (11) admits a unique and differentiable solution.

Proof of Proposition 3. See Appendix C.
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3.3. Lead-Battery Acid Modeling and Its Control

Since the optimal contribution of RESs in an MG is not achievable due to their vari-
ability and instability, energy storage systems stabilize energy demand against irregular
generation. Lead batteries currently represent the most used electrochemical storage sys-
tems in this field, even if they are characterized by a short life cycle and low efficiency.
Currently, many researchers are working hard on studies analyzing the performance of
MGs with alternative storage systems (i.e., lithium-ion batteries) with higher efficiency.
However, for reasons of opportunity linked to the Tech4You project, the study area is
represented by the Engineering Departments of the “Mediterranea” University of Reg-
gio Calabria (Italy), in which a lead-acid storage system already exists. Particularly, in
this work, the batteries exploited are lead-acid and rechargeable with reversible redox
semi-reactions at the electrodes. In particular, the anode is made up of lead immersed
in concentrated sulfuric acid, while the cathode is made up of a lead foil covered in lead
dioxide immersed in concentrated sulfuric acid. During the discharge phase, i.e., when
the accumulator supplies electric current, the direct reaction occurs, while in the charging
phase the reverse reaction occurs. In this paper, we represent the battery by a controlled
voltage source in series with an internal constant resistance. Therefore, indicating by ib(t)
the battery current, the voltage of the battery’s output, vout(t), is evaluated as follows,

vout(t) = E − Rbib(t) (12)

in which E and Rb represent the open circuit voltage and its internal resistance, respectively.
Moreover, the open circuit voltage, E, is evaluated as follows,

E = E0 − k
Q(t)

Q(t)−
∫

ib(t)dt
+ Ae−B

∫
ib(t)dt (13)

in which E0 is the battery constant voltage and Q(t) is the battery capacity. Furthermore, k
is the polarization voltage and, ib(t) being the current in the battery, it follows that

∫
ib(t)dt

represents the actual battery charge. Finally, A is the exponential zone amplitude and B is
the exponential zone time constant inverse. The bank of batteries is connected to the DC
bus via a bidirectional buck-boost DC/DC converter whose dynamic model, as proposed
in [10,26], is the following:

diL(t)
dt

= −vin(t)
L

− rLiL(t)
L

− u(t)vout(t)
L

vout(t)
dt

=
u(t)iL(t)

C
− vout(t)

RC
− P(t)

Cvout(t)

(14)

in which iL(t) and vout(t) are the instantaneous values of inductor current voltage and
capacitor voltage, respectively; P(t) is the total power, the power generated and load
demand power; vin(t) is the nominal battery voltage; and R is the load resistance while rL
is the equivalent series resistor of the BDC inductor. Finally, C and L are the capacitance
and inductance of the converter, respectively.
To limit the degradation of the battery to the benefit of its life, its capacity must be kept
within certain limits:

Qmin(t) ≤ Q(t) ≤ Qmax(t) (15)

in which Qmin(t) and Qmax(t) represent the minimum and maximum battery capacity,
respectively. Finally, the SoC of the battery can be evaluated as follows

SoC(t) = 100

(
1 −

∫
ib(t)dt
Q(t)

)
. (16)

The battery efficiency does not reach 100%, and only a part of the charging amp hours can
be returned. In particular, we assume that the battery SoC range is between 20 and 80%.
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Finally, using a proposed hysteresis control [26], two complementary PWM signals are
generated, controlling the switches of the bidirectional buck-boost DC/DC converter to
regulate the charge/discharge operations and maintain the DC bus value at 400 V.

Remark 6. Finally, it is easily verifiable that (14) admits an equivalent fuzzy system, as detailed in
Remark 2.

Proposition 4. Model (14) admits a unique and differentiable solution.

Proof of Proposition 4. See Appendix D.

Remark 7. It is worth observing that energy supplies, whose dynamic behaviors are governed
by systems of differential equations, highlight different action times, which raises the issue of
synchronization. A possible solution would require the adaptive insertion of delay times into each of
the equations, resulting in challenges to numerical solution in a reasonable time. It follows that the
mathematical models for these smart grids are difficult to use.

3.4. Fuel Cell Modeling and Its Control

Regarding fuel cells, recent studies have identified how solid oxide cells have broad
applicability in various MG systems, including grid-connected, backup and autonomous
configurations that achieve high efficiencies. However, since the selected study area
already had a hydrogen cell (in accordance with the Tech4You Project), the FC used in this
work is a proton exchange membrane cell (PEMFC) for converting chemical energy into
electrical energy through the electrochemical combustion of hydrogen and oxygen, with
the production of electricity, water and heat development. The anode and cathode, loaded
with the catalyst, are separated by an electrolyte. The fuel arrives at the anode (where the
oxygen oxidizes, releasing negative ions) while the oxygen, supplied by the air, arrives at
the cathode where it absorbs electrons. In order to maintain the stability of the system, it
is imperative that the electron flow is externally directed through an electrical circuit [6].
The open-circuit voltage of the FC, EOC, depends strongly on the Gibbs free energy which
is influenced by the type, pressure and concentration of the reactants and by the types of
reaction products. The ideal EOC is provided by the following contribution

EOC = KC

[
EC + (T − 298)

−44.43
zF

+
RT
zF

ln

(
PH2

√
PO2

)]
. (17)

In (17), KC represents the rated voltage constant while EC indicates the electromotive forces
under standard pressure; T is the operating temperature and z and F are the transferring
electron number and the Faraday constant, respectively. Moreover, PH2 and PO2 indicate
the gas pressures, respectively.

However, in practice this voltage is less than its theoretical value due to some voltage
drop that affects the reversible voltage-current density curve (see Figure 2 in [73]). In par-
ticular, due to the conversion of products into reactants in the catalytic state, an activation
voltage drop, Uact, occurs. It can be evaluated as follows [26,73],

Uact =
NAnom

τs + 1
ln

(
i f c

i0

)
. (18)

in which i f c is the cell output current; τs and N are the dynamic response time constant
and the number of cells, respectively.

Furthermore, due to the transport of ions through the membranes and the internal
resistances of the materials, a further voltage drop, Uohmic, occurs, which can be calculated
as follows:

Uohmic = Rini f c, (19)
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where Rin represents the inner resistance of the stack and i f c is the cell output current.
Finally, the output voltage of a single cell, Ucell, considering (17)–(19), becomes

Ucell = EOC − Uact − Uohmic. (20)

Remark 8. It is worth noting that, as the chemical reactions proceed, the concentration of hydrogen
and oxygen on the electrodes varies significantly, resulting in a further mass transport voltage drop.
However, in this paper, such a voltage drop is not considered.

As regards control of the FC, the EMS generates a reference current compared to the actual
current produced by the FC so that a proportional-integral-derivative PID regulates the error. The
controller, the PWM signal generated in controlling the boost converter, sees its average value
precedent [26].

4. The Energy Management Systems: A Mamdani Fuzzy Approach

In this work, we start with the EMS based on a fuzzy Mamdani multi-input single-
output (MISO) system studied in [26], and structured through a rule bank based on the
expert’s knowledge (considering any limitations and non-linear behaviors that each com-
ponent highlighted). The system ensured a uniform power profile of the islanded DC-MG,
reducing power fluctuations and peaks. As shown in Figure 2, the system inputs are ∆P,
which subtracts the power of the renewable sources from the load power, and the SoC of the
accumulator considering the reference power FC as production. The MISO fuzzy system
depicted in Figure 2 represents the EMS of the MG under study, whose MatLab/Simulink
scheme is displayed in Figure 3.

Figure 2. MISO fuzzy system: ∆P (W) is the sum of the power supplied by the renewable sources
and the difference between the rate obtained from the sum and the power requested by the load,
while the SoC (%) represents the state of charge of the battery.

Figure 3. MatLab/Simulink scheme of the proposed DC-MG.
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In particular, the FIS considered in [26] treated ∆P and SoC through linguistic subsets
operating on the respective universes of discourse. The range of possible values for each
variable (universe of discourse, U ), as specified in [26], are:

U∆P = [−100 100], USOC = [0 100], UP∗
f c
= [0 60]. (21)

Moreover, for each variable, trapezoidal/triangular FMFs have been formulated to fuzzify
each variable, ∀x ∈ U , as follows

µn(x) =



0, x < n1
x − n1

n2 − n1
, n1 ≤ x ≤ n2

1, n2 ≤ x ≤ n3
x − n4

n3 − n4
, n3 ≤ x ≤ n4

0, x > n4.

(22)

As detailed in Table 2, for ∆P, five FMFs were considered (High-Negative, HN∆P, Negative,
N∆P, Medium, N∆P, Positive, P∆P, High-Positive, HP∆P); for SoC, three MFs have been
considered (Low,LSOC, Medium, MSOC, High, HSOC); finally, for P∗

f c four FMFs have been
considered (Very-Low, VLP∗

f c
, Low, LP∗

f c
, Medium, MP∗

f c
, High, HP∗

f c
).

Table 2. Characterization of FMFs for the fuzzy MISO system in [26].

MF n1 n2 n3 n4

HN∆P −100 −100 −60 −50
N∆P −60 −50 −30 0
M∆P −30 0 0 30
P∆P 0 30 50 60

HP∆P 50 60 100 100
LSOC 0 0 30 40
MSOC 30 40 80 90
HSOC 80 90 100 100
VLP∗

f c
0 0 3 8

LP∗
f c

3 8 10 15
MP∗

f c
10 15 30 35

HP∗
f c

30 35 60 60

The criterion with which the fuzzy rules were constructed (see Table 3) is based on the
following assumptions:

(a) If the SoC has a low value and the ∆P has a strongly negative value, the P∗
f c is certainly

high, so the FC should deliver maximum power while, if the ∆P has a negative value,
the P∗

f c has a medium and therefore the cell would deliver half the power;

(b) In the case in which the SoC has a low value and ∆P stands at average values, P∗
f c

should be low so that the cell delivers reduced power, unlike the case where ∆P stands
at positive (highly positive) values, requiring low (very low) P∗

f c values;

(c) The situation is a little more complex when SoC stands at average values. In these
cases, if ∆P is clearly negative (negative, highly positive), P∗

f c would settle at average
values (low, very low) and therefore the cell would deliver an average value (low,
very low, very low) of power;

(d) If SoC has a high value and ∆P has a highly negative value (negative, positive, highly
positive), P∗

f c has a medium value (medium, very low, very low); then, the FC delivers
half (reduced percentage, reduced percentage) of the power that can be delivered.
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Table 3. Fuzzy rule bank for the MISO system proposed in [26].

HP∆P HN∆P N∆P M∆P HP∆P

LSOC HP∗
f c

MP∗
f c

LP∗
f c

LP∗
f c

LP∗
f c

MSOC MP∗
f c

LP∗
f c

VLP∗
f c

VLP∗
f c

VLP∗
f c

HSOC MP∗
f c

LP∗
f c

VLP∗
f c

VLP∗
f c

VLP∗
f c

A fuzzy inference applies the rules to each input, obtaining a composite fuzzy set
generated by the union of two or more MFs (depending on the number of activated rules)
via a t-norm based on the evaluation of the minimum value of the membership degrees
involved. Finally, the centroid was extracted from the aforementioned composite fuzzy set
to obtain a crisp value of the output. However, it is worth noting that Mamdani-type FISs,
even though they are characterized by precise fuzzifications and linguistically interpretable
rules (hence adaptable to human input), provide less flexibility in the design of EMSs. This
is because they provide moderately discontinuous surface output, requiring quantified P∗

f c.

5. The Energy Management System: A TS Optimized Approach

Fuzzy inference (or fuzzy reasoning) is used in a fuzzy rule to determine the result
starting from the inputs. The fuzzy rules, as a whole, represent the control strategy
starting from knowledge and/or experience. In each rule, the information assigned to the
input variables (via the antecedent) is transferred to the consequent via fuzzy inference.
To remedy the disadvantages of an EMS designed with the Mamdani approach, in this
paper we reformulate the problem for TS inference, typical of MISO systems, where the
antecedent parts of the fuzzy rules, regarding the Mamdani formulation, remain unchanged.
As presented in [26], a fuzzy Mamdani rule is made up of two fundamental sections:
the first section, which precedes “THEN”, represents its antecedent while what follows
“THEN” represents its consequent. After fuzzifying the data, the rule applies the fuzzy
“and” operator (i.e., Mamdani minimum inference or drastic product inference) to the
resulting operations on the membership values in the rule, obtaining a combined fuzzy
membership value that is the result obtained from the antecedent of the same rule. Then,
the “THEN” operator represents the inference of the rule as it transfers the information
from the antecedent to the consequent. In particular, the Mamdani procedure cuts the
output fuzzy set to the fuzzy membership value obtained by applying the “and” connective
(i.e., the combined value obtained above) [26]. Obviously, each rule provides its cut
fuzzy set as explained above. These cut fuzzy sets are then aggregated together, usually
through superposition and consequent envelope, whose center of gravity is the real number
representing the defuzzified value of the output.

For TS fuzzy rules, while maintaining the same steps as Mamdani’s inference regarding
fuzzification and connective application, the output is structured as a set of singletons and
a typical fuzzy rule assumes the following form

IF x1 is A1,k and x2 is A2,k THEN yk = w1,kx1 + w2,kx2. (23)

in which the output is performed via linear polynomial combination of the inputs, x1 and
x2, even if higher-degree polynomials can be taken into account with significant increase
in computational complexity. In (23), A1,k and A2,k represent the FMFs, affected by the
k-th fuzzy rule, of the two inputs, respectively. Moreover, w1,k and w2,k indicate the model
parameters to be trained. Then, for a generic fuzzy rule, we indicate by a1,k and a1,k the
membership values of x1 to A1,k and x2 to A2,k, respectively, and since the “and” connective
is present, the output will be activated at the value ak(x1, x2) = min(a1,k(x1), a2,k(x2)).
Therefore, the output, y, is achieved by applying the generalized defuzzifier,

y =
∑N

k=1 ak(x1, x2)(w1,kx1 + w2,kx2)

∑N
k=1 ak(x1, x2)

. (24)
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To better understand how (24) works, consider as an example the fuzzy inference illustrated
in Figure 4 whose fuzzy rules are structured as in (23). It is worth noting that not all fuzzy
rules are always activated. For example, by choosing (at random) x1 = −10 and x2 = 50
as input variables, it is easy to verify that only some rules are activated (in this case, rules
3, 4, 8, 12 and 13 are activated). From Figure 4, we can easily see that x1 activates the
first rule with an activation degree a1,1(x1) = 0 while x2 activates the first rule with an
activation degree a2,1(x2) = 0.5. Since a fuzzy rule is stable when the output is activated
with a1(x1, x2) = min(a1,1(x1), a2,1(x2)) = 0 [72], it follows that the first fuzzy rule does
not participate in the definition of the output. Table 4 displays all the activation coefficients
for each inference rule depicted in Figure 4.

Figure 4. TS optimized approach: the structure of the inference and output generation for two specific
values of inputs (x1 = −10 and x2 = 50).

Therefore, according to Table 4, (24) becomes

y =
∑N

k=1 ak(x1, x2)(w1,kx1 + w2,kx2)

∑N
k=1 ak(x1, x2)

= (25)

=
10
16

[
0 · (−10w1,1 + 50w2,1) + 0 · (−10w1,2 + 50w2,2) + 0.41 · (−10w1,3 + 50w2,3)+

+0.5 · (−10w1,4 + 50w2,4) + 0 · (−10w1,5 + 50w2,5) + 0 · (−10w1,6 + 50w2,6)+

0 · (−10w1,7 + 50w2,7) + 0.49 · (−10w1,8 + 50w2,8) + 0 · (−10w1,9 + 50w2,9)+

+0 · (−10w1,10 + 50w2,10) + 0 · (−10w1,11 + 50w2,11) + 0.1 · (−10w1,12 + 50w2,12)+

+0.1 · (−10w1,13 + 50w2,13) + 0 · (−10w1,14 + 50w2,14) + 0 · (−10w1,15 + 50w2,15)
]

in which the weights w1,k and w2,k are determined by the procedure described below.
The system was trained using PSO to obtain the parameters of the fuzzy sets associated

with the antecedents, while the BLS-based approach was exploited to obtain the polynomial
coefficients of the output. In particular, in each iteration of the PSO procedure, each particle
of the swarm contains the characteristic parameters of the Gaussian membership functions
(peaks and widths) which, through the BLS approach, determine the consequent of the
fuzzy rules. As the iterations proceed, the particles move in the definition space, generating
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a new set of parameters which will generate as many consequences. The best solution is
obtained by minimizing an objective function.

Such FSs have greater flexibility in design by obtaining continuous surface outputs.
Finally, a tuning procedure has been exploited to optimize the localization for each FMF.

Table 4. Activation coefficients for each inference rule depicted in Figure 4.

Rule ∆P %SOC a1,k(x1) a2,k(x2) ak(x1, x2)
Fuzzy Rule
Activated

1 −10 50 0 0.5 0 no
2 −10 50 0 0.5 0 no
3 −10 50 0.41 0.5 0.41 yes
4 −10 50 0.89 0.5 0.5 yes
5 −10 50 0 0.5 0 no
6 −10 50 0 0.87 0 no
7 −10 50 0 0.87 0 no
8 −10 50 0.49 0.87 0.49 yes
9 −10 50 0 0.87 0 no
10 −10 50 0 0 0 no
11 −10 50 0 0.87 0 no
12 −10 50 0.49 0.1 0.1 yes
13 −10 50 0.89 0.1 0.1 yes
14 −10 50 0 0.1 0 no
15 −10 50 0 0.87 0 no

5.1. PSO for Structuring the Antecedents of Each Fuzzy Rule

PSO considers a group of particles dispersed in a given search space. Let d be the
dimension of this space. A generic particle, equipped with position, xh, and velocity,
vh, with the best local position, posbesth, accesses the best global position globbesth,
identified from the swarm, through the optimization of an objective function based on
the PSO algorithm in which the velocity and position of the particles are calculated as
follows [74]:

vi+1
h = χ

[
vi

h + c1r1(posbesti
h − xi

h) + c2r2(globbesti
h − xi

h)
]
, (26)

xi+1
h = xi

h + vi+1
h (27)

in which r1 and r2 represent two vectors with uniformly distributed random numbers
in [0, 1], i is the current iteration number and c1 and c2 are positive constants. In (26),
the addends inertial considers the tendency of the particle to move in the same direction,
the cognitive considers the attraction towards their best personal positions and the so-
cial considers possible movements towards the best positions previously found by any
particle [74].

5.2. BLS for Optimizing the Fuzzy Output

Indicating by [74]

ξk(x1, x2) =
ak(x1, x2)

∑N
k=1 ak(x1, x2)

(28)

the fuzzy basic functions (FBFs), the output of the system can be written as follows,

y =
N

∑
k=1

(
w1,kξk(x1, x2)x1 + w2,kξk(x1, x2)x2

)
. (29)

Furthermore, setting (modified FBFs)

h1,k(x1, x2) = ξk(x1, x2)x1, h1,k(x1, x2) = ξk(x1, x2)x2, (30)
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we finally achieve

y =
N

∑
k=1

(
w1,kh1,k(x1, x2) + w2,kh2,k(x1, x2)

)
. (31)

Output (31) can be written in matrix form. In fact, indicating by

hk(x1, x2) = [h1,k(x1, x2), h2,k(x1, x2)]; (32)

w =


w1
w2
...

wN

 =


w1,1, w1,1
w1,2, w1,2

...
w1,N , w1,N

 (33)

we easily achieve:
y = h(x1, x2)w, (34)

in which
h(x1, x2) = [h1(x1, x2), h2(x1, x2), . . . , hN(x1, x2)]. (35)

To obtain the model parameters, consider n training observations, (xi
1, xi

2, yi), i = 1, 2, . . . , n,
from which to construct the following regression model

H =


h1(x1

1, x1
2) h2(x1

1, x1
2) ... hN(x1

1, x1
2)

h1(x2
1, x2

2) h2(x2
1, x2

2) ... hN(x2
1, x2

2)
... ... ... ...

h1(xn
1 , xn

2 ) h2(xn
1 , xn

2 ) ... hN(xn
1 , xn

2 ).

 (36)

We introduce the following cost function to minimize:

n

∑
i=1

(ys − ŷi)2 =
n

∑
i=1

(yi − h(xi
1, xi

2)w)2, (37)

in which ŷs is the output (31), which represents a measure of precision to determine the
accuracy of the model (the lower this value, the more accurate the performance).

Therefore, if y = [y1, y2, yn]T , the optimal solution is given by

w = (HTH)−1HTy (38)

in which X is the input data matrix. Obviously, if the problem is an ill-posed one, (38) is
rewritten in the following more convenient form

w = (HTH + λI)−1HTy (39)

where λ is a positive regularization parameter and, as usual, I is the identity matrix. Thus,
for the cost function (37), we need to add the addend λwTw obtaining:

n

∑
s=1

(ys − ŷs)2 + λwTw = (40)

=
n

∑
s=1

(ys − ŷs)2 + λ
[
(XTX + λI)−1XTy

]T[
(XTX + λI)−1XTy

]
.

5.3. BLS and PSO: Steps of the Procedure

The approach we propose starts by setting both the maximum number of iterations,
itermax, and the number of particles.
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Each particle represents a peak or the width of each Gaussian representing a fuzzy set.
Thus, the particles for each rule are [74]

p1,j, p2,j, σ1,j, σ2,j, j = 1, 2, . . . , N.

Each particle is initialized by the following assumptions:

p1,j = a1 + (j − 1)δ1, j = 1, 2, . . . , N; (41)

p2,j = a2 + (j − 1)δ2, j = 1, 2, . . . , N; (42)

in which
δ1 =

b1 − a1

N − 1
(43)

and
δ2 =

b2 − a2

N − 1
(44)

with, ∀i = 1, 2, . . . , N,

a1 = min
i
(xi

1); b1 = max
i

(xi
1), a1 < b1; (45)

a2 = min
i
(xi

2); b2 = max
i

(xi
2), a2 < b2. (46)

Furthermore, recent scientific literature suggests the following good position [74]

σ1,j =
δ1

2
√

2 ln(0.5)
, σ2,j =

δ2

2
√

2 ln(0.5)
, j = 1, 2, . . . , N. (47)

The next step, starting from p1,1 and p1,N , p2,1 and p2,N , updates p1, and P2,j by

p1,j = max
(

min
(

p1j + dp1 · rand −
dp1

2
, p1,N

)
, p1,1

)
, j = 1, 2, . . . , N − 1, (48)

p2,j = max
(

min
(

p2j + dp2 · rand −
dp2

2
, p2,N

)
, p2,1

)
, j = 1, 2, . . . , N − 1, (49)

respectively, in which “rand” is a randomly generated number belonging to [0, 1]. Moreover,
dp1 and dp2represent the widths of the initialization ranges for the peaks. Furthermore,

σ1,j = max
(

min
(

dσ1 · rand, σmax1

)
, σmin1

)
, j = 1, 2, . . . , N − 1, (50)

and
σ2,j = max

(
min

(
dσ2 · rand, σmax2

)
, σmin2

)
, j = 1, 2, . . . , N − 1, (51)

with 0 < σmin1 < σmax1 .
Exploiting (35), ∀i = 1, 2, . . . , N, h(xi

1, xi
2) are determined which contain the modified

fuzzy basis functions as defined in (30).
Next, the regression matrix (36) is computed to then determine the polynomial coef-

ficients (38). Obviously, if HTH is a singular matrix, (39) is used instead of (38) (using an
appropriate λ > 0), then calculating the RMSE,

RMSE =
(

n−1
n

∑
i=1

(yi − h(xi
1, xi

2)w)2
) 1

2
. (52)

For particles that exhibit repeating peaks, a penalty is applied by assigning them a high
value of the objective function.

Next, posbesth and globbesth are updated based on the evaluation of the objective
function. Therefore, by (26) and (27), both the velocity and the position are updated.



Energies 2024, 17, 402 17 of 32

At this point, we limit the peaks p1,j and p2,j into the intervals, [p1,1, p1,N ] and
[p2,1, p2,N ]; just as σ1,j and σ2,j are limited in the intervals [σmin1 , σmax1 ] and [σmin2 , σmax2 ].

Finally, the whole procedure repeats until the number of iterations reaches itermax.
Then, the obtained globbest provides the best solution. Figure 5 displays the flow diagram
showing all the steps of the procedure.

Figure 5. The PSO-BLS method: the steps pertaining to the PSO are grouped in green; the steps
concerning the training observations are in purple, while the steps concerning the TS fuzzy system,
in which the BLS approach is also developed, are in yellow.

6. The Energy Management System: A TS Intuitionistic Fuzzy Approach

An IF set is an object in U structured in the following form:

A = {(x, µA(x), νA(x)) | x ∈ X} (53)

where µA and νA(x), such that

µA(x), νA(x) : U → [0, 1] (54)

and
0 ≤ µA(x) + νA(x) ≤ 1 (55)

represent the membership and non-membership functions. Moreover, it is also defined as
another function,

πA(x) = 1 − (µA(x) + νA(x)) (56)
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which represents the hesitation part (the larger π, the greater the decision maker’s margin
of hesitation), increasing the accuracy in the management of uncertainties. Then, the need
arises to construct two FISs: one relating to the function µ, whose k-th rule takes the form:

Rµ
k : IF x1 is Aµ

1,k and x2 is Aµ
2,k THEN yµ

k = wµ
1,kx1 + wµ

2,kx2; (57)

another, relative to the function ν, where the k-th rule becomes:

Rν
k : IF x1 is Aν

1,k and x2 is Aν
2,k THEN yν

k = wν
1,kx1 + wν

2,kx2 (58)

Each fuzzy rule produces two outputs, yµ
k and yν

k , which, similarly to what was done in the
TS approach (non-intuitionistic), can be written as follows

yµ =
∑N

k=1 aµ
k (x1, x2)y

µ
k

∑N
k=1 aµ

k (x1, x2)
=

∑N
k=1 aµ

k (x1, x2)(w
µ
1,kx1 + wµ

2,kx2)

∑N
k=1 aµ

k (x1, x2)
; (59)

yν =
∑N

k=1 aν
k(x1, x2)yν

k

∑N
k=1 aν

k(x1, x2)
=

∑N
k=1 aν

k(x1, x2)(wν
1,kx1 + wν

2,kx2)

∑N
k=1 aν

k(x1, x2)
. (60)

Finally, the convex combination of yµ and yν produces the final output of the intuitionis-
tic FIS:

y = (1 − β)yµ + βyν = (61)

= (1 − β)
∑N

k=1 aµ
k (x1, x2)(w

µ
1,kx1 + wµ

2,kx2)

∑N
k=1 aµ

k (x1, x2)
+ β

∑N
k=1 aν

k(x1, x2)(wν
1,kx1 + wν

2,kx2)

∑N
k=1 aν

k(x1, x2)
,

in which β represents the weight of yν.

Remark 9. Obviously, if β = 0, the system becomes a classical TS; if β = 1, only the non-
membership component impacts the TS system. In this paper, to equally consider the components
(membership and non-membership), we set β ∈ (0, 1).

As is known, Mamdani fuzzy systems build the fuzzy rule bank through manual
inspection, resulting in a limitation to recognizing all the rules. To determine the number
and antecedents of the fuzzy rules, we use a Subtractive Clustering Algorithm (SCA) so that
the cluster centers determine N and the antecedents. In particular, the real data provided by
the Technical Physics research group of the DICEAM Department has been structured into
two technical sheets (one for inputs and one for output) made up of a single column and
with an adequate number of rows for containing all the linguistic information associated
with each input and the output (translated into ASCII format).

Next, it is necessary to set a constant positive that governs the spatial influence
of the cluster, ra: high values of ra generate few fuzzy rules; small values of ra could
produce a high number of cluster centers producing the overfitting phenomenon. Then, the
optimization of the parameters aµ

1,k, aµ
2,k, . . . , aµ

n,k, and aν
1,k, aν

2,k, . . . , aν
n,k, with k = 1, 2, . . . , N

in both (59) and (60) determine the consequent of each rule. In SCA, each data point is
considered a potential cluster center. The extent of the potential of each point xk = (x1k, x2k),
here, is quantified via the following formulation,

Pk =
n

∑
j=1

e
− 4

r2
a
||xk−xj || (62)

in which xj and xkrepresent two generic data points. Therefore, there will exist a data point,
relative to many points close to it, that exhibits the maximum value of Pk; this data point
represents the first cluster center, x∗1 .
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Next, on this first cluster center, a new radius is fixed, rb, which determines its neigh-
borhood; thus, if P∗

1 is the potential of x∗1 ,

P∗
1 e

− 4
r2
b
||xk−x∗1 ||

(63)

represents the quantity to subtract from Pk to obtain its updated value, that is, Pk becomes

Pk − P1e
− 4

r2
b
||xk−x∗1 ||

. (64)

The procedure is repeated until all the data points are associated with one or more clusters.
Obviously, each x∗k will be decomposed into two component vectors ;y∗

k , which contains the
first n elements of x∗ (i.e., input data), and y∗k , which contains the output component. Since
the intuitionistic system considered is first-order, it makes sense to compute the output as

y∗k = G∗
k yk + hk (65)

where G∗
k is a constant vector and hk is a real constant (even zero). To easily understand

the approach for parameter estimation, it will be sufficient to interpret the procedure as
the least squares estimate of the form AX = B where B is an array of output values, A is
a constant array and X is an array of parameters to estimate. To compute X∗, minimize
||AX − B||2. Alternatively, it is possible by computing the pseudo-inverse of X, that is,

X∗ = (ATA−1)ATB. (66)

Since the calculation of ATA is quite onerous, we look for two orthogonal matrices U and V
and a matrix B tridiagonal such that A = UBVT . The Householder approach easily allows
us to decompose ATA into VTBTBV . Then, we look for the spectral decomposition of BTB
(symmetric tridiagonal) that is simplest to determine (computational cost of the order of
N2). In this case, the Bauer–Fike theorem is applicable and provides a particular increase
in the absolute error, which confirms the sensitivity of the eigenvalues from the condition
number of the eigenvector matrix. This allows the creation of stable fuzzy TS systems [72].

Table 5 summarizes some differences between the exploited fuzzy inferences.

Table 5. Main differences between the three adopted power management procedures.

Mamdani TS Optimized TS Intuitionistic

Knowledge of the
System Structure unnecessary unnecessary unnecessary

Modeling

derived from observation of
the data but with validity
limited to the interval of

observation of the data; no
guidance in defining model

characteristics (order, number
and form of quantifiers

and rules)

the consequent is a singleton;
functions can be used instead
of singletons, increasing the

approximating capabilities of
the model; allows the

clustering of antecedents with
least squares estimation of

the consequent

as for optimized TS, but the
approximation is more refined

given that the uncertainty
inherent in the membership
values is considered; great
flexibility in defining the

consequent; strong connection
with classical control theory

Fuzzy Rule Bank

IF − THEN based on expert
knowledge (any limitations

and non-linear behaviors
highlighted by each

component); possible
explosion in the number

of rules

the composition of the rules
and the defuzzification

become a single operation
(weighted average of the

singletons by their respective
membership degrees)

as for optimized TS but allows
the systematic use of

sophisticated and innovative
calibration tools
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7. RES Characteristics and Load Profile
7.1. Location and Meteorological Parameters

In this paper, the EMS described above, implemented in MatLab/Simulink Toolbox
R2023a, refers to a DC-MG (equipped with WT and PV sources on lead-acid battery and H2
cell) in stand-alone mode for the community academics of the Department of Civil, Energy,
Environmental and Materials Engineering (DICEAM) of the “Mediterranea” University of
Reggio Calabria (geographical coordinates, 38◦7′15.138′ ′ N/15◦39′55.315′ ′ E) located on the
Messina Channel in southern Italy. The location is affected by mild winters and very hot
summers and considering that teaching, research and third-mission activities at DICEAM
are interrupted for only twenty days in the month of August, it makes sense to evaluate the
effectiveness and efficiency of the intuitionistic fuzzy EMS designed in July. The training
and testing of real meteorological parameters (sampled by special control units located in
the study area) were provided by members of the Technical Physics Research group of the
DICEAM Department. They considered solar radiation which exceeds 900 W/m2 in the
early afternoon hours with a temperature well above 40 °C (see Figure 6 where the 24 h
are displayed on a 100 s scale). The wind speed in the chosen location highlights a high
potential for energy exploitation as highlighted in Figure 6. These data were used for the
training of the proposed TS systems, while for testing, an additional database of real data
with the same characteristics was set up.

Figure 6. Solar irradiation (W/m2), temperature (◦C) and wind speed (m/s) of the selected location
(20 July 2023).

7.2. Load and RES Power Profiles

The real load data (both training and testing), following a specific request, were
provided by the energy supply company, while the real RES data were provided by both
the Technical Physics Research group and the Electrical Systems Research group. Figure 7,
in relation to the case study, highlights the trend of the load power requested during the
entire observation period. Through analysis of the aforementioned figure, it can be seen
that the load power is minimal at the beginning of the day as well as in the early hours of
the afternoon where there is a real collapse in consumption, mainly due to the interruption
of the canteen service and the educational activities that, in the summer periods, are limited
exclusively to midday. The peak power of over 135 kW was reached around 1.30 p.m.
However, in the late afternoon there was an increase in consumption due to preparations
for a party organized by the student associations, a level of consumption which lasted
almost all night.

As regards the power supplied by the PV system, it stands at a maximum value
of just over 89 kW (but significantly lower than the peak power of the load) where the
maximum solar radiation is evident (the high-temperature values will, however, influence
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the efficiency of the power delivered). This power is drastically reduced in the afternoon
hours due to the sharp drop in solar radiation. Regarding the power provided by the wind
source, since the wind speed is significant (although not constant), it fluctuates between
49 and 67 kW with a significant increase in the evening hours due to the strong breeze
blowing from the sea (see Figure 7).

Figure 7. Power evolution of load side and PV/WT (20 July 2023).

From Figure 8, it can be seen how the generated power, for long periods, exceeds the
load power. In particular, until around five in the morning this condition is verified as well
as after five thirty in the morning until 6 pm. Afterward, due to the lack of solar source
and the increasing load, this condition is no longer verified. Obviously, an additional
database of real data with the same characteristics has also been set up for the load and
RES power profiles.

Figure 8. Trend of power of the renewable sources, of the load and of the ∆P (20 July 2023).

8. Some Implementation Aspects
8.1. Optimized TS System: Some Relevant Results

The Mamdani-type fuzzy system proposed in [26] and described in Section 4, through
the Fuzzy Toolbox of MatLab R2023b, has been preliminarily transformed into a TS fuzzy
system with the same rules but with Gaussian FMFs for the inputs. The input tuning phase
was performed by the PSO technique as described in Section 5.1 while the outputs were
optimized using the BLS proposed in Section 5.2, with itermax = 1000. For the tuning
operation, real data provided by the weather stations present at the DICEAM and by
the power sensors near each renewable source over the 24 h of the day examined were
used. Even after the tuning phase, the number of rules remained unchanged compared
to the system proposed in [26], still respecting the fuzzy rule bank detailed in Table 3,
confirming that the experts’ knowledge poured into [26] was adequate. Figure 9a,b display
the MFMs of the inputs obtained following the tuning operation from which it can be
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deduced that, compared to the FMFs in [26], the modification of the localization on the
respective universes of the discourses has produced a clear improvement in both continuity
and regularity of the control surface (see Figure 10a,b).

(a) (b)

Figure 9. FMFs for (a) ∆P and (b) SOC in TS optimized approach.

(a) (b)

Figure 10. Control surface achieved by (a) Mamdani model in [26] and by (b) TS optimized approach.

Figure 4 displays the fuzzy inference structure of the optimized TS system. It should
be noted that, whatever the values of the inputs, not all the fuzzy rules are necessarily
activated; only a few rules, for each pair of inputs, participate in the quantification of
the output.

8.2. Optimized Intuitionistic TS System: Some Relevant Results

Using SCA, the TS intuitionistic fuzzy system was set up by choosing the number
of rules and the number of FMFs and non-FMFs through an appropriate selection of
the ra value to avoid overfitting phenomena. In particular, we tested different values of
ra belonging to the interval (0, 1) obtaining a hesitation level π = 0.35 (with N = 15),
confirming the values usually suggested by the scientific literature [75,76]. Then, µ(x) and
ν(x) can be formulated as follows:

µ(x) = 0.65e
−

(x−pj)
2

σj , ν(x) = 1 − π(x)− µ(x) = 0.65

(
1 − e

−
(x−pj)

2

σj

)
(67)

in which pj and σj are its peak and width, respectively. A suitable number of simulations
were carried out to optimize the value of β which, increasing in (0, 1), will make νA(x)
weigh more than µA(x). Obviously, the β selected is the one that produces the minimum
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root-mean-square error (RMSE). As can be seen from Table 6, in our case, the optimal value
is β = 0.3.

Table 6. Optimized intuitionistic TS system: RMSE on benchmark datasets.

β RMSE β RMSE β RMSE

0 1.254 0.1 1.301 0.2 1.065
0.3 0.647 0.4 1.654 0.5 1.470
0.6 1.025 0.7 1.159 0.8 1.439
0.9 1.697 1 1.331

This system has been implemented by MatLab Toolbox R2023b using the joint BLS
and PSO approach to obtaining an optimized intuitionistic FS whose FMFs of the inputs
are, respectively, displayed in Figure 11a,b. Finally, Figure 12 depicts the control surface
which, in addition to maintaining the characteristics of regularity and continuity required
for stable control, highlights a greater differentiation of the control action at the extremes of
each variable.

(a) (b)

Figure 11. FMFs for (a) ∆P and (b) SOC in intuitionistic TS optimized approach.

Figure 12. Control surface achieved by intuitionistic TS optimized approach.

8.3. Evaluation of the Model Quality

To compare the performance of both models, since the dataset is small, we used leave-
one-out cross-validation (LOOCV) [77]. In particular, as in [74], we evaluated the square
root of the mean square error defined as:

RMSELOOCV =
(

n−1
n

∑
i=1

(yi − ŷ−i
) 1

2
, (68)
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in which ŷ−i denotes the output of the model achieved in the i-th step of the validation
process. Particularly, in the −i step of the BLS-PSO approach, the data (x−i

1 , x−i
2 , y−i) are

removed from the training data so that the parameters to be determined in the consequent
of each fuzzy rule are calculated using the BLS approach without the above data. This
allows a reliable evaluation while avoiding any overfitting.

Table 7 displays the numerical values obtained for RMSELOOCV. It is highlighted
that the intuitionistic approach offers significantly higher performance than the other two
approaches, with completely comparable CPU-time, even if there is a substantial increase in
the number of rules compared to the Mamdani approach studied in [26]. This is because the
intuitionistic approach, unlike Mamdani’s method, constructs a linear function as output,
whose coefficients have already been determined in the training phase.

Table 7. Cross-validation error, number of rules and CPU-time for each fuzzy approach.

Approach RMSELOOCV N CPU-Time (s)

Mamdani 0.091 15 0.54
TS-Opt. 7.11 · 10−5 19 0.62

Int. TS-Opt. 5.19 · 10−7 21 0.56

9. Relevant Results and Discussion

Let us preliminarily observe that both the optimized TS system and the optimized
intuitionistic TS system showed significant performance by covering the demand repre-
sented by the load, whatever the operating conditions. This is because the number of rules
and their structuring in terms of localization and shape of the FMFs are obtained with
deep-learning techniques directly from real data, without relying on expert knowledge,
considerably reducing the risk of neglecting any MG behaviors. However, some differences
in behavior regarding both the use of the battery and the FC should be highlighted. In all
the cases discussed, it is clear that the battery is charged both at the beginning of the day
and in the early afternoon hours, so that when the load is less than the energy production,
the excess power is stored, also guaranteeing the stability of the bus by balancing the entire
system. The battery discharge process occurs in the meridian period or when the generated
power is not enough to cover the load (essentially due to the lack of solar energy). As
in [26], backup devices step in to share the missing power. As regards the FC, until late
afternoon, its activation is negligible in all cases treated. However, using the Mamdani
system, when the battery power drops, the FC is forced to deliver substantial amounts of
power with consequent consumption of H2. This phenomenon is significantly mitigated if
both optimized TS systems work. In particular, the intuitive approach offers a slight perfor-
mance increase compared to the optimized TS, but without considering the uncertainty in
the FMFs. Finally, the excess power is well recovered for hydrogen production (for details,
see Figures 13–15).

Figure 13. The power balance of battery/FC/Electrolyzer for Mamdani approach in [26].
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Figure 14. The power balance of battery/FC/Electrolyzer for TS optimized approach [26].

Figure 15. The power balance of battery/FC/Electrolyzer for intuitionistic TS optimized ap-
proach [26].

Regarding the percentage variation of the battery SOC over 24 h, as in [26], there are
no large differences in performance when the fuzzy approach used varies. This is due to
the switching mode implemented in the simulation phase, as is done in [26]. However,
Mamdani’s approach confirms a consistent charging–discharging trend of the battery, as
already highlighted in [26], since the use of energy coming from the FC is more marked
compared to both implemented TS systems, which have better performance in SoC percent-
ages (see Figure 16). This is highlighted even more by the fact that the air and hydrogen
consumption of the FC stands at around 111.14 Ipm for the Mamdani system while for
the optimized and intuitionistic TS systems they stand at around 44.26 Ipm and 39.18 Ipm,
highlighting that the TS approaches proposed require less battery consumption.

Finally, it is worth underlining the fact that the optimization procedures concern
exclusively the localization of the membership functions (and, in the case of the intuitionistic
approach, of the non-membership functions and consequent hesitation functions). It follows
that the runner tiles of each fuzzy approach used, being all rules of the same structure,
have completely comparable execution times (and, in any case, are dependent on the type
of workstation used).
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Figure 16. Battery SoC.

10. Conclusions and Perspectives

The most recent guidelines for the design of DC-MGs (equipped with appropriate
converters) for the management of energy flows from renewable sources direct designers to-
wards comparative studies of potential control techniques for strategic energy management.
Furthermore, the ever-increasing diffusion of AI techniques makes it possible to exploit
innovative techniques which also involve any uncertainties and/or inaccuracies present in
the data. In this work, starting from a well-known EMS managed via a Mamdani-type fuzzy
rule bank (in which the fuzzy rule bank is built exclusively through expert knowledge),
the dynamic performance has been improved, minimizing consumption of fuel, using
optimized TS approaches together with intuitionistic formulations. The results obtained
are encouraging, especially if we compare the SOC obtained and the consumption of H2.
The better performance can be attributed to the optimized intuitionistic approach of the TS,
which also demonstrates efficient response times that are still dependent on the available
workstation. This allows for effective collaboration with the Research Units involved in the
Tech4You Project, with which we share some common objectives. It should be underlined
that the proposed approach, in addition to exhibiting interesting results and performance,
is independent of the type of data processed. In other words, the design steps of an in-
tuitionistic fuzzy TS system, with the technique used in this article, do not change when
considering different geographic locations. Obviously, for larger and more diverse DC-MG
systems, the number of inputs will change with a consequent increase in the number of
rules; however, given that the proposed formulation is general both in terms of input and
in terms of rules (especially regarding the deep-learning techniques used for optimization),
the transferability of the approach is ensured. Furthermore, the proposed approach is
to be considered as a preliminary basis for the development of an industrial prototype
which aims to unmask inaccuracies by proposing model-free chips and processors which
require a lower number of rules to function compared to traditional processors (based on
boolean methods). This allows you to structure forecasting models in which the fuzzy
aspect is based on the possibility of managing partially true statements without falling
into contradictions. Certainly, in the near future, we believe it is appropriate to proceed
with the optimization of intuitionistic functions through the joint use of intuitionistic fuzzy
systems with multilayer neural networks. This allows the use of back-propagation learning
algorithms (or other more advanced ones) in order to size the weights of the synapses
based on the intended use of the MG, making its use in real applications more flexible.
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Appendix A. Proof of Proposition 1

To prove the existence and uniqueness of the solution for (3), we will use the following
result known in the literature [78].

Theorem A1. Let us consider f : R×Rn → Rn a continuous function on D = [to, T]×Rn with
to and T bounded. So, if there exists a positive constant K such that the inequality∥∥f(t, y(t)1)− f(t, y(t)2)

∥∥ ≤ K
∥∥y(t)1 − y(t)2

∥∥ (A1)

holds for every (t, y1(t)), (t, y2(t)) ∈ D (i.e., f(t, y(t)) is Lipschitzian in y(t)), then for every
y0 ∈ Rn there exists a unique continuous and differentiable y(t) for every (t, y(t)) ∈ D solution
of the following Cauchy’s problem: 

dy(t)
dt

= f(t, y)

y(0) = y0.
(A2)
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Model (3) can be rewritten as (A2) where y(t) = (iPV(t), vDC(t)) ∈ R2 × [t0, T] and

f(t, y) =


− (1 − u(t))vDC(t)

L
+

vPV(t)
L

(1 − u(t)iPV(t)
C

− vDC(t)
RC

.
(A3)

It is immediate to verify that (A3) is continuous. Moreover, (A3) is Lipschitzian in y(t).
In fact, ∥∥f(t, y1)− f(t, y2)

∥∥ = (A4)∥∥∥∥∥∥∥∥
− (1 − u(t))

L
(vDC(t))1 +

vPV(t)
L

+
(1 − u(t))

L
(vDC(t))2 −

vPV(t)
L

(1 − u(t))
C

(iPV(t))1 −
(vDC(t))1

RC
− (1 − u(t))

C
(iPV(t))1 +

(vDC(t))2

RC

∥∥∥∥∥∥∥∥ =

((
− (1 − u(t))

L
(vDC(t))1 +

(1 − u(t))
L

(vDC(t))2

)2

+

((
(1 − u(t))

C
(iPV(t))1 −

(vDC(t))1

RC
− (1 − u(t))

C
(iPV(t))1 +

(vDC(t))2

RC

)2) 1
2

=

((
1 − u(t)

L

(
(vDC(t))2 − (vDC(t))1

))2

+

(
− 1 − u(t)

C

(
iPV(t))2 − iPV(t))1

)
+

1
RC

(
vDC(t))2 − vDC(t))1

))2) 1
2

≤

((
u(t)− 1

C

(
iPV(t))2 − iPV(t))1

)
+

1
RC

(
vDC(t))2 − vDC(t))1

))2) 1
2

≤

((
u(t)− 1

C

)2(
iPV(t))2 − iPV(t))1

)2
+

1
(RC)2

(
vDC(t))2 − vDC(t))1

)2
) 1

2

.

Setting

K = max

{
(u(t)− 1)2

C2 ,
1

(RC)2

}
(A5)

and considering that u(t) is a bounded function, (A4) becomes∥∥f(t, y1)− f(t, y2)
∥∥ ≤ (A6)

K

∥∥∥∥∥∥
((

iPV(t))2 − iPV(t))1

)2
+
(

vDC(t))2 − vDC(t))1

)2
) 1

2

∥∥∥∥∥∥ =
∥∥y(t)1 − y(t)2

∥∥.

Therefore, Model (3), by Theorem A1, admits a unique solution.

Appendix B. Proof of Proposition 2

As in Proposition 1 (see Appendix A), indicating by y(t) = (isd(t), isq(t)) ∈ R2 × [t0, T],
considering that both usq and usd(t) are bounded functions, (A1) is verified with

K = max

{
max

{(wsLp

Ld

)2
, (

usp(t)
Ld

)2}
, max

{(usq(t)
Ld

)2
, (

usd(t)Ld
Lq

)2}}
. (A7)



Energies 2024, 17, 402 29 of 32

Therefore, model (11), by way of Theorem A1, admits a unique solution.

Appendix C. Proof of Proposition 3

Retracing the same steps of the proof of Proposition 1 (see Appendix A), indicating by
y(t) = (iL(t), vDC(t)) ∈ R2 × [t0, T], (A1) is verified with K = C−1

s . Therefore, it follows
that model (11), by Theorem A1, admits a unique solution.

Appendix D. Proof of Proposition 4

As with the previous proofs, since y(t) = (iL(t), vout(t)) ∈ R2 × [t0, T], setting

K = max

{
r2

L
L2 ,

1
(RC)2

}
(A8)

it is easy to verify (A1). Therefore, Model (14), by Theorem A1, admits a unique solution.
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