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Abstract

:

With the penetration of distributed resources into power distribution networks, power distribution networks are transforming into active distribution networks with a high proportion of distributed generations and power electronic equipment. Efficient modeling and simulation methods are essential to perform dynamic response analysis. In order to satisfy the fast/steady/slow multiple time-scale simulation requirements of active distribution networks, a fast/medium/slow time partition model and a network decoupling method for short line characteristic lines is proposed in this paper. Through the decomposition coordination simulation method, the network is decomposed into multiple regions that can be simulated in parallel. Based on the interconnection of fiber optic network cards, a multi-rate parallel simulation and synchronization strategy is proposed, which significantly improves the simulation speed of active distribution networks while ensuring simulation accuracy. The numerical experiments have been conducted based on a modified IEEE 33-bus and a PG&E 69-bus, and simulation results show the feasibility of the proposed method. The verification results of the example show that using adaptive variable-step-size multi-rate parallel simulation technology can increase the subnet computation-time balance rate and simulation acceleration ratio to 119.90% and 121.31% in the same rate-parallel mode.
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1. Introduction


With the integration of large-scale distributed photovoltaics, wind power, energy storage, electric vehicles, etc., the distribution network is changing from the traditional radial distribution network to the active distribution network (ADN) with multi-terminal and multi-source power supply mode [1,2], which will bring huge impacts on the operation, protection, and control of power distribution networks [3,4]. In the ADN, the dynamic transient process will occur under the scenario of DG integration/disconnection, relay protection action, line faults, and loop closing operations [5,6].



The research of power distribution network simulation mainly focus on power flow computation, network reconstruction, fault analysis, etc., while the main focus is steady-state simulation [7,8,9]; for example, power flow computation and simulation mainly involve steady-state computation of active and reactive power distribution. Because the steady-state simulation analysis technology neglects the influence of transient processes, it lacks high precision simulation of process evolution in the short-term time scale of the ADN and cannot describe and analyze the detailed transient characteristics of each component of power distribution systems. With the gradual increase in the proportion of distributed resources integrated into the distribution network, the characteristics of the distribution network with large time scale and wide frequency domain become increasingly prominent, and the transient response characteristics will become more complex [10]. The existing simulation methods cannot meet the requirements of accuracy and rapidity, and the transient simulation of the distribution network needs to be further investigated [11,12].



Transient simulation is an important means to study various dynamic processes and the basis for revealing various transient processes in the short-term time scale in the ADN, which has significant theoretical significance and engineering application value [13]. The ADN has the characteristics of huge volume, complex structure, high-dimensional nonlinear coupling, fast time change, etc., and the complexity of transient simulation computation is high. The time complexity of transient simulation computation, which fully reflects the dynamic process, will show an explosive increase, resulting in serious problems such as low simulation efficiency [14].



At present, there are two main approaches to improve the speed of the ADN transient simulation. The first approach is to simplify the detailed model of the ADN, ignoring the high-frequency part of the model. With the consideration that the simulation scale is affected by the simulation step size and computing resources, the model can be simplified, and the dimension can be reduced. In this approach, the scale of real-time simulation can be increased under certain computing resources. For example, a dynamic averaging modeling method was put forward in the literature [15], while the simulation speed was improved greatly, although a certain degree of simulation accuracy was sacrificed. A dynamic phasor simulation model was proposed in the literature [16], which only retained the low-frequency transient part of the AC and DC power grid, reducing the computation time. The second approach is to decouple the ADN by partitioning and improving the scale and speed of the transient simulation of the ADN through parallel computation by placing the distribution networks of different partitions in different CPU or FPGA cores. For example, the joint simulation of the electromechanical transient simulation region and the electromagnetic transient simulation region was implemented through the zonal interface to improve the simulation efficiency in the literature [17]. It can be seen that the essence of the first approach is to reduce the computation scale and complexity by simplifying the model so as to improve the transient simulation speed of the ADN. Its disadvantage is that the simulation accuracy will be correspondingly reduced [18]. The second approach is to achieve the improvement of simulation scale and speed through model decomposition and parallel simulation computation, and the advantage is that the simulation accuracy is not decreased [19]. However, due to the wide distribution of distribution network nodes, short lines, tight coupling of source network load and storage, and large time-scale span of fast/medium/slow dynamic processes, how to partition and decoupage the network and realize multi-rate parallel simulation are facing great challenges [20].



Aiming at the problem of the ADN fast transient simulation, a fast dynamic simulation method is proposed based on decomposition coordination. The characteristics and models of fast/medium/slow devices in distribution network are analyzed in Section 2. In Section 3, the fast/medium/slow time constant partition model and short-line characteristic line decoupling method are proposed. Compared with traditional distribution network partitioning methods, it considers the difference in the response speed of dynamic processes, providing the foundation for multi-rate parallel simulation. And the short-line decoupling method avoids errors caused by the decoupling of long transmission lines, thereby improving the accuracy of parallel simulation. A multi-rate parallel simulation and synchronization strategy is proposed in Section 4, based on the multi-simulator array connected by a fiber network card, and the simulation speed of the ADN is greatly improved under the premise of ensuring the simulation accuracy. In Section 5, the feasibility and rapidness of the proposed method are verified by the simulation experiments of an IEEE 33-bus and a PG&E 69-bus.




2. Classification and Modeling of the Dynamic Components of the ADN


In the transient simulation of the ADN, the simulation time scale selection has a great difference due to the different dynamic response speeds of different equipment components. In this paper, distribution network equipment models are divided into three categories based on the dynamic characteristics of the simulation model, such as fast/medium/slow simulation models, according to the difference in dynamic response speed, and the transient simulation model of each device is established.



2.1. Classification of Fast/Medium/Slow Dynamic Components of the ADN


The dynamic response characteristics of the ADN equipment components span from microseconds to milliseconds or seconds. The dynamic components division of the fast/medium/slow simulation of the distribution network is shown in Figure 1. As shown in Figure 1, the fast dynamic component has time spans ranging from 10 microseconds to 100 microseconds. The medium dynamic component has a time-scale span of 100 microseconds to 1 millisecond, while the slow dynamic component has a time scale of above 1 millisecond.



	(1)

	
Fast dynamic components. Typical representatives include DGs, such as photovoltaics, flexible power electronic devices, and voltage source converters. In the ADN, the switching frequency of power electronic devices is increasing from several thousand hertz to tens of thousands of hertz or even higher, making the simulation step size that meets the simulation of power electronic devices smaller and smaller. From the perspective of transient simulation, the existence of power electronic devices can cause problems such as time-varying computation matrices, switching actions between step sizes, and numerical oscillations. So, smaller simulation step size is necessary to accurately depict fast time-varying dynamic processes. More importantly, the STT is an important device in future distribution networks, since it has the ability of AC-DC conversion, high precision voltage control, power exchange, etc., which is meaningful for the AC/DC hybrid network with lots of DGs. The STT is a piece of power electronic equipment which consists of kinds of switching tubes and isolating transformers, and the principle of operation of the SST is similar to that of the VSC and PV inverter. Hence, it can be classified as a fast dynamic component, as shown in Figure 1.




	(2)

	
Medium dynamic components. Typical representative components include rotating equipment represented by diesel engines and electric motors. Changes in the mechanical torque of rotating equipment have a greater impact on its operating status than sudden changes in voltage/current. The dynamic response speed of rotating equipment such as diesel engines and electric motors is slower than that of power electronics devices. Due to the fact that the transient response process of rotating equipment is mainly electromechanically transient, its electromagnetic transient process can be ignored in the simulation process, and further, its transient model can be solved using a medium time scale.




	(3)

	
Slow dynamic components. Typical representative components include capacitors, reactors, transformers, control systems, and other electrical system components that do not include power electronic components. The representative components of the slow time scale do not experience sudden changes in their operating status during the transient response process and have medium- to long-term dynamic processes. They are in a slow time-varying status, and high-frequency transient effects can be neglected. Using a larger simulation step size during simulation solving will not reduce the accuracy of the simulation.








2.2. Simulation Modeling of Typical ADN Fast/Medium/Slow Equipment


2.2.1. Fast Dynamic Modeling of DGs


DGs are typical fast dynamic devices due to their inclusion of power electronic inverter interfaces and high switching frequencies. The grid connection structure of DGs is shown in Figure 2, where the DC voltage source is connected to the grid after being inverted and filtered.



The voltage drop model from the outlet of the distributed power inverter to the grid connection point is expressed as Equation (1).


         u  s a          u  s b          u  s c         =        u a         u b         u c        + R        i a         i b         i c        + L  d  d t          i a         i b         i c         



(1)







In the formula, usa, usb, and usc are the three-phase voltage at the inverter outlet; ua, ub, uc, ia, ib, and ic, respectively, represent the three-phase voltage and current at the grid connection point. R and L are the total equivalent resistance and inductance of the grid connected line, respectively.



After Park transformation, Equation (1) can be simplified as Equation (2).


       u  s d   =  u d  + R  i d  + ω L  i q       u  s q   =  u q  + R  i q  − ω L  i d       



(2)







In the formula, usd and usq are the direct axis and quadrature axis voltages at the inverter outlet, respectively; ud, uq, id, and iq represent the voltage and current of the direct axis and quadrature axis of the grid connection point; ω is the operating angular frequency of the power grid.



The output power of DGs can be expressed as Equation (3).


       P  D G   =  3 2  (  u d   i d  +  u q   i q  )      Q  D G   =  3 2  (  u d   i q  −  u q   i d  )      



(3)







In the formula, PDG and QDG are the active power and reactive power of the distributed power grid connection, respectively.



The inverter control strategy adopted by DGs is determined by their roles in the distribution network. This paper selects a distributed power supply with constant power control mode, which usually adopts a dual-loop control structure. The two-layer PI control can ensure the dynamic response speed of the distributed power supply. The PI controller model for the power’s outer loop of distributed power sources is shown in Equation (4).


      Δ P =  P  r e f   −  P  D G       Δ Q =  Q  r e f   −  Q  D G        i  d r e f   =  K  p d   Δ P +  K  i d      ∫ 0 t   Δ P d t         i  q r e f   =  K  p q   Δ Q +  K  i q      ∫ 0 t   Δ Q d t         



(4)







In the Equation, ΔP and ΔQ represent the active power deviation and reactive power deviation of DGs; Pref and Qref are the active power reference values and reactive power reference values of the distributed power source, respectively; idref and iqref are the current reference values for the direct and quadrature axes, respectively; Kpd, Kpq, Kid, and Kiq are the direct axis and quadrature axis proportional coefficients and integral coefficients of the power’s outer ring, respectively.



The PI controller model of the current inner loop is shown in Equation (5).


      Δ  i d  =  i  d r e f   −  i d      Δ  i q  =  i  q r e f   −  i q       u  s d   =  u d  + ω L  i q  +  K  p d   Δ  i d  +  K  i d      ∫ 0 t   Δ  i d  d t         u  s q   =  u q  − ω L  i d  +  K  p q   Δ  i q  +  K  i q      ∫ 0 t   Δ  i q  d t         



(5)







In the Equation, Δid and Δiq represent the current deviation of the direct axis and the quadrature axis, respectively; id and iq are the actual current values of the direct axis and the quadrature axis, respectively.




2.2.2. Medium Dynamic Modeling of Diesel Generators


The diesel generator adopts a small synchronous generator, including the stator and rotor, which is a typical example of mesoscale dynamic equipment. This paper establishes a diesel generator model, with the model form shown in Equation (6).


     P 0  =  3 2     P 1  +  P 2  +  P 3          =  3 2    (  i d  p  ψ d  +  i q  p  ψ q  + 2  i 0  p  ψ 0  ) + (  ψ d   i q  −  ψ q   i d  ) ω − (  i d 2  +  i q 2  + 2  i 0 2  )  r a       



(6)







In the formula, P1 is the rate of change of the armature, P2 is the air gap transmission power, P3 is the armature resistance power, id, iq, and i0 are the currents in the rotating coordinate system, ψd, ψq, and ψ0 are the magnetic flux in a rotating coordinate system, ω is the angular velocity of the rotor, ra is the single-phase impedance of the feeder, and p is the Park transformation coefficient, which can be expressed as shown in Equation (7):


  p =  2 3        cos θ     cos ( θ −   2 π  3  )     cos ( θ +   2 π  3  )       − sin θ     − sin ( θ −   2 π  3  )     − sin ( θ +   2 π  3  )        1 2       1 2       1 2         



(7)







In the formula,  θ  is phase angle.




2.2.3. Slow Dynamic Modeling of Lines


The lines in the ADN are typical slow dynamic equipment components. This paper takes a circuit model as an example to illustrate the modeling process of slow dynamic equipment components.



In general, due to the small power supply radius and short-circuit of a single distribution network feeder, ignoring the ground capacitance in the π-shaped equivalent circuit can still meet the accuracy requirements. A series impedance model represented by lumped parameters can be used, and its electrical parameters can be calculated from geometric parameters.



As shown in Figure 3, this article adopts a fixed-parameter model represented by series impedance, assuming that the line parameters are constant within the frequency range of distribution network operation. Among them, the line model is represented by lossless distributed parameters L and C, and a lumped component resistance is inserted in the middle and end of the line to simulate losses. For example, the total resistance, R, of the line will be allocated to the middle R/2 and each R/4 at the beginning and end of the line.



By using numerical integration method to perform differential processing on dynamic components, a Norton-equivalent circuit with equivalent calculated conductivity in parallel with the historical term current source is obtained, as shown in Figure 4. The difference equation can be expressed as Equation (8).


      i ( t ) = A u ( t ) +  i h  ( t − Δ t )      i h  ( t − Δ t ) = A u ( t − Δ t ) + B i ( t − Δ t )      



(8)







In the formula, u(t) and i(t), respectively, represent the current voltage and current at the current time step; u(t − Δt) and i(t − Δt) represent the voltage and current of the previous step, respectively; ih(t − Δt) is the output current of the historical term current source; A is the equivalent calculated conductivity; and B is the equivalent current ratio.



As shown in Figure 5, the three-phase line can adopt an RL series branch model with lumped parameters and mutual inductance coupling, as shown in Equation (9):


             i 1  ( t )        i 2  ( t )        i 3  ( t )       = A        u 1  ( t )        u 2  ( t )        u 3  ( t )       +        i  h 1   ( t − Δ t )        i  h 2   ( t − Δ t )        i  h 3   ( t − Δ t )                  i  h 1   ( t − Δ t )        i  h 2   ( t − Δ t )        i  h 3   ( t − Δ t )       = A        u 1  ( t − Δ t )        u 2  ( t − Δ t )        u 3  ( t − Δ t )       + B        i 1  ( t − Δ t )        i 2  ( t − Δ t )        i 3  ( t − Δ t )            



(9)







In the formula, u1(t), u2(t), u3(t), i1(t), i2(t), and i3(t) are the three-phase voltage and current of the current time step, respectively. u1(t − Δt), u2(t − Δt), u3(t − Δt), i1(t − Δt), i2(t − Δt), and i3(t − Δt) represent the three-phase voltage and current of the previous step; ih1(t − Δt), ih2(t − Δt), and ih3(t − Δt) are the output current of the historical item current source; A is the equivalent calculated conductivity matrix considering the mutual inductance between three phases; and B is the equivalent current ratio matrix.






3. Decoupling Method of the ADN for Dynamic Simulation


In order to achieve parallel simulation of the ADN, it is necessary to decompose the transient simulation model. Traditional segmentation methods are mainly divided based on the region they are located in and perform network equivalence at the segmentation point to achieve parallel simulation purposes. Based on the fast/medium/slow model of the ADN, this article further analyzes the time constants corresponding to the fast/medium/slow regions from a system-level perspective. Based on the clustering effect of the time constants, the partition range is reasonably divided. For the decoupling problem between partitions, a short-line characteristic line decoupling method is adopted to lay the foundation for parallel simulation computations.



3.1. Distribution Network Partitioning Based on Fast/Medium/Slow Time Constant Clustering


Taking the distribution network in Figure 6 as an example, the current flowing through inductors L2, L3, and L4 and the voltage at both ends of capacitors C1 and C2 are selected as state variables. Based on Kirchhoff’s law of current and voltage, a continuous state space equation for the system in Figure 6 is established as Equation (10).


  s ⋅  x  =   A  s   x  +   B  s    u  s   



(10)







In the equation,    x  =   [  i 3  ,  i 2  ,  i 4  ,  v  c 1   ,  v  c 2   ]  T   ,     u  s  =   [  v a  ,  i  dc   ]  T   .



As is the state space matrix, and Bs is the input matrix; they are shown in Equation (11).


        A  s  =        a  11        a  12      0     a  14      0       a  21        a  22      0     a  24      0     0   0     a  33        a  34       d  a  35          a  41      0     a  43      0   0     0   0    d  a  53      0   0            B  s  =        b  11      0       b  21      0     0   0     0   0     0     b  52              



(11)







Eigenvalue analysis is performed on the state space matrix in Equation (11), and the calculated eigenvalues are shown in Table 1.



According to   λ = σ ± j ω  ,   ω = 2 π f  ,   T = 1 / f  , it can be seen that the larger the angular frequency in the eigenvalues, the smaller the corresponding time constant T, that is, the faster the dynamic process. When the angular frequency in the eigenvalues is smaller, the corresponding time constant T is larger, which means the dynamic process is slower. Based on this, the ADN can be divided into different regions based on the clustering effect of the dynamic response time constants in different regions, laying the foundation for selecting simulation rates in different regions.




3.2. A Short-Line Characteristic Line Decoupling Method for ADNs


After partitioning the ADN, the crucial issue is how to decouple. Due to the lack of long transmission lines in the distribution network, the commonly used step-delay decoupling method for long transmission lines in the transmission network cannot be used. This article proposes a short-line characteristic line decoupling method for ADNs.



In the distribution network, due to the low voltage level and the fact that the resistance and inductance are on the same order of magnitude, the presence of resistance cannot be ignored. Moreover, due to the fact that the transmission lines in the distribution network are not as long as those in the main network, the parallel simulation method of decoupling the distributed parameter lines in the main network may have non-convergence in the distribution network simulation. Assuming that the propagation speed of electromagnetic waves on the line is v and the transmission line length is x, the simplified analysis of the decoupling principle of distributed parameter lines is shown in Figure 7.



The wave equation in the above figure is as Equation (12).


        − ∂ u   ∂ x   =  L 0    ∂ i   ∂ t   +  R 0  i       − ∂ i   ∂ x   =  C 0    ∂ u   ∂ t   +  G 0  u      



(12)







In the equation, L0 represents the line inductance, R0 represents the line resistance, C0 represents the inductance, and G0 represents the conductivity.



Assuming that the propagation speed of the traveling wave is v and the characteristic impedance during the transmission process of the traveling wave is Zc, according to the principle of traveling wave propagation, Equation (13) can be obtained.


       Z c  =   L / C       v =  1    L C          



(13)







According to the principle of fixed-step parallel simulation, there may be a step   Δ t   delay between cores in multi-core parallel. The following is an analysis of the wave equation with two cores as the object. Assuming that the traveling wave propagates forward at velocity v,    f 1  ( x − v Δ t )   is the minimum time for the forward propagation of the traveling wave equation, which is the solution of one-step propagation time. Similarly,    f 2  ( x + v Δ t )   is the minimum time for the backward propagation of the traveling wave equation, which is the solution of one-step propagation time. The solution is described by the voltage equation (x, t) and current equation u(x, t) as Equation (14).


      i ( x , t ) =  f 1  ( x − v Δ t ) +  f 2  ( x + v Δ t )     u ( x , t ) =  Z c  (  f 1  ( x − v Δ t ) −  f 2  ( x + v Δ t ) )      



(14)







From the perspective of the backward propagation of traveling waves, Equation (14) is obtained by multiplying both sides of the current equation by Zc and subtracting from the voltage equation.


  i ( x , t )  Z c  − u ( x , t ) = 2  f 2  ( x + v Δ t )  



(15)







From the forward propagation of the traveling wave, Equation (16) is obtained by multiplying both sides of the current equation by Zc and adding them to the voltage equation.


  i ( x , t )  Z c  + u ( x , t ) = 2  f 2  ( x − v Δ t )  



(16)







If the distance of the distributed parameter line is set to l, regardless of whether the traveling wave propagates in the forward or backward direction, it can be seen that the propagation time is fixed, i.e., x + vΔt, x − vΔt are constant, and the transmission time from the beginning to the end is:


  Δ t = l / v = l ×   L C    



(17)







In multi-core parallel simulation, there is step delay Δt between multi-core CPUs. Assuming the transmission time in the distributed parameter line is t, the voltage at both ends of the distributed parameter line can be obtained:


   u i  ( t − Δ t ) +  Z c   i i  ( t − Δ t ) =  u j  ( t ) −  Z c   i j  ( t )  



(18)







The negative sign on the right side of the equation represents the forward propagation of the traveling wave, t − Δt represents that the CPU operation time lags by one step; that is, within this step operation time, the data of the cutting point are the data of the previous step of the core connected to it. By organizing Equation (18), it can be concluded as in Equation (19):


       i i  ( t − Δ t ) =   −  u i  ( t − Δ t )    Z c    −  i j  ( t )      i j  ( t ) =    u j  ( t )    Z c    +  i i  ( t − Δ t )      



(19)







Figure 8 shows the equivalent model of the distributed parameter line at both ends, with no direct connection between the two ends. The electrical quantities at both ends are exchanged through current data sharing.





4. Multi-Rate Parallel Simulation Method of the ADN Based on Interconnected Simulator Array


In order to realize the parallel simulation on the simulator, the model in the different regions should be distributed to the corresponding computing resources according to the theory about the ADN partition decoupling. Meanwhile, a series of different simulation steps can be used for the corresponding process according to the response rate, which is the effective way to realize the multi-rate hybrid simulation. According to the theory mentioned above, the simulation framework based on the interconnected simulator array was proposed in this paper, shown in Figure 9.



In this frame, the simulation method with multi-rate hybrid computation and parallel computation can be obtained, as shown in Figure 10.



Step 1: Start.



Step 2: Input the correlation parameters, including the distribution network topology and parameters and the static parameters of the DGs, transformers, lines, the switch status, dynamic load parameters, etc.



Step 3: Realize the ADN partition based on the node splitting method according to the scale. Firstly, the ADN is divided into two parts (i.e., the subnets on the primary simulator and principal agent). Furthermore, a virtual line is used to build the virtual electrical connection between two sides, and meanwhile, the current in this virtual wire is used as the injection current of the subnets on both sides at the split node. On the primary simulator, the principal-agent subnet is equivalent to a controlled current source using Norton-equivalent model. Meanwhile, the primary-simulator subnet is equivalent to a controlled voltage source on the principal agent.



The equivalent model of the primary simulator, which uses the injection current as the coordinated variable, is shown in Equation (20), where is the equivalent injection current of the external network at the split node.


   u s  = R ( i −  i s  ) + L   d ( i −  i s  )   d t    



(20)







The equivalent model of the principal agent, which uses the node voltage as the coordinated variable, is shown in Equation (21), where us is the equivalent node voltage of the external network at the split node.


  u −  u s  = R  i s  + L   d ( i −  i s  )   d t    



(21)







Step 4: Enter the primary-simulator simulation program.



Step 5: Set the simulation step size of the primary-simulator simulation model as ∆T, where ∆T = k∆t. ∆t is the simulation step of the principal-agent simulation model, and k should be an integer.



Step 6: Initialize the simulation parameters of the primary-simulator subnet at time t as Um(t).



Step 7: Complete the time synchronizing between master and principal agent. Receive the simulation data at time t from the principal agent according to the procedure mentioned in Step 2.



Step 8: Determine whether the timing and interaction between the master and the principal agent is completed. If not, repeat Step 7; otherwise, go to Step 9.



Step 9: Calculate the Jacobi matrix.


        A   G   =  I  −  h 2    ∂ f   ∂  X          B   G   = −  h 2    ∂ f   ∂  U          C   G   = −   ∂  I    ∂  X         Y  = −   ∂  I    ∂  U         



(22)







Step 10: Compute the state variable residuals Fm(t + ∆T) and Gm(t + ∆T).



Step 11: Compute the correction ∆Xm(t + ∆T) and ∆Um(t + ∆T), shown in Equation (23).


        A     B       C      Y +    Y   D             Δ   X  m  ( t + Δ T )     Δ  U m  ( t + Δ T )     = −       F  m  ( t + Δ T )       G  m  ( t + Δ T )      



(23)




where A, B, C, Y + YD demonstrate the block Jacobi matrix, respectively. YD is the nonlinear elements in the system, which are incorporated into the admittance matrix part of the system.



Step 12: Compute the correction ∆Xm(t + ∆T), shown in Equation (24).


    X  m  ( t + Δ T ) = Δ   X  m  ( t + Δ T ) +   X  m  ( t )  



(24)







Step 13: Solve the network voltage ∆Um(t + ∆T), shown in Equation (25).


   U m  ( t + Δ T ) = Δ  U m  ( t + Δ T ) +  U m  ( t )  



(25)







Step 14: Determine whether the correction and network voltage converge. If not, go to Step 10; otherwise go to Step 15.



Step 15: Obtain the simulation results ∆Um(t + ∆T) from the primary simulator.



Step 16: Enter the principal-agent simulation program.



Step 17: Set the simulation step size of the principal-agent simulation model as ∆t.



Step 18: Initialize the simulation parameters of the principal-agent subnet at time t as Us(t).



Step 19: Receive the simulation data at time t from the primary simulator.



Step 20: Determine whether the timing and interaction between the master and the principal agent is completed. If not, repeat Step 19; otherwise, go to Step 21.



Step 21: Prediction and interpolation. Since ∆T = k∆t, there should be interpolation to the data of the primary-simulator simulation at ∆t, 2∆t, 3∆t, 4∆t, etc. Hence, an innovative interpolation method is proposed in this paper as follows:



Firstly, the simulation results from the primary simulator at time t + ∆T, Um(t + ∆T) is predicted using the interpolation method mentioned above based on the results at time t − ∆T and t. The prediction method is shown in Equation (26).


    U  m  ( t + Δ T ) =  5 4    U  m  ( t ) +  1 2    U  m  ( t − Δ T ) −  3 4    U  m  ( t − 2 Δ T )  



(26)







Then, predict the simulation results from the primary simulator at each ∆t based on the prediction ∆Um(t + ∆T), shown in Equation (27).


   U m  ( t + k Δ t ) =  U m  ( t ) +    U m  ( t + Δ T ) −  U m  ( t )    U m  ( t )   ∗ k  



(27)







Step 22: Compute the Jacobi matrix.



Step 23: Compute the state variable residuals FS(t + k∆t) and GS(t + k∆t).



Step 24: Compute the correction ∆Xs(t + k∆t) and ∆Us(t + k∆t).



Step 25: Compute the corrected state ∆Xm(t + (k + 1) ∆T).



Step 26: Solve the network voltage ∆Us(t + (k + 1) ∆t).



Step 27: Determine whether the correction and network voltage converge. If not, go to Step 23; otherwise, go to Step 28.



Step 28: Determine whether ∆T equals k∆t. If not, k = k + 1, and go to Step 21; otherwise, go to Step 29.



Step 29: Obtain the results from the primary simulator, Um(t + ∆T).



Step 30: In the simulation monitoring module, the primary-simulator simulation results and principal-agent simulation results at the time of t + ΔT are both received at the same time.



Step 31: Determine whether the simulation time reaches the set value. If not, the simulation on the primary simulator and the principal agent should go to Step 6 and Step 18, respectively; otherwise, go to Step 32.



Step 32: Simulation result output.



Step 33: End.



Special tips: The procedure of the primary simulator (i.e., Step 3~Step 15) and the procedure of the principal agent (i.e., Step 16~Step 30) are parallel procedures.




5. Simulation Verification


5.1. Introduction to the Example and Scenario Used in the Simulation


In order to verify the correctness and rationality of the fast/medium/slow dynamic decoupling method and the simulation with decomposition and coordination of the ADN, this paper conducts a unified verification of these two methods. By comparing the serial simulation which has the highest simulation accuracy, the improvement in the simulation speed can be verified under the premise of ensuring simulation accuracy.



In order to verify the effectiveness and rationality of the partitioned coordinated multi-rate parallel simulation technology in improving the simulation speed and ensuring the calculation accuracy, the model of distribution network and DGs were constructed using Matlab 2017a; the memory of the computer is 8 GB; and the main frequency of the CPU is 2 GHz. Meanwhile, the simulation analysis is carried out in different scenarios. The ADN used in the simulation is composed of 12 feeders of the same 110 kV transformer station, and DGs with a maximum power output range of 30 kW to 100 kW are randomly connected to the fixed nodes of each feeder. The ADN’s memory is 64 GB, it has 10 CPU cores, and the main frequency of the CPU cores is 2 GHz. The number of the feeders is determined by the electrical connection; more importantly, the feeder numbers with the load transfer relationship are adjacent. Each feeder is improved on the basis of the IEEE-33 case (shown in Figure 11) and PG & E-69 case (shown in Figure 12). By connecting DGs with different capacities at different nodes, the scenarios used in the simulation can be enriched effectively, as shown in the Table 2 and Table 3. The figure of the ADN is shown in Figure 13.



In this paper, the network mentioned above is simulated and analyzed at 0–2 s. The simulation step size is set as T = 50 μs, and all of the DGs are connected to the grid at 0s. In addition, a fault occurred at node 1 of No.8 feeder at 0.5 s. In order to reflect the influence of the fault at the head of the feeder on other feeders of the same transformer station, the inlet of the 110 kV transformer station is used as the balance node. In addition, only the fault starting time and removal time are monitored. Moreover, the fault recovery strategies, such as reclosing the breaker and load transfer, are not considered in these simulation to ensure that the network topology would not change before and after the fault removal. At the same time, the inverters of the DGs adopt the constant power control strategy to ensure continuous operation with constant output power during the transient process.




5.2. Simulation Speed Analysis of Partition and Coordinated Multi-Rate Parallel Simulation


In order to verify the superiority of the adaptive variable-step-size multi-rate parallel transient simulation technology for the ADN based on the optimized grid strategy in improving the simulation speed, a single-phase ground fault is set at the fault location mentioned above. Furthermore, a series of the schemes are set to evaluate the effectiveness of the partition and parallel technology proposed in this paper, including serial simulation, parallel simulation, traditional partition strategy, optimized partition strategy, adaptive variable-step-size multi-rate parallel simulation, and fixed step-size parallel simulation.



Scheme 1 adopts the serial simulation mode, and one CPU core takes all 612 traditional load nodes and 60 DG simulations. As shown in Table 4, Scheme 2 adopts parallel simulation mode, eight CPU cores take all traditional load nodes and DG simulations. According to the method, there would be two cores for simulating traditional load nodes, while there would be six cores for simulating DGs. Among them, Schemes 2 and 3 are the results of the partition obtained by artificially balancing the capacity of each CPU core; Scheme 4 uses the optimized partition strategy described in this paper to obtain the CPU core allocation result.



The serial simulation step size of Scheme 1 is 5 × 10−5. The parallel simulation step size of each subnet in Scheme 4 is shown in Table 5. Among them, all subnets of Scheme 5 adopt the same simulation step size. The simulation step size of each subnet in Scheme 5 consists of fast, medium, and slow according to the type of component. Scheme 6 adopts adaptive variable-step-size technology for small-step and medium-step subnets and adjusts its simulation step size in real time during the simulation process.



In order to analyze and compare the simulation rate of each scheme, this paper proposes the evaluation index system shown in Equation (28):


       y 1  =   min (  T 1  ,  T 2  , … ,  T   n  C P U     )   max (  T 1  ,  T 2  , … ,  T   n  C P U     )   × 100 %      y 2  =    T ∞    max (  T 1  ,  T 2  , … ,  T   n  C P U     ) +  T t         



(28)




where y1 is the time balance rate of the subnet calculation, and it is optimal when it is 100%; y2 is the simulation acceleration ratio, y2 ∈ [1,+∞], and the larger the value is, the better the parallel simulation effect is. T1, T2,……, TnCPU are the simulation times for each CPU core, while T∞ is the simulation time for serial simulation. Tt indicates that the communication time between the CPU cores can be ignored.



Table 6 shows the simulation results of the evaluation indexes such as the simulation-time balance rate and the simulation acceleration ratio of each case, where Min and Max demonstrate min(T1, T2, K, TnCPU) and max(T1, T2, K, TnCPU), respectively.



Comparing the calculation results of Scheme 1 and Scheme 4, it can be seen that parallel simulation using CPU multi-core technology can significantly improve the simulation rate and shorten the simulation time to 1.02% of the serial simulation. Comparing the calculation results of Scheme 2, Scheme 3, and Scheme 4, it can be seen that the optimized sub-network strategy described in this paper can increase the sub-network calculation time balance rate and simulation acceleration ratio to 134.00% and 123.61% on average in the traditional sub-network mode. On the basis of adopting the optimized subnetting strategy, compared with the calculation results for Scheme 4, it can be seen that the multi-rate parallel simulation technology can increase the subnet calculation-time balance rate and simulation acceleration ratio to 116.24% and 101.80% under the same rate-parallel mode. The multi-rate parallel simulation technology with adaptive variable step size can increase the time balance rate and simulation acceleration ratio of the subnet calculation to 119.90% and 121.31% in the same rate-parallel mode.




5.3. Accuracy Analysis of Partition-Coordinated Multi-Rate Parallel Simulation


In order to verify the superiority of the adaptive variable-step-size multi-rate parallel transient simulation technology of ADN based on the optimized branch network strategy in ensuring the simulation accuracy, multiple types of faults are set at the fault location, and the simulation waveforms and errors of serial simulation, parallel simulation at the same rate and multi-rate parallel simulation with adaptive variable step size are compared.



In order to reflect the influence of faults on multiple feeders in the same substation, this paper selects the following three measurement points: fault location, DG next to the fault location, and the head of the feeder next to the feeder with the fault. At the time of the fault starting and removal, the voltage and current of the fault location change abruptly, and the transient simulation has a large error. Therefore, the fault location is selected as the measurement point I; at the same time, in order to analyze the influence of the fault on the DG grid connection point on the feeder, the adjacent DG of the fault location is selected as the measuring point II; further, the head-end of the adjacent feeder where the fault location is located is selected as the measurement point III.



	(1)

	
Parallel simulation results for single-phase ground faults







As the most common fault type in the distribution network, it is of great value to simulate the single-phase ground fault. As shown in Figure 14, the normal operating voltage of the fault location is 8.21 kV and the normal operating current is 0. At the starting moment of the single-phase grounding fault, the grounding phase voltage drops to 0, and the current suddenly changes to 13.49 kA. The other two-phase voltage suddenly changes to 1.70 times the phase voltage during normal operation, and the current remains unchanged. After the grounding fault, the point experienced a short transient process and returned to normal operation.



Since Scheme A uses a small-step simulation for all simulation nodes, the calculation accuracy is the highest, so the actual value of the calculation result is approximated as the theoretical value of the system operation. Comparing Scheme B with Scheme A and Scheme C with Scheme A, the simulation error percentages for Schemes B and C are obtained, as shown in Table 7. It can be seen that the multi-rate parallel simulation technology can improve the simulation rate on the basis of ensuring the simulation accuracy, and the simulation error can be controlled within 0.5%.



	(2)

	
Parallel simulation results for two-phase short-circuit faults







Since Scheme 1 adopts a small-step simulation for all nodes, the calculation accuracy is the highest, and the actual value of the calculation results is approximated as the theoretical value of the system operation. As shown in Figure 14, the normal operating voltage of the fault location is 8.21 kV and the normal operating current is 0. At the beginning of the two-phase short-circuit fault, the short-circuit phase voltage drops to 2.24 kV and the current suddenly changes to 0.97 MA, while the remaining phase voltage drops to 4.41 kV and the current remains unchanged. After the end of the short-circuit fault, the point undergoes a short transient process and returns to normal operation, as shown in Figure 15.



Comparing Scheme B with Scheme A and Scheme C with Scheme A, the simulation error percentages of Schemes 4 and 6 are obtained, as shown in Table 8. It can be seen that the multi-rate parallel simulation technology can improve the simulation rate on the basis of ensuring simulation accuracy, and the simulation error can be controlled within 0.5%.



	(3)

	
Parallel simulation results for two-phase short-circuit ground faults







Since Scheme A adopts a small-step simulation for all simulation nodes, the calculation accuracy is the highest, so the actual value of the calculation results is approximated as the theoretical value of the system operation. As shown in Figure 16, the normal operating voltage of the fault location is 8.21 kV and the normal operating current is 0; at the beginning of the two-phase short-circuit ground fault, the short-circuit phase voltage drops to 1.03 kV and the current suddenly changes to 0.73 MA, while the remaining phase voltage suddenly changes to 10.71 kV and the current remains unchanged. After the end of the short-circuit fault, the point undergoes a short transient process and returns to normal operation, as shown in Figure 16.



Comparing Scheme B with Scheme A and Scheme C with Scheme A, the simulation error values of Schemes B and C are obtained, as shown in Table 9. It can be seen that the multi-rate parallel simulation technology can improve the simulation speed on the basis of ensuring simulation accuracy, and the simulation error can be controlled within 1%.



	(4)

	
Parallel simulation results for three-phase short-circuit faults







As the most serious fault type in the distribution network, it is of great value to simulate the three-phase short-circuit fault. As shown in Figure 17, the normal operating voltage of the fault location is 8.15 kV and the normal operating current is 0. At the beginning of the three-phase short-circuit fault, the three-phase voltage drops to 1.08 kV and the three-phase current suddenly changes to 1.08 MA. After the end of the short-circuit fault, the point undergoes a short transient process and returns to normal operation.



Since Scheme A uses a small-step simulation for all nodes, the simulation accuracy is the highest; hence, the actual value of the simulation result is approximated as the theoretical value of the system operation. Comparing Scheme B with Scheme A and Scheme C with Scheme A, the simulation error percentages of Schemes B and C are obtained, as shown in Table 10. It can be seen that the multi-rate parallel simulation technology can improve the simulation speed on the basis of ensuring simulation accuracy, and the simulation error can be controlled within 1%.





6. Conclusions


Aiming at the efficiency improvement of the transient simulation of the large-scale ADN, a multi-rate parallel simulation method based on partition decoupling is proposed and verified with some examples. The main conclusions are as follows:




	(1)

	
The transient response characteristics of fast, medium, and slow dynamic equipment components in the ADN are very different. Through multi-time-scale modeling and time constant grouping, the regions with different transient variation characteristics in the distribution network can be partitioned.




	(2)

	
The ADN has a wide range of nodes and the source–grid–load–storage is tightly coupled. Through the short-line decoupling method based on the characteristic line, the decomposition and coordination between multiple regions of the distribution network can be realized so as to carry out parallel simulation.




	(3)

	
The multi-rate parallel simulation of the ADN can not only effectively use the redundancy of simulation computing resources, realize parallel simulation calculation, and improve the simulation speed but also select small-step simulations in fast dynamic regions and large-step simulations in slow dynamic regions according to the fast, medium, and slow response characteristics between different partitions. A multi-rate hybrid coordinated simulation is carried out to further accelerate the simulation. The verification results of the example show that using adaptive variable-step-size multi-rate parallel simulation technology can increase the subnet computation-time balance rate and simulation acceleration ratio to 119.90% and 121.31% in the same rate-parallel mode.




	(4)

	
The transient simulation is an effective means to describe the dynamic characteristics of the ADN. However, the transient simulation is greatly affected by the scale of the distribution network and the complexity of the model. The fast simulation method based on decomposition and coordination is the key to solving the problems of the slow speed and low efficiency of the transient simulation.




	(5)

	
The simulation duration of the one-core simulation (i.e., the serial simulation) is 14,949.79 s, while the simulation duration of the multi-core simulation (i.e., the parallel simulation) is from 149.75 s to 155.83, which means that the parallel simulation can save about 90% of the simulation duration.
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Figure 1. Division of fast/medium/slow dynamic components in the distribution network. 
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Figure 2. Distributed power grid connection structure diagram. 
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Figure 3. Fixed-parameter model of the line. 






Figure 3. Fixed-parameter model of the line.



[image: Energies 17 00287 g003]







[image: Energies 17 00287 g004] 





Figure 4. Equivalent circuit of line dynamic element. 
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Figure 5. Model of three-phase RL series line. 
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Figure 6. Schematic diagram of ADN partition. 
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Figure 7. Equivalent computation model for short-circuits considering distributed capacitance. 
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Figure 8. Equivalent model of short lines at both ends considering distributed capacitance. 
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Figure 9. Frame of real-time simulator for ADN. 
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Figure 10. Multi-rate parallel simulation process of ADN. 
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Figure 11. IEEE-33 test case. 
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Figure 12. PG&E 69 test case. 
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Figure 13. The ADN composed by the 12 feeders. 
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Figure 14. The three-phase voltage and current peaks of the fault location in the single-phase grounding simulation scenario. 
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Figure 15. The three-phase voltage and current peaks of the fault point in the two-phase short-circuit simulation scenario. 
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Figure 16. The three-phase voltage and current peaks of the fault point in the two-phase short-circuit grounding simulation scenario. 
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Figure 17. Three-phase voltage and current peaks at the fault location in the three-phase short-circuit simulation scenario. 
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Table 1. Eigenvalues of system-level models for ADN.






Table 1. Eigenvalues of system-level models for ADN.





	Eigenvalues
	Value





	    λ 1  ,  λ 2    
	−38.02 ± 2275.44i



	    λ 3  ,  λ 4    
	−19.71 + 644.29i



	    λ 5    
	−2670.4










 





Table 2. Feeder topology information.






Table 2. Feeder topology information.





	Feeder
	Total Number of Nodes
	Total Number of DGs





	1
	33
	5



	2
	33
	3



	3
	33
	5



	4
	33
	4



	5
	33
	3



	6
	33
	4



	7
	69
	6



	8
	69
	7



	9
	69
	7



	10
	69
	5



	11
	69
	5



	12
	69
	6



	  Σ  
	612
	60










 





Table 3. DG integration location and capacity.






Table 3. DG integration location and capacity.





	
Feeder

	
Node of DG Access

	
Capacity of DG Access






	
1

	
8

	
16

	
32

	
15

	
20

	
-

	
-

	
30

	
30

	
50

	
50

	
30

	
-

	
-




	
2

	
32

	
11

	
27

	
-

	
-

	
-

	
-

	
50

	
100

	
100

	
-

	
-

	
-

	
-




	
3

	
8

	
16

	
32

	
15

	
20

	
-

	
-

	
30

	
30

	
50

	
50

	
30

	
-

	
-




	
4

	
9

	
3

	
20

	
24

	
-

	
-

	
-

	
50

	
100

	
50

	
50

	
-

	
-

	
-




	
5

	
32

	
11

	
27

	
-

	
-

	
-

	
-

	
50

	
100

	
100

	
-

	
-

	
-

	
-




	
6

	
90

	
3

	
20

	
24

	
-

	
-

	
-

	
50

	
100

	
50

	
50

	
-

	
-

	
-




	
7

	
66

	
37

	
28

	
22

	
40

	
24

	
-

	
50

	
100

	
75

	
30

	
50

	
30

	
-




	
8

	
51

	
14

	
66

	
37

	
28

	
60

	
22

	
50

	
100

	
50

	
100

	
75

	
75

	
30




	
9

	
51

	
14

	
66

	
37

	
28

	
60

	
22

	
50

	
100

	
50

	
100

	
75

	
75

	
30




	
10

	
51

	
60

	
37

	
22

	
55

	
-

	
-

	
50

	
100

	
100

	
30

	
100

	
-

	
-




	
11

	
51

	
60

	
37

	
22

	
55

	
-

	
-

	
50

	
100

	
100

	
30

	
100

	
-

	
-




	
12

	
66

	
37

	
28

	
22

	
40

	
24

	
-

	
50

	
100

	
75

	
30

	
50

	
30

	
-











 





Table 4. CPU multi-core parallel simulation network results.
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Scheme

	
CPU Core Number for Traditional Load Node

	
CPU Core Number for

DG Node

	
Partition Method




	
No. 1

	
No. 2

	
No. 3

	
No. 4

	
No. 5

	
No. 6

	
No. 7

	
No. 8

	






	
1

	
612 + 60

	
-

	
-

	
-

	
-

	
-

	
-

	
z

	
/




	
2

	
336

	
276

	
8

	
9

	
13

	
14

	
10

	
6

	
Artificially balancing the capacity of each CPU core




	
3

	
336

	
276

	
13

	
11

	
6

	
7

	
12

	
11

	
Artificially balancing the capacity of each CPU core




	
4

	
336

	
276

	
8

	
12

	
10

	
7

	
12

	
11

	
Optimized partition strategy provided in Section 3











 





Table 5. Allocation of CPU multi-core parallel simulation step.
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	Scheme
	Step Size of CPU Core

for Traditional Loads (s)
	Step Size of CPU Core

for DGs (s)





	5
	5 × 10−5
	5 × 10−5



	6
	5 × 10−3
	5 × 10−4



	7
	5 × 10−3
	[5 × 10−4, 5 × 10−3]







[5 × 10−5, 5 × 10−3] represents the variation range of the simulation step size; more importantly, 5 × 10−3 should be an integer multiple of the real-time simulation step size.













 





Table 6. CPU multi-core simulation rate evaluation index.
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	Scheme
	Min(s)
	Max(s)
	     T ∞  ( s )    
	     y 1     
	     y 2     





	1
	-
	-
	14,949.79
	-
	0



	2
	9.97
	28.22
	150.25
	35.33%
	5.32



	3
	10.10
	29.35
	155.83
	34.40%
	5.31



	4
	10.23
	24.69
	150.69
	41.43%
	6.10



	5
	11.89
	24.69
	153.40
	48.16%
	6.21



	6
	10.23
	20.23
	149.75
	50.57%
	7.40










 





Table 7. Simulation error of single-phase ground fault.
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Node

	
Comparsion

	
Average Error of Three-Phase Voltage (%)

	
Maximum Error of Three-Phase Voltage (%)

	
Average Error of Three-Phase Current (%)

	
Maximum Error of Three-Phase Current (%)






	
Fault location

	
1

	
4

	
0.09

	
0.15

	
0.40

	
0.45




	
1

	
6

	
0.12

	
0.14

	
0

	
0.10




	
DG next to

fault location

	
1

	
4

	
0.09

	
0.12

	
0.15

	
0.38




	
1

	
6

	
0.12

	
0.17

	
0.20

	
0.42




	
Feeder next to the feeder with fault node

	
1

	
4

	
0.09

	
0.11

	
0.17

	
0.29




	
1

	
6

	
0.12

	
0.15

	
0.22

	
0.48











 





Table 8. Simulation error of two-phase short-circuit fault.
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Node

	
Comparsion

	
Average Error of Three-Phase Voltage

(%)

	
Maximum Error of Three-Phase Voltage (%)

	
Average Error of

Three-Phase Current

(%)

	
Maximum Error of Three-Phase Current (%)






	
Fault location

	
1

	
4

	
0.19

	
0.36

	
0.34

	
0.44




	
1

	
6

	
0.12

	
0.27

	
0.47

	
0.50




	
DG next to fault location

	
1

	
4

	
0.19

	
0.39

	
0.15

	
0.32




	
1

	
6

	
0.12

	
0.33

	
0.23

	
0.34




	
Feeder next to the feeder with fault node

	
1

	
4

	
0.19

	
0.29

	
0.17

	
0.27




	
1

	
6

	
0.12

	
0.41

	
0.22

	
0.41











 





Table 9. Simulation error of two-phase short-circuit ground fault.






Table 9. Simulation error of two-phase short-circuit ground fault.





	
Node

	
Comparsion

	
Average Error of

Three-Phase Voltage (%)

	
Maximum Error of Three-Phase Voltage (%)

	
Average Error of Three-Phase Current (%)

	
Maximum Error of Three-Phase Current (%)






	
Fault location

	
1

	
4

	
0.27

	
0.35

	
0.46

	
0.62




	
1

	
6

	
0.31

	
0.37

	
0.57

	
0.71




	
DG next to fault location

	
1

	
4

	
0.27

	
0.42

	
0.51

	
0.59




	
1

	
6

	
0.31

	
0.39

	
0.53

	
0.65




	
Feeder next to the feeder with fault node

	
1

	
4

	
0.27

	
0.32

	
0.37

	
0.56




	
1

	
6

	
0.31

	
0.38

	
0.42

	
0.61











 





Table 10. Three-phase short-circuit fault simulation error.






Table 10. Three-phase short-circuit fault simulation error.





	
Node

	
Comparsion

	
Average Error of Three-Phase Voltage

(%)

	
Maximum Error of Three-Phase Voltage (%)

	
Average Error of Three-Phase Current

(%)

	
Maximum Error of Three-Phase Current (%)






	
Fault location

	
1

	
4

	
0.36

	
0.45

	
0.57

	
0.82




	
1

	
6

	
0.79

	
0.88

	
0.67

	
0.79




	
DG next to fault location

	
1

	
4

	
0.30

	
0.51

	
0.37

	
0.49




	
1

	
6

	
0.67

	
0.79

	
0.73

	
0.64




	
Feeder next to the

feeder with fault node

	
1

	
4

	
0.29

	
0.39

	
0.25

	
0.47




	
1

	
6

	
0.38

	
0.58

	
0.35

	
0.61
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