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Abstract: In the age of energy transition that we are going through today, many research studies
discuss how to develop various approaches to making forecasts aimed at obtaining quantitative
assessments of the technical and economic indicators of the energy industry. This paper considers
the adaptation of a comprehensive approach to forecasting the structure of energy generation based
on the factor and trend approach and using autoregressive and multifactor models that apply a
linear regression tool with ridge regularization. To implement this approach, we propose a tool for
automated selection of the factors that have the most significant impact on the change in the structure
of energy generation. This approach allows us to forecast the dynamics of electricity generation
by different types of generating facilities as affected by the key factors in energy transition in the
short, medium, and long term. As a result, we obtained quantitative relationships for the energy
generation structure. Over the next 10 years, the share of generation using renewable energy sources
will increase to 10%, and the share of thermal power plants, on the contrary, will decrease to 50%,
despite the growth in demand for electricity. Also, greenhouse gas emissions will be reduced by 30%.
We have also provided scientific justification for the sufficient reliability of the forecasts we present.

Keywords: energy transition; power generation; multifactor model; ARIMA; time series; data
analytics; Python; automated choice

1. Introduction

The world economy is developing in the age of the fourth energy transition, which sees
advanced production and digital technologies, the economic attractiveness of new energy
sources on the one hand, and the emergence of qualitatively new factors—decarbonization
trends and the fight against global climate change—on the other. The emergence and active
growth of technological and digital innovations on both the generation and consumption
sides of the energy sector are leading to a gradual but deep transformation of the entire
fuel and energy sector (FES) [1–4].

One of the fundamental elements of the energy transition is the rapid spread of
electricity and heat generation technologies based on non-conventional renewable energy
sources (NCRE): solar, wind power plants, small hydropower plants (up to 10–15 MW),
tidal, wave and geothermal plants [5–8]. The modern transformation of energy markets is
largely caused by the appearance and development of commercially efficient renewable
energy sources [9,10]. The Skolkovo report [2] notes a tendency to reduce the total present
costs of electricity generation based on various RES technologies by 20–50% depending
on the scenario of FEC development (conservative, innovative, energy transition-based
scenarios) [5].

As a result of the advances in renewable energy technologies, the structure of energy
generation is changing [11–15]. There is a gradual shift of energy generation in the overall
structure towards increasing the share of renewable energy sources. At the same time, it is
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obvious that the structure of energy generation in different countries will vary significantly,
taking into account the available natural reserves of carbon fuels and the policy pursued at
the state level [5,16–20], the general level of economic development, production and digital
technologies, specific climatic conditions, etc. It should be noted that energy consumption
data are the basis for laying down the requirements for the amounts of energy to be
generated. Correspondingly, there is a need for continuous monitoring of the current
situation while forecast models should be developed to reduce uncertainty in energy
generation. Having significant reserves of carbon energy sources, a large territory, and
climate conditions suitable for using renewable energy sources, Russia finds it extremely
important to forecast the structure of energy generation (with different planning horizons),
taking into account some relevant factors.

Forecasting can be for short-term (e.g., forecasting power generation over several
years), medium-term (e.g., a 1–2 year forecast says how the power system will behave in
several years), and long-term (how much the structure of power generation will change over
a long period of time). It can help us to assess the impact of various factors—technological,
social, political, economic, and environmental ones—on the structure of power generation
in further research. The results of the forecasts are important for managing the strategic
development of energy generation.

The purpose of the study is to formulate a forecast of the structure of energy generation
in the age of energy transition based on the automated determination of factor significance.

The paper provides an overview of the current state of energy generation in the
Russian Federation and describes existing approaches to analyzing and obtaining forecasts
in this area. Based on the conducted research, we have proposed an approach to predicting
the structure of energy generation at different planning horizons, which takes into account
such important factors as the Generation volume of the TPPs, NPPs, HPPs, RES, Heat
generation, Power grid losses, Fuel and energy production, Greenhouse gas emissions,
etc. The acceptable accuracy of the presented forecast was justified, taking into account
different planning horizons.

2. Materials and Methods
2.1. Overview of the Fourth Energy Transition Causes: Climate Change, Technology Development,
Digital Technology Development

At the stage of the fourth energy transition, differently from the previous three stages,
the main driver is not only the economically attractive combination of traditional and new
energy sources but also a qualitatively new factor—decarbonization and the fight against
global climate change [1,2].

The global energy landscape is undergoing significant changes caused by a combi-
nation of such drivers (factors) as climate change and technological advances, including
new technologies for electricity generation, distribution, storage, and the growth of digital
technologies (Figure 1). These factors have combined to pave the way for the fourth energy
transition. The key aspect of the fourth energy transition is the shift towards cleaner and
more long-term relevant energy sources. Let us analyze the causes of the fourth energy
transition in more detail.
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1. Climate change.

The urgency of combating climate change is a key driver of the fourth energy transition.
The Paris Agreement [1], signed in 2015 by 195 countries, is the main document that sets
out the need for action to limit global warming to well below 2 ◦C, preferably 1.5 ◦C, by
reducing greenhouse gas emissions. It is widely believed that in order to achieve this goal,
there has to be a significant shift from fossil fuels to renewable energy sources. The negative
impacts of climate change, such as rising sea levels, extreme weather conditions, and
ecosystem degradation, have further increased the urgency of the transition to low-carbon
energy systems [21].

2. Technological advances.

Advances in energy technologies are crucial for the fourth energy transition. The rapid
development and declining cost of renewable energy sources such as solar and wind power
have made them increasingly competitive with traditional fossil fuels. Improvements
in energy storage technologies, such as lithium-ion batteries, have made it possible to
better integrate non-conventional renewable energy sources into the grid. In addition,
advances in energy-efficient technologies have contributed to reducing energy consumption,
minimizing the need for additional generating capacity [22]. The deployment of smart
grids, advanced metering systems, and demand response technologies have also paved the
way for more flexible, resilient, and decentralized energy systems.

3. Development of digital technologies.

New digital technologies have become an important driver of the fourth energy transi-
tion. The integration of digital technologies into the energy sector has led to the creation of
smart energy systems. This has enabled real-time monitoring, control, and optimization of
energy infrastructure, resulting in improved efficiency, reliability, and sustainability. The
installation of sensors, Internet of Things (IoT) devices, cloud-based distributed power
plants, and analytic platforms enables better management of demand, identification of
energy-intensive processes, and optimization of energy distribution. Moreover, digitaliza-
tion facilitates the efficient grid integration of distributed energy resources such as rooftop
solar panels, electric vehicles, and energy storage systems.

The fourth energy transition opens up significant economic and social opportunities
(job creation, improved air quality, energy access for low-income populations, etc.) [2,13,23]
and promises a sustainable energy future.

2.2. Specifics of the Russian Economy and Energy System during the Energy Transition

Russia is one of the largest exporters of fuel and energy resources. The extraction
of fuel and energy resources (FER) in the Russian Federation not only provides for a
significant share of the state budget revenues but also fully meets the needs of domestic
consumption. The generating sector of the Russian Federation consists of NPP, TPP, HPP,
and RES generation facilities. The main share of the installed capacity is TPPs, accounting
for more than 60%, with RES being less than 3%. The Unified Energy System of Russia
(UES of Russia) consists of 71 regional energy systems, which, in turn, form seven united
energy systems: East, Siberia, Urals, Middle Volga, South, Centre, and North-West. All
energy systems are connected with inter-system high-voltage power lines of 220–500 kV or
higher and operate in synchronous mode (in parallel). In addition to the unified energy
system, there are technologically isolated systems in the Far East [24].

One of the priorities of the Energy Strategy of Russia until 2035 is “to stimulate and
support innovative activities of organizations of the fuel and energy complex and related
industries towards improving the efficiency of FER and the production potential of the fuel
and energy complex”, which implies preserving and strengthening the carbon energy sector.
However, this strategy also implies minimizing the negative impact on the environment,
climate, and human health caused by the extraction, production, transportation, and
consumption of energy resources, which is one of the objectives of the energy transition.
This trend is confirmed in the Digital Energy Project adopted in 2017. It is aimed at
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transforming the energy infrastructure of the Russian Federation through the introduction
of digital technologies and platform solutions to improve its efficiency and security, which
is also one of the aspects of the energy transition.

Russian consumers are provided with cheap electricity and, in this respect, are among
the most privileged in the world. Since the beginning of the global energy crisis in the
second half of 2021, Russia’s position has only strengthened [3]. It is worth mentioning
that according to the Ministry of Energy, it is likely that by 2035, RES-based power plants
will eventually increase electricity generation by more than 20 times, which is another
driver of the energy transition. In order to have a smooth transition to non-carbon energy,
the Russian energy sector should initially focus on increasing the rate of technological
development of the following technologies:

• Technologies for making electronic components for microprocessor-based diagnostics
and sensor systems, communication systems, ACS systems, RPA (Relay protection
and automation system) and ES (Emergency system);

• Digital technologies: electricity demand management, digital twins, Smart Houses,
Smart Grid (including smart metering and real-time network monitoring), Smart Cities,
and others to ensure system security during the transition to a low-carbon economy.
This will bring about greater budget revenues thanks to advanced energy-efficient
technologies and will reduce the dependence on the resource-based economy.

2.3. Overview of Approaches to Forecasting the Energy Generation Mix Taking into Account the
Impact of Energy Transition Factors

In order to forecast the target structure of the fourth energy transition, we have to
predict the changes in the energy mix, technologies, policies, and market dynamics that
will shape the future energy landscape. One of the important components of energy mix
forecasting is energy generation mix forecasting.

In order to produce energy generation mix forecasts, predictive analytics methods
based on available historical and current data should be used. Depending on the complete-
ness of the data and the required forecasting horizons, different approaches can be used for
forecasting: trend or factor-based approaches or their combinations [25,26] (Figure 2).
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The trend-based method relies on the analysis and prediction of trends and patterns
in the historical behavior of the energy generation and consumption market. It is typically
used for short-term forecasting (up to three years) and predicting future changes in energy
prices and consumption. When using this method, analysts examine historical data on
energy prices, consumption figures, weather conditions, and other factors to identify
patterns and trends in market behavior. They then use this data to make predictions
about the future. A trend-based method can help us to identify changes in energy supply
and demand over a short-term time horizon. Thus, energy companies can make effective
decisions in production planning and resource procurement.

The factor-based method implies the identification and analysis of factors affecting the
behavior and changes in the energy production and consumption market. It is typically
used for medium-term forecasting and predicting longer-term trends and events such as
economic and political factors, technological innovations, climate change, etc. Analysts use
this method to identify and assess how various factors influence the electricity generation
and consumption market as well as to predict its future development. The factor-based
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method allows companies and countries to make strategic long-term decisions related to
the development of the energy sector and the optimization of its structure.

Both of the methods have their advantages and limitations and can be used in com-
bination for more accurate forecasts in the energy sector [27,28]. In this study, we use the
trend method for a short-term forecast (three years). Then, based on the short-term forecast,
we make a medium-term forecast using the factor approach.

2.4. Forecasting Methodology Overview

To successfully resolve the problem of forecasting the structure of energy generation
and assess the effects of the energy transition, we should understand what approach is best
given the data available to make the forecast and choose the forecast horizon (short-term,
medium-term, long-term). For this purpose, we analyzed the existing models, forecast
types, and approaches. Table 1 presents the results of the analysis. We propose a number of
modeling methods capable of describing the structure of power generation by forecasting
time series that contain historical information on the total power generation volumes of
different types of generating facilities. The models are also categorized according to the
forecasting approach.

Table 1. Classification of time series forecasting and clustering models by used methods.

Model Type Category

Simple Exponential Smoothing
Forecast Trend-basedARIMA (Autoregressive Integrated Moving Average)

SARIMA (Seasonal ARIMA)

Holt-Winters Exponential Smoothing

Forecast Trend-based and Factor-based
Linear Regression

(S)ARIMAX (Autoregressive Integrated Moving
Average + exogenous variables)

Neural Network Forecasting

Decision trees regressor
Forecast Factor-basedXGBoost

Now, we consider two main model-building methodologies: SARIMA model-building
methodology and multifactor ridge regression model-building methodology.

2.4.1. SARIMA Model Building Methodology

A general view of the SARIMA equation:
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Table 2. Steps for building a SARIMA model.

Step Description

1. Dataset pre-processing Clean data from outliers, missing values, and errors. Convert data into a
suitable format.

2. Time series analysis Visually analyze time series, including graphing, for seasonal and trend
components. Determine the data stationarity.

3. Time series decomposition Decompose the time series into its component parts: trend, seasonality,
and residuals.

4. Determining differentiation orders Determine the differentiation orders (d, D) needed for data stationarity.

5. Determining SARIMA
parameter values

Select SARIMA parameters (p, d, q, P, D, Q, s), where p, d, and q are
autoregressive components, difference and moving average components,

and P, D, Q, and s are seasonal components.

6. SARIMA model training Use the selected parameters to train the SARIMA model on the trained data.

7. Model estimating
Assess the performance of the SARIMA model using statistical metrics such

as AIC (Akaike information criterion) and BIC (Bayesian
information criterion).

8. Model diagnostics Analyze the residuals of the model to verify their stationarity and lack of
autocorrelation.

9. Forecasting Use the trained SARIMA model for predicting future values of the
time series.

10. Evaluation of results Analyze the accuracy of the forecasts and their compliance with the
expectations. Adjust the methodology and repeat the analysis if necessary.

2.4.2. Methodology of Building a Multifactor Ridge Regression Model

A general view of the Ridge regression equation is as follows:

y = β0 + β1x1 + β2x2 + . . . + βnxn + α∑n
i=1 βi

2, (2)

where:

β0 is the displacement component;
β1, β2 . . . βn are the regression coefficients;
x1, x2 . . . xn are factors;
α is a regularization parameter

Table 3 summarizes the steps in building the SARIMA model.

Table 3. The steps for building the multivariate ridge regression model.

Step Description

1. Dataset Pre-processing Clean data from outliers, missing values, and errors. Convert data into a
suitable format.

2.
Analysis of the dataset obtained,

identification of significant factors, and
correlation analysis.

Examine the data using statistical methods. Exclude strong multicollinearity.
Since ridge regression does not completely resolve the problem of correlation

of explanatory factors, it is necessary to exclude factors with a correlation
coefficient exceeding 0.95.

3. Scaling and normalization of
exogenous variables.

Bring the exogenous variables to a common scale and normalize the data to
ensure stable model training.
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Table 3. Cont.

Step Description

4. Selection of time lag for forecasting.

On average, it takes 2 to 3 years to go from the interest stage to the
implementation stage in the energy sector. So, the lag was chosen between

these two values based on the AIC criterion, while each model was
built iteratively.

5. Training and estimating a multiple
regression model.

Grid fitting is used to select the model with the best value of α and regression
coefficients. The root of the root mean square error and coefficient of

determination serves as a metric R2.

6. Iterative forecasting using the
obtained dependencies.

Use the trained model to predict future values based on the new data and
iteratively update the model with a given lag.

7. Evaluating the results obtained. Analyze the accuracy of the forecasts and their compliance with the
expectations. Adjust the methodology and repeat the analysis if necessary.

3. Results
3.1. Factors Influencing the Structure of Energy Generation in the Russian Federation

The structure of the energy transition depends on an interrelated sequence: the tech-
nological direction of the energy transition ensures the development of a corresponding
trend of the energy transition. The trend and its development determine the scale of the
consequences of the energy transition.

One of the energy transition trends is the changing structure of energy generation.
The relevance of generation structure forecasting can be explained by the following factors:

• The need for long-term planning of energy strategy, development of industry policies;
• The integration of renewable energy sources and energy-efficient technologies;
• The need to maintain energy balance between generation sources;
• The need for a more efficient energy economy;
• The need to comply with international energy agreements;
• Planning of electricity markets;
• Introduction of new capacities n into the energy system.

In order to forecast the structure of energy generation, we consider the factors that
may affect it and substantiate the choice of the forecasting methods used in the study. On
the basis of this research and the forecasts obtained, we analyze the structure of energy
generation and possible consequences during the fourth energy transition.

Analyzing the structure of energy generation allows us to consider whether the share
of hydrocarbons is going down and the use of non-fuel energy sources is increasing. In this
regard, it is necessary to forecast the volume and structure of energy generation and then
analyze and evaluate some consequences of the energy transition:

• How the diversification level of the energy consumption structure will change due to
a more active use of renewable energy sources (technological consequence);

• How the air pollution level will decrease due to the reduced greenhouse gas emissions
in the global economy as a whole and in individual regions and large cities as part of
the fight against climate change;

• How the full present value of electricity generation costs based on different res tech-
nologies will change depending on the type of scenario.

Let us consider the factors influencing the structure of energy generation in the Russian
Federation. We have identified five main types of factors and further elaborated on each
type. Table 4 shows the result.

It is obvious that taking these factors into account when forecasting the structure of
energy generation implies the use of various mathematical models with a certain planning
horizon. Thus, it is possible to pick up the most significant factors among the identified
that have a big impact on the forecasting results and to appraise the values of the forecasted
power generation with a given accuracy. Then, the results obtained can be used to make
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decisions on modifying the structure of energy generation, including with due regard to
the energy consumption needs. The factors are selected depending on the availability of
statistical data. After the factors for the forecasting are defined and classified, it is necessary
to search for statistical data that contain information about the factors in Table 4. Table 5
presents the variables that were found on Rosstat, the official statistics website of the
Russian Federation [29].

Table 4. Factors influencing the structure of energy generation in the Russian Federation.

Type of Factor Factor

Technological

Development of energy-efficient technologies
Distance between the generating facility and the consumer (losses)

New digital tools (AI-based, ML-based, data analytics, etc.)
Technological limitations of various energy sources

Digitalization level
Fuel and energy balance of some RF constituent entities

Social

Level of energy education
Public consciousness and trust in switching to more energy-efficient technologies

Illegal power grid connections
Confidence in NPP safety

Political

Taxation
Subsidization of projects aimed at energy development

Introduced energy sector policies and innovativeness of strategies
International energy agreements (partly including environmental factors)

Energy independence and security preservation

Economic

Electricity consumption
Level of industrial development

Electricity cost
Construction and operation costs of new facilities

Resource and raw materials market of Russia
Possibility to use imported equipment

Level of import substitution
Total investments in the development of energy-efficient technologies

Electricity market conditions

Environmental
Pollutant and greenhouse gas emissions

Impact on the natural environment (flora and fauna, water resources)

Table 5. Endogenous and exogenous parameters.

Endogenous Variables Exogenous Variables

Generation volume of the TPPs, NPPs, HPPs, RES

Heat generation
Power grid losses

Fuel and energy production
GDP

Greenhouse gas emissions
Domestic consumption of FER **

Industrial indices
Publication dynamics on digitalization technologies

Greenhouse gas emissions **
Export of FER

population in the Russian Federation

** It is worth noting that these variables were modeled separately depending on the kind of data used in linear
regression models and a regression model with regularization, a technique described below.
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3.2. Forecasting Methodology Implementing

Depending on the planning horizon, quality, and volume of the data on which the
forecast model is being built, we have chosen a certain methodology based on the combina-
tion of methods from Table 4. The SARIMA model was chosen for short-term forecasting of
the electricity generation mix due to the completeness of the data as well as the accuracy of
this popular model. The frequency of the time series is monthly, and the length is the time
interval from 2005 to 2023. SARIMA allows for seasonality by including seasonal lags in
the model. In addition, the power generation time series has autocorrelation, with SARIMA
including autoregressive components to account for this dependence. Since the initial data
are non-stationary (have trend or seasonal changes), this model is capable of differentiation
and bringing the series to a stationary form. It is also worth noting that SARIMA has a
clear mathematical form, which allows one to interpret the impact of different components
on the forecasts.

The next step is medium- and long-term forecasting. Due to the annual frequency of
time series, justified by strategic planning for a long period of time (10 years), Ridge regres-
sion, a variation of linear regression, which is adapted for data with high multicollinearity,
was chosen as a modeling tool. Figure 3 shows the heat map of the correlations in the data.
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Figure 3 shows the correlation between the predicted values and the factors influencing
them. The correlation heat map gives an understanding of multicollinearity and the need
to introduce ridge regularization into the model, as well as exclude some factors. As we
can see in Figure 3, multicollinearity by the Pearson correlation coefficient (PCC) is strong.
If we model the generation structure, the loss of influential factors is undesirable, so in
order to avoid overfitting and worsening the predictive ability of the model, the regression
coefficients in this method are “penalized” with an additional coefficient. Thus, the Ridge
regression can avoid overfitting and, at the same time, consider all factors of interest.

The final methodology of full forecasting implies a combination of the trend and factor
approach. The SARIMA model is used for short-term forecasting, while the multifactor
regression model is helpful for medium- and long-term forecasting, which allows the most
accurate description of the RF generation structure that considers many influencing factors.
The relevance of this approach is due to the nature of the structure of energy generation
in Russia. In the short term, statistical data with monthly frequency can most accurately
describe the models based on the trend approach, whereas a longer forecast should consider
the influence of external factors and use the factor approach, given the annual frequency of
time series and the need to select more significant factors, so the best tool is a multifactor
multiple regression model that uses regularization.
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Let us consider the construction of forecast models of the energy generation structure
based on a combination of trend and factor approaches.

3.2.1. Trend Approach: SARIMA Model Building Methodology

To perform the forecast, we used a combination of two approaches: the trend approach
and the factor approach. Let us consider in more detail the use of these approaches for
forecasting energy generation in the Russian Federation.

Below is an example of modeling results (Figures 4–7). The SARIMAX package of the
Statsmodels Library was chosen as the tool. In Figure 4, one can see the time series analysis
plots for determining the data stationarity.
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Next, we present the results of the model training and evaluation of the results
obtained (Figure 5).
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Figure 6 shows the error statistics.
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Next, we compared the present model with the real data and forecast values for
36 months (Figure 7).
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One can see that the model values are very close to the real data values. We selected
the model parameters using the cross-variation method, where the main criterion was
the information criterion AIC, presented in Figure 5; that is, by repeatedly running the
modeling process with different parameters, we selected the best combination of them. The
model with the lowest AIC among others was selected. The results allow us to conclude
that the chosen method and the variables taken into account in the model allow us to make
a quite accurate forecast over a planning horizon of 36 months.
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3.2.2. Factor Approach: Methodology of Building a Multifactor Ridge Regression Model

Below is an example of the modeling result of one iteration for one variable.
To explain the mechanism of the multifactor model operation, we can use the following

visual representation of the one-iteration forecast result. Figure 8 shows a heat map of
the correlation between factors and predicted variables. We used the Pearson correlation
coefficient (PCC) as a coefficient (Figure 9).
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Figure 9. Exogenous variables: scaling and normalization.

After training and visualizing the results, we evaluated the final model (Figure 10).
For the above example, the root mean square error (RMSE) was 0.47 units, which indicates
the model’s accuracy since RMSE is measured in the same units as the modeled parameter.

3.2.3. Analysis of the Forecasting Results

The dynamics of changes in the structure of energy generation in the Russian Fed-
eration imply a change in the ratio of electricity generation by different types of power
plants. The resulting forecasts allow us to make assumptions and adjust strategies and
policies that describe the future of the fuel and energy complex. The goals set by the state
energy development program [30] directly affect the consequences of the energy transition.
The forecasts below correlate with the Energy Development Program policy. The results
presented in the paper are a forecast of the energy transition that takes into account the
trends reflecting its main goals. It should be noted that, in accordance with the goals of
energy transition, the forecasts made with this model consider the quantitative restrictions
imposed on the dynamics of hydrocarbon consumption.
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Figure 10. The multiple regression model (R2 = 0.94): training and evaluation.

Figure 11 shows the forecast results of the final model.
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Figure 11. The structure of electricity generation in the Russian Federation.

The diagram presented in Figure 11 shows the structure of electricity generation in
Russia in the 10-year horizon. The generation by thermal power plants will decrease to
49.8% by 2033 compared to 64% in 2023 in total electricity generation, while RES generation
will fall to 10%.

The reduction in energy production using thermal power plants occurs largely due
to an increase in the energy efficiency of generating and network facilities in the energy
complex. The use of advanced technologies, process optimization, and improved energy
infrastructure contribute to the efficient use of resources, which reduces the need for thermal
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power plants. The growth in the share of nuclear energy is due to the introduction of new
nuclear power generation facilities, which include modern nuclear power plants with
improved safety systems and maximizing the power utilization factor of these plants. This
increase in efficiency and safety makes nuclear energy more attractive than other energy
sources. The use of hydroelectric power remains about the same as the development of
other renewable energy sources, such as wind and solar, poses competition to hydropower.
Pressures from digitalization trends and the energy transition will drive significant growth
in renewable energy sources. This trend is already evident in data that show a steady
increase in the use of wind and solar energy, supported by the desire for clean energy
sources in response to the global challenges of climate change and reductions in greenhouse
gas emissions.

These results indicate structural diversification, where carbon energy is actively com-
plemented by non-carbon energy.

Greenhouse emissions resulting from the use of fuel and energy resources in the
energy sector will decrease by more than 30% relative to 2022 due to reduced generation
from thermal power plants and the introduction of more energy-efficient technologies
(Figure 12).
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Figure 12. Energy-related greenhouse emissions in the Russian Federation.

Forecasting greenhouse emissions is carried out using the same methodology as
forecasting the energy generation mix. In this context, generation from thermal power
plants (TPP) is considered an exogenous variable, that is, as a factor that explains changes
in greenhouse gas emissions.

Figure 13 shows the national consumption of fuel and energy resources in the country.
The trend of reducing coal consumption, as the most carbon-intensive fuel in terms

of greenhouse gas emissions, will lower the rate of climate change. Also, a large share of
coal is exported to countries where the energy system based on coal-fired thermal power
plants (TPP) has a privileged position. Yet, the development of new oil and gas complexes
in the Arctic and Far East will stimulate domestic consumption of petroleum products and
natural gas. Another factor affecting the need for natural gas is the regional gasification
program [31] and the modernization program for coal-fired thermal power plants.

As a result of this study, the structure of electricity generation in the Russian Federation
was predicted using a mathematical model that had been developed in the Python 3.10.10
programming language and combining trend and factor approaches to forecasting. We
identified the main trends, looked at the dynamics of the energy transition, and considered
the factors influencing the generation structure, which were included in a multifactor model
for a forecast over a 10-year horizon. The results obtained can be the basis for investigating
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the fuel and energy complex in the context of energy transition, identifying risks, and
putting forward recommendations.
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4. Conclusions

This study pays much attention to climate change and the development of cutting-
edge energy generation technologies. These two aspects are closely interrelated and have a
considerable influence on the evolution of energy systems. At the same time, forecasts of
the energy sector should consider the influence of economic trends and factors in different
countries. In this regard, it is very important to make forecasts of the structure of energy
generation in individual countries. As a result of the research carried out in the article,
we substantiated the importance of forecasting energy generation, which is one of the
components of forecasting for the future assessment of the consequences of the fourth
energy transition. We analyzed the factors influencing the structure of energy generation:
the volume of generation of thermal power plants, nuclear power plants, hydroelectric
power plants, renewable energy sources, heat generation, losses in power grids, production
of the fuel and energy complex, greenhouse gas emissions, etc. We collected data in order
to use them when training the created model and forecasting. The model was created based
on the use of two approaches: trend and factor approaches. As a result of our research,
we proposed an approach to forecasting the structure of energy generation at different
planning horizons, which, from our point of view, takes into account the above factors. We
also justified the acceptable accuracy of the presented forecast, taking into account different
planning horizons.

5. Discussion

Despite much research and development in the field of RES used for power generation,
we find it necessary to take into account the opportunities for technological development
and modernization of traditional generating facilities. These factors are crucially impor-
tant for making forecasts and developing strategies in the energy sector. The results of
forecasting in this work can serve as one of the bases for predicting the technological
development of the energy industry. Thus, we can consider the requirements originating
from climate change. In addition to the econometric models, this paper focuses on the
expediency of applying ML methods, which are planned to be used in the future to forecast
energy consumption and determine the energy balance. Also, a very important question is
how government policies in different countries affect the structure of energy consumption
and the structure of energy resources obtained because of energy production.
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