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Abstract

:

Mathematical optimization is a widespread method in order to improve, for instance, the efficiency of energy systems. A simulation approach based on partial differential equations can typically not be formulated as an optimization problem, thus requiring interfacing to an external optimization environment. This is, among others, also true for the programming language Modelica. Because of high computation time, such coupled approaches are often limited to small-scale optimization problems. Since simulation models tend to get more complex, simulation time and, in turn, associated optimization time rise significantly. To enable proper sampling of the search space, individual optimization runs need to be solved in acceptable times. This paper addresses the search for a proper optimization approach and tool to couple with Modelica/Dymola. The optimization is carried out on an exemplary power plant model from the ClaRa-Library using an evolutionary algorithm (SPEA2-based) with Ansys optiSlang. To verify and evaluate the results, a comparison with the standard Dymola optimization library is performed. Both parallelization and indirect optimization with surrogate models achieved a significant runtime reduction by a factor of up to 5.4. The use of meta models is particularly advantageous for repetitive optimization runs of the same optimization problem but may lead to deviations due to the calculated approximations.
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1. Introduction


Process modeling and simulation is becoming increasingly important to achieve improvements in today’s complex energy systems and technologies [1]. The model formulation can be carried out via several programming languages. A frequently used language is the object- and equation-oriented programming language Modelica, which is particularly suitable for the representation of dynamic processes [2,3]. To improve the handling of the modeling process, simulation environments such as Dymola are usually used [4]. Based on these models, extensive investigations such as design or control optimizations can be performed. A widely used method is the parameter variation, which is quite simple to perform but becomes more time-consuming as the complexity of the model increases. In these cases, mathematic optimization is used instead. Therefore, an optimization problem has to be defined and solved with the help of algorithms. The programming language Modelica, which is designed for simulation tasks, does not allow for the formulation of such optimization problems. Thus, a coupling with external optimization languages or optimization environments is necessary [2]. In the field of energy systems, a wide variety of such environments have already been used for coupling with Dymola (see Section 3). This paper presents the first-time coupling of Dymola 2021x and Ansys optiSLang 2022 R1 [5] in order to solve static optimization problems. For this purpose, the implemented workflow and its main features as well as the used algorithm are presented in Section 4 and Section 5. The verification of the results is finally achieved by a comparison with the standard Dymola optimization library (DLR Optimization Library [6]). This library offers a wide range of different optimization techniques that are easy to apply. However, a huge disadvantage is the required runtime for optimization, which will be further discussed in Section 6. For a better understanding of the results, relevant basics of mathematical optimization are presented first.




2. Mathematical Optimization


The first step when dealing with optimization is the definition of the problem itself. Therefore, the objective function   f ( x )  , the optimization variable   x   and possible restrictions must be defined [7,8]. For this study, we split optimization into the static and transient type, depending on the contents of the optimization variable. A typical application for static optimization is design optimization, where an optimal design of a component is determined disregarding transient features [9,10]. Transient optimization is, for instance, used to calculate optimal process control strategies [11].



When choosing the appropriate algorithm, the specific properties of the algorithm as well as the specifications of the optimization problem must be considered [9,12]. In application-related problems, multi-objective optimization tasks are the most common. In contrast to the single-objective optimization, several objective functions are optimized simultaneously. Usually, these functions are in conflict with each other. As a result, there is no solution where both objective functions reach their individual optimum [9,13,14,15]. This context can be described by the so-called Pareto front (see Figure 1). Illustrated are the two fictitious objective functions     f   1   ( x )   and     f   2   ( x )  , which are to be minimized by a variation of   x  . By using the single optima (    x   1     and     x   2    ), three characteristic ranges can be identified. Whereas an increase of   x   in the range   x <   x   1     leads to an improvement of both functions, an increase for   x >   x   2     causes a deterioration of both functions. The relevant range is thus located between the two individual optima (    x   1   < x <   x   2    ). Within this range, an improvement of one objective function can only be realized by a deterioration of the other criterion. This means that there is no longer a single optimum, as in the case of the single-objective optimization. Instead, there is a set of different optima, also called the Pareto-optimal set or Pareto solutions. By comparing the two objective functions, this set can be represented as a subset of the boundary curve (Pareto front on the right). By selecting a weighting, a problem-specific overall solution can then be determined [9,13,14,15].




3. Optimization with Dymola


In the area of energy systems, various couplings between Dymola and different optimization environments have already been implemented. The choice of the appropriate environment is problem-specific and depends primarily on the type of optimization problem. Table 1 shows an overview of published investigations and lists the used optimization tool. The DLR Optimization Library is fully integrated in Dymola and can be used to define multicriteria and trajectory optimization problems. In the three listed examples [16,17,18], different types of models and optimization problems were investigated. Dymola is currently one of over 170 tools that support the FMI standard. It allows for the export and exchange of simulation models into other simulation or optimization environments. Studies [19,20,21] are using this standard for an optimization in Matlab and Simulink with the focus on optimal control. In the study in [22], Matlab is used as an optimization platform. Instead of FMI, an optimization workflow is presented. The workflow uses a Dymola script to run the simulation with different input parameters. The results are imported into Matlab from result files (dsres.mat) using pre-implemented functions. The study in [23] uses the optimization environments of OMOptim and Dymola as a simulation tool. To access the model structure and adapt the input variables, OpenModelica is used. In the shown example, a design optimization of a heat pump is presented. The optimization program GenOpt is a text-based system that uses the input and output files of a simulation software to perform the optimization. The studies in [24,25,26] present an optimal control problem, and [27] solves a design optimization with GenOpt. Pfeiffer [28] utilizes the FISEMO environment to perform a numerical sensitivity analysis of Modelica models. Dymola is used for the modeling process and the export of the model into C-Code. Integration into the FISEMO environment is achieved using the DASPK3.1 package.



Most of the listed publications deal with transient optimization and focus on optimal control problems. The static optimization is less frequent and only addressed in two publications with small-scale problems. In order to test the optimization framework optiSLang and contribute to the landscape of investigations of static optimization-simulation coupling, a proof of concept with a model of a coal-fired power plant is set up and carried out in this paper. One of the main advantages of optiSLang is the support for high-order parameter spaces, and thus extensive sensitivity analysis as well as comparatively complex design optimization calculations. In the field of mechanical construction, for instance, optimization problems with up to 30,000 independent variables were solved [29]. Since there is currently no direct connection to Dymola, a workflow will be presented in the first step (Section 4). Solving dynamic optimization problems with optiSLang is possible as well but will not be further discussed within this paper.




4. Coupling of Dymola and Ansys optiSLang


Since there is not yet a direct coupling option for Dymola and optiSLang, an appropriate workflow had to be developed. The implemented workflow presented in this paper enables an automatic data exchange between Dymola and optiSLang (see Figure 2). optiSLang works according to the principle of variance calculation, which is why several model simulations and modifications of the model have to be performed [5]. Therefore, a text-based solver chain is implemented within the optiSLang environment.



Dymola is used for the modeling process of the respective system in the programming language Modelica. The model can then be translated into C-Code and saved as an executable file with an associated input file. The input file contains essential initial values, model parameters and simulation settings that are needed for the simulation run of the model. After a successful simulation, the results are saved into output files. By modifying the input file, different model parametrizations, and therefore results, can be generated.



optiSlang uses these three files to perform the optimization. As a first step, the optimization problem must be defined in the optiSLang environment. In contrast to the original mathematical optimization, it is not necessary to develop a complex mathematical objective function. Instead, the optimization is performed using a black box model of the Dymola model (executable file). The input variables are set as optimization variables, and the output variables are set as target criteria. The optimization variables (tuners) must be extracted from the input file. For each evaluation of the algorithm, one modified input file is created. Each of these files has different tuning values, which are varied in a defined range in order to achieve the optimum. The validation of the optimum is achieved using target criteria, which are integrated in the model and calculated through a simulation (via batch script). The results of each simulation are saved into individual output files. optiSLang extracts these values and evaluates them according to the chosen algorithm.



Although the black box model simplifies the definition of the optimization problem, it also means that there is no knowledge of the mathematical structure of the problem. However, this knowledge is usually necessary for the choice of a suitable algorithm. To counteract this problem, optiSLang offers the user a traffic light system that recommends an algorithm based on the determined internal optimization problem (number of inputs, single- or multi-objective problem, etc.). It must be taken into account that this recommendation depends on the mathematical solvability of the problem and does not guarantee the best possible result. Thus, it is still necessary to know about the functionality of the individual algorithms to select a suitable one for a given optimization problem.




5. Case Study: Coal-Fired Power Plant


In order to validate the implemented workflow, an optimization run is performed using an example model of the open-source library ClaRa [30]. The chosen model represents a coal-fired power plant with eight turbine stages including feed water preheating. Figure 3 shows a simplified schematic of the plant. After passing the boiler, the generated steam flows through the individual turbine stages until it is expanded to the condenser pressure. The collected condensate is then preheated by the four low-pressure preheaters (LP-PH) before it enters the steam-heated feed water tank. The feed water is preheated by the high-pressure preheater (HP-PH) before it enters the boiler. The power plant is designed to provide 580 MWel. In the simulation scenario, two load reductions to 70 percent load are performed. One simulation run of 10,000 s requires around 118 s simulation time.



The optimization is carried out using the HP preheater as an example component due to its huge impact on the preheating section. The HP-PH model is a shell-and-tube heat exchanger for which selected tube parameters are to be optimized. Adjusting the geometry data influences the heat transfer surface and the pressure losses in the heat exchanger. This results in deviating mass flow rates and temperatures in the entire power plant. This particularly affects the heating requirements of the feed water tank and HP-PH, as well as the mass flow rates of the high-pressure, medium-pressure and low-pressure turbine stages. The individual effects can vary depending on the selected geometry and therefore lead to different overall effects, which are not described in detail in this paper. Further information about the model can be obtained from the open-source library ClaRa [30].



The aim of the optimization is the improvement of the overall power plant efficiency with respect to the investment costs of the heat exchanger. Therefore, inner tube diameter     d   i    , outer tube diameter     d   o     and tube length   l   are to be optimized (Equation (1)). The resulting multi-objective optimization problem is shown below. In many cases, optimization tools simplify a multi-objective problem to a single-objective problem by combining the multiple functions into a single sum function with individual weights or by focusing on one function and introducing the remaining as constraints [31]. However, optiSLang instead uses an interactive method (see Section 2), which allows for dealing with several functions simultaneously. The resulting Pareto front can be used to identify the area of interest, where focused optimization runs can be performed.



A simple degression function is implemented for estimating the investment costs (see Equation (2)) [32,33]. Therefore, the heat transfer surface is set in relation to a theoretical reference heat exchanger (    A   r e f       = 1500 m2 and     K   i , r e f     = 800,000 €) and is simplified by Equation (3). The degression exponent n was set to 0.6 [32,33]. The price index effect from   P I   and     P I   r e f     is neglected in this example. The efficiency is automatically calculated within in the model and is equal to the outlet power and inlet power ratio (see Equation (4)). The negative equation sign is used to transform the maximization problem into a minimization problem. Table 2 shows the individual limits of the tuner variables. The initial values of the overall system efficiency     η   r e f     and the investment costs     K   i , r e f     are 51.58% and EUR 802,545.


  x =   (   d   o   ,   d   i   , l )   T    
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    min  ⁡    f   2   = −     P   o u t   /   P   i n    



(4)







Optimization Algorithm


As a solving algorithm, a modified implementation of the Strength Pareto Evolutionary Algorithm 2 (SPEA2 [34]) is used. Figure 4 shows the general flowchart of the algorithm and indicates the interaction with the implemented workflow from Section 4.



After initialization of the simulation model, a start population of the size m is generated (Step 1). Therefore, m modified input files are created, and m respective simulation runs are performed. A dominance-based ranking system is used to assign a corresponding fitness value to each solution, which are extracted from the m output files (Step 2). The iteration loop starts after the assignment process is done by using adaption (e.g., crossover or swarm movement) and mutation methods. The additional designs must be evaluated and ranked once more (Step 5). Therefore, new model simulations are required. Beneficial solutions are used to update the archive (containment for good solutions) and checked for convergence (Step 7). If the convergence criteria are reached, the optimization terminates, and the end population is stated. In the negative case, steps 2 to 7 are repeated until convergence or a termination criterion are reached. Since each evaluation requires one simulation of the model, optimization runtime is highly affected by simulation runtime and the number of total simulations. For a time-efficient optimization, both should be reduced as far as possible.



The described steps can be modified further by changing the algorithm parameter (e.g., mutation rate or crossover method). This allows the user to adapt the algorithm to the specific problem. The optimization runs presented in this paper use the optiSLang standard settings. All calculations are carried out under Windows 10 on an Intel Core i5-6500 (3.2 GHz processor) with 8 GB RAM.





6. Results


6.1. Direct and Indirect Optimization


The optimization can be achieved as a direct or indirect optimization (Figure 5). In the case of the direct optimization, an individual model simulation is carried out for each evaluation of the algorithm. The indirect optimization, on the other hand, uses a surrogate model (meta model) of the simulation model. The meta model is determined based on n model simulations (100 by default) via a sensitivity analysis (SA). The SA provides several response surfaces that mathematically describe the correlation between the target criteria and the chosen optimization variables. Both variants have individual advantages and disadvantages that are described in more detail below.



Figure 6 shows an example response surface of the overall system efficiency and its correlation to the tube length and the inner tube diameter of the HP-PH. For the approximation, a combination of several approximation techniques such as Kriging or neuronal networks are used. In this case, the color scale indicates the local forecast quality of the approximation. Therefore, the so-called Coefficient of Prognosis (COP) is used. This value is a validation criterion developed by optiSLang to describe the quality of the approximation. It is calculated using a cross-validation procedure [5]. In this case, the COP is on a very high level across the entire surface. In systems with more complex and discontinuous process behavior, lower COP values are generally reached. In such cases, it is possible to use other Design of Experiment (DoE) methods and/or to increase the number of samples (n). Another feature of the SA is the filtering of non-relevant parameters to simplify the optimization problem.




6.2. Runtime Comparison of Direct and Indirect Optimization


A comparison of the direct and indirect optimization methods indicates a time advantage in favor of the indirect method. Both calculations are carried out with the same number of model simulations and algorithm evaluations. For the comparison, the overall runtime (    t   d i r     and     t   i n d i r    ) is further separated into different categories (see Equations (5) and (6)). Hereby, a more detailed understanding of the optimization processes is achieved. The different categories are defined as the simulation time, the approximation time and the optimization time. The simulation time     t   s i m     equals the total time for model simulation and can be calculated from the runtime for one simulation     t   m o d e l     and the total number of model simulations     n   s     (see Equation (7)). The approximation time     t   a p p r o x     of the indirect variant corresponds to the time period for generating the surrogate model and is affected by the number of the simulation and the complexity of the correlations. The remaining time is assigned to the optimization time. Both the approximation time and the total runtime can be taken from the optiSLang log file.


    t   d i r   =   t   s i m   +   t   o p t , d i r    



(5)






    t   i n d i r   =   t   s i m   +   t   o p t , i n d i r   +   t   a p p r o x    



(6)






    t   s i m   =   t   m o d e l   ⋅   n   s    



(7)







The resulting runtimes of the direct and indirect method are shown in Figure 7. The displayed percentage values describe the share of the respective category in the total runtime of the method. Due to the fixed number of model simulations, the direct and indirect optimization require the same simulation time. Although the indirect variant requires additional time due to the creation of the meta model, the optimization can be achieved significantly faster, because no further time-consuming simulation runs are needed. Compared to the direct method, the optimization time can be reduced by 97% and the total runtime by 12%. With an increasing number of evaluations, this time advantage increases even more. In addition, simulation and approximation are omitted in a new optimization run of the same problem, since the determined approximation is reusable.



When using approximations, it must be taken into account that the results are affected by an error seen in Figure 8, which compares the Pareto front of the two methods. Whereas the indirect Pareto front generates a very smooth graph, the direct method shows a much more complex behavior. The use of the approximation simplifies the system response, which in this example leads to areas where the investment costs are underestimated or overestimated. Because of these discrepancies, the indirect method should be used primarily as a first optimization step in order to reduce the overall computing time and to locate/constrain the relevant solution space [5].



With increasing model runtime, shortening methods become more important. If no pre-optimization is desired, parallelization methods can be used alternatively. Since the simulations of each evaluation loop are executed parallelly instead of sequentially, runtime reductions can be achieved without affecting the result. In the present work, the runtime of the direct method could be reduced by up to 75% using parallelization. A further reduction can be realized by using a computing cluster that grants access to more cores.




6.3. Comparison of the DLR Optimization Library and optiSLang


In the following section, a comparison of the optiSLang workflow and the DLR Optimization Library is presented. Since the DLR Optimization Library uses weighting to transform multi-objective problems into single-objective problems, no comparison to the previous results could be made. Instead, a single-objective optimization using the overall efficiency as the optimization goal is carried out. An evolutionary algorithm with standard specifications is used for the calculation, and parallelization methods are considered.



All setups manage to improve the overall system efficiency (see Table 3). The optimized efficiency     η   o p t     as well as the difference from the initial value   ∆ η   are shown in the second column of the table and only differ slightly. For further comparisons of the setups, the direct DLR setup is defined as a reference. With regard to the optimized efficiency, only minimal changes occur. On the other hand, large differences in the runtime were found. The direct optimization of the DLR Optimization Library is the most time-consuming setup. However, by using parallelization, the runtime can be more than halved. The direct optiSLang setup reduces the runtime by almost 40%. By using additional parallelization, the runtime can be further reduced by a factor of 5.4 without influencing the results. The indirect optiSLang setup is faster than the direct DLR and direct optiSLang setup but slightly influences the optimized results negatively. A benefit of this setup is the generated surrogate model, which can be reused for further optimization runs.





7. Conclusions


Since the programming language Modelica does not allow for the definition of optimization problems, it is necessary to link up with external optimization environments or optimization languages. The simulation environment Dymola offers the integrated DLR Optimization Library, which contains ready-made methods for static and transient optimization. These optimization methods are easy to use but only customizable to a limited extent. Therefore, it is barely possible to adapt the algorithm individually for different optimization tasks. Since the optimization is achieved directly, large simulation models cause long optimization times. For a runtime reduction, parallelization can be used. To ensure a better optimization performance with higher flexibility, tools such as Ansys optiSLang can be used. An implementation of an appropriate workflow for coupling Modelica/Dymola and optiSLang is presented in this paper. It has been shown that the optimization via optiSLang can be more time-efficient compared to the Dymola standard DLR Optimization Library. When using parallelization and indirect optimization with surrogate models, the runtime of the examined test case has been reduced by a factor of 5.4. This improvement is necessary to deal with large-scale optimization problems in a suitable time. By using the sensitivity analysis, it is possible to obtain additional information about the system behavior. The determined surrogate model (meta model) can also be used for an indirect optimization, which is especially advantageous for a repeated optimization of the same model. Due to the deviations from the model behavior, indirect methods should only be used for pre-optimizations.



The comparison with the DLR Optimization Library shows that the developed workflow makes it possible to solve static optimization problems very efficiently. Further investigations should focus on optimization problems with a higher complexity to identify the limits of the presented workflow. In addition, the first investigations showed that dynamic optimization problems may be realized by adjusting the workflow. For this, the input signals/vectors need to be discretized into a finite number of static points, which can be used later like the tuners of the static optimization.
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Figure 1. Target function values of the fictitious functions     f   1   ( x )   and     f   2   ( x )   (left) and Pareto front of the fictitious functions (right) according to [9]. 
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Figure 2. Basic principle of the workflow for coupling Dymola and optiSLang. 
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Figure 3. Simplified schematic of the coal-fired power plant model SteamPowerPlant_01 from the open-source library ClaRa. 
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Figure 4. General flowchart of the evolutionary algorithm (according to [5,14]) and the interaction with the implemented workflow. 






Figure 4. General flowchart of the evolutionary algorithm (according to [5,14]) and the interaction with the implemented workflow.



[image: Energies 17 00241 g004]







[image: Energies 17 00241 g005] 





Figure 5. Direct and indirect optimization using the executable file and surrogate models. 
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Figure 6. Change in overall system efficiency depending on the tube length and the inner tube diameter of the HP preheater. Indication of the local COP by means of color scale. 
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Figure 7. Overall runtime of the direct and indirect optimization and the respective proportions of the simulation, approximation and optimization time. 






Figure 7. Overall runtime of the direct and indirect optimization and the respective proportions of the simulation, approximation and optimization time.



[image: Energies 17 00241 g007]







[image: Energies 17 00241 g008] 





Figure 8. Comparison of the direct and indirect Pareto front of the overall system efficiency and the investment costs of the HP preheater. 
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Table 1. Couplings of Dymola and optimization environments in the field of energy systems.
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	Model
	Method
	Optimization-Tool
	Ref.





	Chilled water plant
	Real-time optimization
	DLR Optimization Library
	[16]



	CO2 heat pump and thermal storage
	Optimal control
	DLR Optimization Library
	[17]



	Osmosis hybrid system
	Design optimization
	DLR Optimization Library
	[18]



	Hybrid energy systems (HES)
	Optimal control
	Matlab
	[19]



	Decentralized energy supply
	Optimal control
	Simulink
	[20]



	Thermal management system
	Optimal control
	MUSCOD-II
	[21]



	Chiller plant
	Optimal control
	Matlab
	[22]



	Heat pump
	Design optimization
	OMOptim
	[23]



	Combined heat and power plant (CHP)
	Optimal control
	GenOpt
	[24]



	Central cooling plant
	Optimal control
	GenOpt
	[26]



	Chiller plant
	Optimal control
	GenOpt
	[25]



	Chilled water system
	System configuration
	GenOpt
	[27]



	Discontinuously models
	Sensitivity analysis
	Fisemo
	[28]










 





Table 2. Specifications of the optimization variables     d   i    ,     d   o     and   l  .
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	Tuner
	Lower Boundary (m)
	Initial Value (m)
	Upper Boundary (m)





	di
	0.015
	0.020
	0.024



	do
	0.025
	0.028
	0.031



	l
	9
	10
	11










 





Table 3. Overall runtime and maximum efficiency of the investigated setups for the single-objective optimization of the HP preheater.
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	Method
	     η   o p t          ( ∆ η   ) [%]
	     η   D L R , d i r e c t   −   η   o p t      [%]
	   t    [h]
	     t     t   D L R , d i r e c t        [-]





	DLR Optimization Library direct
	51.688 (+0.105)
	0
	11.4
	1



	DLR Optimization Library direct and parallel
	51.688 (+0.105)
	0
	5.3
	0.46



	optiSLang direct
	51.689 (+0.106)
	0.001
	8.2
	0.72



	optiSLang direct and parallel
	51.689 (+0.106)
	0.001
	2.1
	0.18



	optiSLang indirect
	51.686 (+0.103)
	−0.002
	7.2
	0.63
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