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Abstract: The establishment of the typical weather conditions of a given locality is of fundamental
importance to determine the optimal configurations for solar thermal power plants and to calculate
feasibility indicators in the power plant design phase. Therefore, this work proposes a summarization
method to statistically represent historical weather data using typical meteorological days (TMDs)
based on the cumulative distribution function (CDF) and hourly normalized root mean square
difference (nRMSD). The proposed approach is compared with regular Sandia selection in forecasting
the electricity produced by a solar thermal power plant in ten different Brazilian cities. Considering
the determination of the annual generation of electricity, the results obtained show that when
considering an overall average of weather characteristics, commonly used for analyzing solar thermal
power plant designs, the normalized mean average error (nMAE) is 20.8 ± 4.8% relative to the use of
historical data of 20 years established at hourly intervals. On the other hand, a typical meteorological
year (TMY) is the most accurate approach (nMAE = 1.0± 1.1%), but the costliest in computational time
(CT = 381.6± 56.3 s). Some TMD cases, in turn, present a reasonable trade-off between computational
time and accuracy. The case using 4 TMD, for example, increased the error by about 11 percentual
points while the computational time was reduced by about 81 times, which is quite significant for the
simulation and optimization of complex heliothermic systems.

Keywords: historical whether data representation; Finkelstein–Schafer statistic; typical meteorological
day; effective direct normal irradiance; concentrating solar thermal power

1. Introduction

The best use of energy sources, especially renewable ones, is the most concrete way to
lead electricity production to the net zero carbon emissions goal [1,2]. Solar photovoltaic
and wind are running in this direction, but at a rate lower than expected in the IEA net
zero scenario [3]. Solar thermal (heliothermic) electricity generation is at an even slower
pace, and although there are facilities already operating worldwide, an increase in the
production of their components is necessary for these systems to reach maturity, reliability,
and economic viability.

Weather forecast plays an important role in the indication of the optimal configuration
of thermal systems, especially on the heliothermic case. The efficiency of solar collectors is
dependent on the direct normal irradiance (DNI), local dry bulb temperature, and wind
velocity, which determines the convection losses. The power block efficiency is a function
of the local dry or wet bulb temperature, according to the selected condensation system.
The energy loss from storage tanks depends on the dry bulb temperature and wind velocity.
Nevertheless, the heat loss from the collectors absorber is a percentage of heat absorbed
at the given moment, which in turn is a function of momentary DNI, solar incidence
angle, and wind velocity. Thus, for the correct prediction of the electricity generated by
these systems, it is necessary to have a representative distribution of each meteorological
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characteristic and a proper match between them at every moment. This is particularly
critical for optimization codes in which it is necessary to assess the power produced by the
configuration under selection in each loop of the optimization process.

It is common to represent weather conditions as a typical meteorological year (TMY)
statistically representative of all the variables that influence the energy production of the
studied power plant [4], building energy simulation [5], and even climate change studies [6].
The selection of TMY depends on the approach used. Hall et al. [7] used the Finkelstein–
Schafer statistic and a persistence criterion (Sandia method). Andersen et al. [8] relied on
Fourier analysis and qualification based on standard deviation (Danish method). Crow [9]
proposed the use of Sandia or Danish selection with post-processing replacing hourly or
daily weather values to lead the monthly mean value closer to the respective long-term
value (Crow method). Gazela and Mathioulakis [10] applied a system-oriented model
based on minimization of the error in the monthly prediction, which is compared with
the mean solar gain of the long-term data set. The Finkelstein–Schafer statistic is used to
compare a candidate and the historic data set in most applications. This approach was
applied for different locations, such as Greece [11], China [12], Togo [13], Argentina [14],
and Brazil [15], and it usually chooses representatives that are close to historical data [16].

Some works addressing the issue of weather representation to be used in forecasting
electricity generation can be found in the literature. Most methods employed are based
on statistical, physical, machine learning, and hybrid approaches [17,18]. Law et al. [19]
compared the effect of the accuracy of three forecast methods on the financial value of a
concentrated solar thermal (CST) plant. Results of persistence; autoregressive integrated
moving average (ARIMA); and air pollution model (TAPM) were compared with the
measured values from Mildura, Australia, for the period of 1 June to 30 November 2005.
Based on mean bias error (MBE), mean absolute error (MAE), and root mean square error
(RMSE), the authors concluded that, although the persistence model was more consistent,
i.e., MAE close to zero, its errors are larger than those of ARIMA and TAPM. Luo and
Zhang [20] proposed an adaptative deep learn long short-term memory (AD-LSTM) model
to forecast photovoltaic systems power generation. This model uses historical data to
predict future weather conditions, but it dynamically learns with recent reading data.
The AD-LSTM improves forecast skills by up to 73.11% for day-ahead power generation
forecasts showing superior performance when compared to other proposed models, such as
offline LSTM (OL-LSTM). Rana et al. [21] presented different convolutional neural network
(CNN) models for forecasting the power generated by solar thermal power systems over
multiple time horizons simultaneously. These models were compared with historical data
from evacuated collectors and linear Fresnel collectors. Experimental results reveal a mean
percentage error (MAPE) between 2.99% and 4.18% for a 30 min time step dataset and
24 h-ahead prediction, respectively.

Steady-state and dynamic modeling of solar systems are computationally expensive,
and the greater the time discretization degree, the longer the analysis duration. This
increase in processing time is more relevant when optimizations are applied since the
meteorological data must be considered at every loop of the optimization process. So, it
is common to use fixed irradiance during optimizations [22] which can lead to under or
over-dimensioned systems since the components efficiency is sensitive to fluctuations of
environmental conditions.

Vasallo and Bravo [23] evaluated a 50 MW power plant based on concentrated solar
power (CSP) using parabolic trough collectors and thermal storage aiming to optimize
power scheduling. The weather conditions considered were based on a single day (21 March
2013, Granada, Spain), and their dynamic model used linear interpolation to determine
weather conditions. Monjurul Ehsan et al. [24] performed the optimization of a central
tower solar thermal power plant with energy storage and a dry-cooled supercritical CO2
power block. The optimization was performed at a fixed design condition of DNI and
two design points for air temperature. The authors concluded that the correct selection
of design conditions is crucial, recommending the use of a design condition between
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the mean value and the highest frequency value for meteorologic inputs. This approach
may result in considerable discrepancies in relation to the annual operation of the plant.
Brodrick et al. [25] performed the optimization of a coal-gas-solar hybrid system with
carbon capture. The solar data were obtained from the National Solar Radiation Database
(NSRDB) [26] with a time step of 2 h for the year 2010. Their algorithm was capable
of consistently maximizing the net present value (NPV) using up to eight statistically
representative days. Orsini et al. [27] optimized a parabolic trough plant with energy
storage using particle swarm optimization—mesh adaptive direct search (PSO-MADS).
Similar to Brodrick et al. [25], these authors represented local weather conditions of the
year 2017 with four representative days, each representing a season.

Despite the vast availability of works related to the prediction of solar irradiation
based on typical meteorological years, few papers approach periods shorter than one year.
The novelty of this work lies on the development, comparison, and discussion of different
approaches for the summarization of historic meteorological data set in typical meteorologi-
cal day(s) (TMD) using a modified Sandia method. This approach is used to enable complex
optimizations that otherwise would be inviable due to required computational time. Ten
different Brazilian locations were used as a case study and the results were compared with
data from the historical period.

2. Methodology

This section describes the Sandia method used to obtain a typical meteorological year
(TMY) and the proposed adaptations for condensation of historic meteorological data set in
shorter periods of time.

2.1. Sandia Selection and Proposed Adoptations

The Sandia selection is a statistical method developed to select a TMY, which is used
to replace long-term meteorological data, such as 30 years, so that technical and economical
evaluations can be performed with reduced computational burden. This typical year is
a composition of representative months selected from the long-term meteorological data
set. The Sandia method was originally developed by the National Renewable Energy
Laboratory (NREL) [28] and revised by Marion and Urban [29] until reaching its last
version proposed by Wilcox and Marion [30].

The selection criteria used for the construction of a TMY in this work is an adaptation
of the original method, and it is based on the following steps:

1. The cumulative distribution function (CDF) of the meteorological characteristic under
evaluation, e.g., temperature, of each candidate (month) is compared to the CDF of the
respective months of the long-term meteorological data set. The Finkelstein–Schafer
(FS) statistic [31] definition, Equation (1), is used to perform the CDF comparison.

FSj =
1
n ∑ δ(xi) (1)

In Equation (1), δ(xi) represents the absolute difference between the CDF of the
candidate and the respective months from a long-term meteorological data set, while n
is the number of readings of the jth meteorological characteristic and xi is the reading
value [30].

The final FS statistic is computed as a weighted average considering each FSj statistic,
as shown in Equation (2).

FS =∑ wj×FSj (2)

In Equation (2), wj is the weight of each jth meteorological characteristic.

2. The candidates are ranked according to its FS-statistic, the lower the better, and the
top five candidates are selected to the next step;

3. The top five candidates are evaluated in terms of frequency and length of “runs”, i.e.,
values for the meteorological characteristic under evaluation over (67th percentile) or
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below (33rd percentile) the expected range of values. This persistence test excludes the
candidate (month) with the longest run (more consecutive days with meteorological
characteristic out of expected values), the candidate with the most runs, and a possible
candidate with zero runs;

4. For the remaining candidates, the hourly meteorological characteristic is compared
to the hourly average value of the equivalent month from the long-term data set (dk)
using the weighted normalized root mean square difference (nRMSD), Equation (3).
This slight adaptation of the Sandia method is used to improve the hourly matching
of different meteorological characteristics. Pissimanis et al. [32] proposed this step
as a replacement for the persistence test (Step 3); here, it is used to increase selection
rigor. The normalization is applied by dividing each RMSD for the jth meteorological
characteristic by the long-term average, Equation (4);

nRMSD =∑ wj × nRMSDj (3)

nRMSDj =
1
h ∑ dk

xj
(4)

5. The twelve selected months are concatenated to compose the TMY.

This work considers the effective direct normal irradiance (eDNI), wind velocity, and
ambient temperature (dry bulb) to select the representative months using the weights
indicated in Table 1, since these are the most significant variables affecting collectors
efficiency. The eDNI, Equation (5), condenses DNI and incidence angle in a single variable.

eDNI = cos θ×DNI (5)

Table 1. Weather characteristics used in FS-statistic and nRMSD determination and the respec-
tive weights.

Characteristic Weights

Mean dry bulb temperature 2/10
Mean wind velocity 2/10

Effective direct normal irradiance 6/10

2.2. Adaptations to Obtain a Typical Meteorological Day

A typical meteorological day (TMD) can be obtained following the same steps indi-
cated in Section 2.1. Two minor adaptations are necessary: (i) the frequency and length of
runs are evaluated in terms of consecutive hours instead of days as in the original method;
(ii) the hourly meteorological characteristic of each candidate (day) is compared to the
hourly mean long-term meteorological characteristic in Step 4.

Some options for using TMD are: (i) one day to represent the entire period; (ii) 4 days
to represent the entire period, one for each season; (iii) 12 days to represent the entire period
one for each month of the period; and (iv) 73 days to represent the entire period, one for
each 5-day week of the historical period.

2.3. Performance Metrics

The comparison between approaches, TMY and TMD options, is based on the absolute
error (nAE) of the forecast for the electricity produced in 20 years using a solar thermal
power plant. The electricity production forecast is compared to the forecast obtained
using the entire historic data set from 2001 to 2020 (E2001–2020) for each selected location,
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Equation (6). The normalized mean absolute error (nMAE) is then calculated based on the
nAE for the N locations, Equation (7).

nAE =
|EMP−E2001−2020|

E2001−2020
×100% (6)

nMAE =
∑ nAE

N
(7)

In Equation (6) EMP is the 20-year electricity production forecast for each approach.

3. Case Studies

Ten Brazilian cities were selected in order to test the TMD options, see Figure 1 and
Table 2. These locations were chosen to cover different latitudes of the Brazilian territory.
The weather data were obtained from the National Solar Radiation Database (NSRDB) [26].
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Figure 1. Annual average DNI map indicating the selected locations. The details of the locations can
be seen in Table 2 according to its id. number (from 1 to 10).

Table 2. Localization and overall average of weather characteristics of the studied cities.

Id. City State Lat/Lon
Overall

Average DNI
[W/m2] *

Overall Average
Temperature

[◦C] *

Overall
Average Wind
Speed [m/s2] *

1 Quixeré CE −5.03/−37.78 553.43 27.13 4.46
2 Tauá CE −6.03/−40.26 530.51 26.01 3.28
3 Ribeira do Piauí PI −8.19/−42.54 545.54 28.24 2.72
4 São Gonçalo do Gurguéia PI −10.11/−45.26 564.14 25.11 2.26
5 Oliveira dos Brejinhos BA −12.31/−42.62 606.88 25.27 1.81
6 Bom Jesus da Lapa BA −13.31/−43.34 592.02 26.48 2.68
7 Jaíba MG −15.39/−43.78 593.11 25.35 2.20
8 Pirapora MG −17.43/−44.9 571.80 23.85 2.11
9 Guimarânia MG −18.83/−46.66 526.29 21.26 2.07

10 Pereira Barreto SP −20.63/−51.30 528.73 24.39 2.36

* Average weather conditions related to the period between 2001 and 2020.
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The effect of the proposed approaches in solar thermal power plants is evaluated using
the electricity production forecast for the next 20 years. The plant used for this evaluation
is composed of two storage tanks (ST), i.e., a direct storage system, an organic Rankine
cycle power block (PB), and a solar field (SF) of parabolic trough collectors. Table 3 shows
the characteristics of the plant main components. These parameters are fixed and were
obtained by optimization aiming maximization of the internal rate of return for an annual
generation of 17 MWh using 1 TMD at Bom Jesus da Lapa–BA (id. 6).

Table 3. Details of study case solar thermal power plant components.

System Component Details

Solar field Parabolic through collectors

Concentrator: SkyFuel SkyTrough;
Absorber: Solel UVAC3;
Aperture area: 234,067 m2;
Hot temperature: 331.80 ◦C;
Cold temperature: 119.11 ◦C;
Heat transfer fluid (HFT): Dowtherm A;
Obs.: without fossil backup.

Power block Organic Rankine cycle

Design point:
HTF inlet temperature: 331.80 ◦C;
HTF outlet temperature: 119.11 ◦C;
Required mass flow: 74.74 m3/s.

Net power: 2749.38 We;
Efficiency: 8.18%.

Storage Direct storage system–two tanks

Storage capacity: 7.55 h;
Hot tank temperature: 331.80 ◦C;
Cold tank temperature: 119.11 ◦C;
Thermal fluid: Dowtherm A;
Obs.: electrical heater to compensate losses (ηe= 99% ).

4. Results and Discussion

Figure 2 indicates the effect of Step 4 into the 1 TMD selection procedure for Bom Jesus
da Lapa–BA (id. 6). Huge hourly deviations in relation the long-term average are reduced.
Although only eDNI is presented, other properties are also being used for the selection and
will be used to calculate the plant electricity generation forecast. Thus, a more representative
matching of properties for each hour is expected while the cumulative distribution is not
significantly affected since this criterion is applied to the top five candidates.

Figure 3 indicates the error for electricity production forecast. For the sake of compari-
son, two simple approaches were included: (i) the hourly average, i.e., one representative
day created using the average of each hour, and (ii) the overall average, i.e., a single av-
erage representing the whole period. Figure 3 reveals that the TMYs obtained from both
approaches (Sandia and proposed) produce results very close to those obtained using all
the hours of the historic data set (20 years). It is interesting to note that use of 4, 12, and
73 TMDs produces about the same error. No significant improvement was noted when Step
4 was included. It is possible to infer that the benefit from a better matching of properties is
too small in relation to the errors associated with the forecast. The hourly average produces
an error slightly higher than 1 TMD and higher than Sandia 1 TMD. It is expected that
the hourly average produces a larger error since the lower and higher values of weather
characteristics under evaluation are important for electricity production forecast, i.e., they
have a non-linear influence on collectors efficiency, heat loss, radiation absorption, etc.
When the values are “averaged” the non-linear influence of the extremes is lost. This effect
is more evident for the overall average, which produces an error of about 21%.
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Figure 4 further indicates that the use of real year from historic period produces almost
the same effect of TMY on electricity production. The years 2001, 2003, 2020, and 2018, TMY
and TMY Sandia have errors within the same order of magnitude and can be considered
good representatives for the entire period.
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data set.

Figure 5 shows the computational time for the analyzed approaches. The compu-
tational time is proportional to the number of days used in the analysis; thus, by using
1 TMD instead of TMY or an actual historic year, a reduction of approximately 365 times is
observed. By analyzing Figures 3 and 5, it is possible to indicate that the use of 4 TMD and
4 TMD Sandia may imply a reasonable trade-off between accuracy and processing time,
i.e., a reduction in accuracy of about 11 percentual points supported by a reduction in the
processing time of about 81 times compared with TMY and TMY Sandia. This reduction is
especially important in optimization routines in which the time saving between 4 TMDs
and TMY can reach 1047 h (43.6 days) for a genetic algorithm with 100 generations and
100 individuals per generation. Nevertheless, the 4 TMD and 4 TMD Sandia could be used
for plant optimization and the TMY can be used to forecast more accurately the electricity
generated by the configuration selected during the optimization process; this combined
approach is used in [33]. It is important to emphasize that there is an unavoidable error in
using historical data to forecast future weather conditions. Therefore, very high precision,
in respect to the past, may not improve the forecast and may add a large computational
burden. Thus, computation burden and precision in respect to the past must be properly
weighted and the best choice depends on the application aimed.
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5. Conclusions

This work presented a method to summarize historical weather data into a statistical
representative day, called a typical meteorological day (TMD). This day can represent any
specific period of a year, thus more than one day can be used to represent a typical year.
Ten Brazilian cities covering different latitudes in Brazilian sun belt were used to analyze
the errors involved in the electricity production forecast from a solar thermal power plant
using the proposed approaches.

An error of about 20.8 ± 4.8% was observed by using a single average value to
represent the 20 years. This error can be accredited to the sensibility of the system to the
variations suppressed in weather conditions. On the other hand, the TMY of the proposed
and Sandia approaches as well as the actual year of 2018 provide a low nMAE of 1.0± 1.1%,
1.1 ± 0.8% and 1.1 ± 0.6%, respectively. Reasonable trade-offs between computational
time and accuracy can be obtained using 4 TMD (nMAE = 12.8 ± 3.3%; CT = 4.7 ± 1.0 s)
and 4 TMD Sandia (nMAE = 11.8 ± 5.0%; CT = 4.7 ± 1.0 s). For these cases, the error
increases by about 11 percentual points, while the computational time is reduced by about
81 times compared with TMY. Due to the reduction in computational time, the proposed
method can be effectively used to enable optimization routines for selecting the optimal
configuration and operating parameters of systems whose performance depends on the
weather conditions forecast.
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