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Abstract: In electrical grids with a high renewable percentage, weather conditions have a greater
impact on power generation. This can lead to the overproduction of electricity during periods of
substantial wind power generation, resulting in shutoffs of wind turbines. To reduce such shutoffs
and to bridge periods of lower electricity production, three thermal energy storage systems (TESs)
have been developed for space heating and domestic hot water. These include a water-based thermal
system (WBTS), a thermally activated building system (TABS), and a high-temperature stone storage
system (HTSS). The paper explains the development of computer models used to simulate the
systems and their successful verification using field measurements. Target values to cover about 90%
of building heating demand with excess electricity were found to be achievable, with performance
ratios depending on storage size, particularly for WBTS and HTSS. The TABS’ storage capacity is
limited by building geometry and the available inner ceilings and walls.

Keywords: building simulation; excess renewable energy; thermal energy storage

1. Introduction

The share of electricity from renewable energy in the national power grids has in-
creased significantly in most countries in recent years and will continue to grow. Solar and
wind power supply are, unlike conventional power, less demand-controlled, because they
depend a lot on weather conditions [1]. In Germany, wind power meanwhile accounts for
the largest share of renewable electricity production [2]. Consequently, there is a high pro-
portion of volatile energy in the electricity mix. At times of strong winds, more electricity
may be produced than temporarily can be consumed or transported over long distances.
Thus, wind turbines must be switched off to avoid overloading the electrical grid [3] which
leads to costly redispatches. In Germany, the share of wind power is particularly high in
winter due to the frequent occurrence of strong wind events. An analysis of the weather
conditions has shown a 95% probability of strong wind events, which last on average 9 h
within a period no longer than 13 days in average German winters [4]. As a result, storage
options to utilize the energy with such a production pattern will further gain importance.

Research from [5] is related to the systems for energy storage methods and their appli-
cation in power production facilities and plants. Besides thermal energy storage (TES), there
is gravitational energy storage such as pumped hydroelectric storage (PHES), compressed
air energy storage (CAES), mechanical by flywheel rotation energy, electromagnetic storage
(SMES), and power to gas systems such as hydrogen generation (electrochemical accu-
mulation) which release heat via gas combustion or electricity via fuel cells. The authors
conclude that PHES, thermochemical energy storage (TCES), and thermo-capacity storage
including water heat tanks and phase transition are promising with their main advantage
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being their low capital costs for power production facilities and plants. For energy storage
in buildings, PHES is less relevant for single buildings and is geographically limited and
storing electricity in lithium-ion batteries is too expensive for multi-day storage [6].

In cold climates, buildings require thermal energy, which can be provided by power
to heat systems. Thermal energy storage allows for the partial decoupling of the energy
generation from actual energy consumption, making use of surplus electricity to sustain a
period of time without energy from fossil fuels. This leads to load reduction and obviously
to a reduction in CO2 emission [7].

The method of storing energy determines the heat quantity and its usage time. Passive
heat buffering in assemblies surrounding conditioned space depends on their thermal
storage capacity, which can be increased via latent heat storage and the usage of phase
change materials (PCMs). Different PCMs have been investigated using different experi-
mental methods [8]. Research results show positive effects for heating energy savings [9]
under fluctuating outdoor weather conditions. For a high heat exchange rate, another
viable, active system interacting with PCM is necessary [10]. Unlike PCMs, the sensible
heat storage capacity of conventional TES is more limited by minimum and maximum
temperature levels, at least if no heat pump is used. In the case of water storage, the
maximum temperature limitation is the boiling point temperature. Thus, more capacity
requires an increase in volume. Regarding different materials that are as sensible as TES, the
volumetric thermal storage capacity is reviewed according to its advantages and challenges
when applied to zero energy buildings in [11]. Using a heat pump can shift the operational
temperature of the storage material to the necessary comfort temperatures during the
unloading of the storge; however, additional power is required to create this shift. As
an electricity accumulator, the air source heat pump with added thermal energy storage
(ASHP-TES) can shift the operation to times with better weather conditions [12]. However,
using large amounts of electricity in a short time period is not an application case for heat
pumps. Besides short-term storage, seasonal sensible, latent, and chemical storage [13] for
residential buildings have also been investigated. A more detailed example of a borehole
thermal storage system (BTES) is given in [14].

In general, innovative energy technology is necessary and required [15], but evaluated
TES systems, such as in [16], mainly cover seasonal or diurnal periods but lack the analysis
of TES that sustains a period of multiple days in residential buildings. The research and
modeling of TES based on wind energy production patterns are little described in the
literature. In this paper, the use of excess energy in the electrical grid to cover the heat and
domestic hot water demand in buildings for weather patterns as explained above, i.e., for
multiple days, is investigated. Only energy conversion from electricity to thermal energy is
assumed; so, only TES is investigated. Residential thermal storage systems, investigated
in [17], might only need to be enlarged. The authors concluded that such systems are
used to shift peak loads and increase part of renewable energy, but differences in the
thermal envelope between new construction and renovated buildings will become more
important. There are well-known short-term storage heaters [18], placed in single rooms,
using electricity at night to heat ceramic bricks which release thermal energy during the
following day, formally used to exploit the excess electricity at night and balance the load
in the grid. These are also improved by insulation to release less uncontrolled passive heat
dissipation or used the other way around to be heated during the day via photovoltaics
and release the heat at night [19].

However, for a thermal storage system which uses only surplus renewable electricity,
while avoiding additional stress to the grid, various aspects need to be examined. The
basic sizing of the storage technology will need to be designed to charge energy within a
time frame of 9 h and to bridge a period of 13 days with the stored heat, i.e., something
in between short-term and seasonal TES. Another key requirement is to use well-known
and available market technologies, embeddable in new or retrofitted buildings. Regarding
ecological and economical points of view, three systems were identified to be promising [4],
including water-based thermal storage (WBST) with enough water volume to cover the
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heating demand of the building for several days. Another system use the available massive
building components through their thermal activation (TABS) by adding a little insulation
layer to control the heat flow to the rooms. The last system is a centralized high-temperature
stone storage (HTSS). These systems are described and discussed in [20,21] and the results
about their overall performance are discussed. To investigate the behavior of these systems,
prototypes were built and evaluated. To enable a more general evaluation of these systems,
with a broad variety of building types, usage, system specifics, and location, among oth-
ers, the simulation of the systems integrated in the building is necessary. The simulation
needs to be detailed enough to represent the system dynamics in direct interaction with
the building to calculate the heat demand covered by the excess electricity but also the
thermal comfort. In addition, the simulation needs to be fast enough for parametric stud-
ies and its application in the design process of such buildings. Monthly energy balance
calculations are not applicable to investigate the dynamic behavior and thermal comfort
in buildings [22]. Computational fluid dynamic (CFD) software could model the storage
system in a very detailed way and can be coupled to building simulation software. How-
ever, this comes with a high computational cost [23], and therefore it is less applicable to
extended simulation studies. An existing building simulation tool [24] is supplemented
via the dynamic simulation of the technology to fill the gap in between monthly balance
calculations and CFD.

2. Thermal Storage Concepts

All considered thermal storage comes with passive thermal losses. The insulation
levels of all three storage systems are sized to meet the heating load of a high-performance
building. Thus, the storage losses are not wasted but can fully contribute to space heating.
All considered storage can be applied to new and also to retrofitted buildings, as long as
their envelope and ventilation heat recovery are those of a high-performance building in
terms of heating demand.

2.1. Load Control

An automated control takes care to fit the charging levels to the predicted heating
demand so that the losses can also be utilized in warmer weather. First, weather forecast
data are used to predict strong wind events as well as to estimate the heating demand of
the building. The system only charges enough energy to meet the heating and domestic
hot water demand estimation until the next predicted charging event. This is necessary to
prevent fully loaded storage with undesired high passive heat losses.

In addition, the price of electricity is considered. Electricity prices on the day ahead and
the intraday market indicate the share of renewable energies from which a market signal is
derived. In times of surplus electricity, the stock market price of electricity decreases. This
can even lead to negative prices. In this case, the purchase of electricity is not only favorable
for the consumer, but it also stabilizes the market [25]. In the last step, the grid load between
the production and the consumption location is analyzed to ensure that the required grid
capacities are available. Finally, all of this information is used to generate a signal that
determines the charging process of the thermal storage capacities in the building [26].

2.2. Hot Water Tank

The first technology introduced and investigated uses the excess electricity and stores
it as thermal energy in water-based thermal storage (WBTS). The water in the tank is heated
and stratified by a powerful direct electric-flow-type heater. Domestic hot water (DHW)
is supplied by a DHW exchange module connected to the hot water tank. Whenever the
storage temperature is lower than the design temperature for DHW, a small electric flow
water heater raises the temperature to the desired setpoint temperature. Space heating is
carried out via a common building heat transfer system with low supply temperatures,
such as panel heating. The inlet temperature for the building heat transfer system is raised
by another electric flow water heater whenever the desired temperature is not achieved
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by the storage temperature. Both small additional water heaters are introduced to prevent
the unwanted heating of the WBTS’s large volume, if no excess electricity is available.
The dimension and the water volume of the tank, respectively, can be determined by a
newly developed procedure called the “wind period method” [20]. The tank should be well
insulated to minimize the passive heat dissipation through the storage walls. The principal
scheme of the hot water storage tank system is shown in Figure 1.
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hot water tank.

2.3. Building Components as Thermal Storage

Usually, a thermally activated building system (TABS) is used for the continuous
building conditioning, to reduce maximum heating and cooling loads by using the thermal
inertia of building components and to keep the component surface temperatures com-
fortable. The TABS is supplied with warm or cool water in such a way that the return
temperature of the TABS is approximately in the middle of the target temperature corridor
for the room air temperatures (return temperature control). This temperature control within
the target corridor creates the so-called self-regulating effect. If the room air is cooler than
its target value, the TABS releases heat to the room air; if the room air is warmer, it is cooled
by the TABS. For the purpose of storing excess electrical energy, the newly introduced
concept uses the TABS to store heat at a significantly higher temperature level in order
to store the required energy. Due to the increased temperature level, the self-regulating
effect of such systems will not work. To ensure that the temperature difference between
the storage building mass and the room air does not lead to the unwanted overheating of
the rooms, a certain decoupling of the TABS storage masses from the room air becomes
necessary. Insulating the activated component shall reduce the uncontrollable passive heat
dissipation and enable the active discharge of the ceilings into the room air. This is achieved
through a thicker than common impact sound insulation layer on top of the concrete slab
and additional insulation layers at the bottom of the component.

In general, both ceilings and partition walls can be used as TABS storage if they
are made of a material with sufficiently high thermal mass and thermal conductivity.
Heat storage in components of the building-envelope-facing exterior conditions should be
avoided, if possible, even in the case of very energy-efficient envelopes, since the increased
temperature difference between the inside and the outside would increase the transmission
heat losses of the building. Within the scope of this research project, systems for new
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buildings with piping in the concrete molds as well as solutions for building renovation
are considered. The system for renovation uses aluminum profiles with pipes, which are
clad to the components’ surfaces covered with an additional insulation layer.

To charge the components with available excess electricity, a powerful direct electric-
flow-type module water heater is used. Whenever the passive heat dissipation of the
component is not enough to keep the indoor climate above the setpoint temperature
anymore, a pump is activated to recirculate the water from the piping inside the component
to an additional panel heating system outside of the insulation. Whenever the temperature
in the component’s core becomes lower than the setpoint inlet temperature for the panel
heating, a water-to-water heat pump is activated to increase the water temperature level.
The energy source, or primary side for the heat pump, is the component core of the
TABS. This heat pump is also used to prepare domestic hot water, because the setpoint
temperature for DHW is above the component core temperature. Whenever the component
core temperature falls below the lower limit (about 17 ◦C), the electric water heater is used
to keep the design temperatures. The principal scheme of the thermally activated building
storage system is shown in Figure 2.
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2.4. High-Temperature Stone Storage

In this concept, the heat is stored in a massive “stone” core made of fired ceramic
bricks and well insulated by layers of different insulation materials. The interior insulation
layer must resist the high temperature of the core, which is about 800–900 ◦C. Additional
insulation layers around the interior insulation can be less temperature-resistant, which
also means being less expensive. A technical drawing is presented in Figure 3a. An aspect
to be considered during the development of the stone storage is the handling of the approx.
5000 kg core material, typically installed in the cellar of a building. For this reason, the
maximum weight of all individual components is limited to 9 kg, to be carried by humans.
Accordingly, the insulated shell of the storage is modular, and the stone core is supplied as
individual bricks and mortar.
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Figure 3. (a) Technical drawing of the HTSS including the stone core made of bricks, the different
insulation layers, and air channels. (b) Sketch of the integration of an HTSS into the technical
building equipment for supplying a building with space heating and domestic hot water. It shows
the operating state with simultaneous hot water preparation and supply air heating (space heating).

The amount of heat necessary to charge the stone storage within a few hours to sustain
the heat demand of the building for longer periods is supplied via electric heating rods.
This requires the distribution of the charging power of approx. 50 kW depending on the
building, and on the number and power of the heating rods in the stone core. If the number
of the heating rods is too low, the storage will not be charged homogeneously and thus not
completely, since the heat will not reach the stone volumes between the heating rods in the
short time available. However, a very high number of heating rods leads to more cavities in
the stone core, and increases the overall storage volume to provide the necessary thermal
capacity. In addition, there is penetration in the storage insulation due to the electrical
connection of each heating coil, whereby more heating rods also increase the storage losses.

While the storage is charged by the heating rods, the controlled heat output is realized
by an air flow gap around the core. Regarding the ducts, it is also true that the optimum
spacing or size is decisive for the function of the HTSS. Too few ducts prevent the use of the
stone volumes between the ducts and, due to the small cross-section, generate high pressure
losses in the air volume flow. Too many ducts mean a loss of thermal (stone) storage mass.
The brick core is supplemented by air ducts below and above it. In order to distribute
the air supplied to the storage core from the central connecting piece to the individual air
channels in the core, a distribution layer of high-temperature resistant ceramics is used
below the thermal core. Above the thermal core, the same layer is arranged but inverted to
recollect the heated air before it leaves the hot stone.

In addition to the flow through the core, which is used for active heat extraction,
an outside air gap between the core insulation and external shell is added. The air flow
through this gap, the purge air gap, is controlled and used to keep the outer shell surface
temperature low. It also feeds the passive storage losses of the HTSS to the building
ventilation system and, thus, makes them usable. By means of an appropriately controlled
ventilation flap, the total air volume flow is divided between the purge air gap and the core
air channels in such a way that the outlet temperature desired by the control is established
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at the common air outlet of the HTSS. For safety reasons, it must be limited to a maximum
of 90 ◦C.

This high temperature storage system is integrated into the building’s HVAC system,
as shown in Figure 3b. After the HTSS, there is an air-to-water heat exchanger used for hot
water preparation in a small tank. Space heating with this system is preferably performed
through the mechanical ventilation system of the building, by heating the supply air.
After the usual heat recovery heat exchanger, there is another air-to-air heat exchanger
crossing the air flows from the building supply flow and the HTSS air circuit. Whenever
the temperature of the supply air or the temperature in the small water tank fall below the
setpoint temperature, there is additional direct electric heat via an air heater or the heating
rod in the water tank.

3. Experimental Research

The development of hardware and control software of the storage system was aided
by an extensive two-phase measurement campaign. During the pretest phase, the storage
systems were loaded and discharged with stationary boundaries to be able to evaluate
their performance and generate validation data for the simulation models. The second
in situ phase included real boundaries such as climate and synthetic users, primarily to
evaluate and optimize the control system. Since this paper describes the validation and
calibration of the storage models, only the pretest phase is elaborated upon here. A single
ceiling segment of the new construction TABS storage was installed in the Fraunhofer IBP’s
technical center (Figure 4a). The retrofit TABS storage was installed in the living room of
one of the twin houses (Figure 4b). The twin houses are two identical, typical, single-family
homes on the IBP’s field test site that are often used for model validation [27,28]. To obtain
a comprehensive validation dataset, these two TABS storage units were charged and (active
and passive) discharged according to a fixed program, as shown in Table 1.
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Table 1. Charge and discharge sections of the experimental program of the two units of TABS storage.

Experimental Section

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
New TABS 100% P 100% A 100% A 50% A 100% A 50% A R 100% Ad

Retrofit
TABS 100% P 100% A 50% A 50% CC A 100% Ad R Rc

Legend: % Charge to the named % CC Charge from 50% up to 100%
P Passive discharge R Reheat, surface only
A Active discharge Rc Reheat, surface only; intermediate cycle

Ad Active–passive discharge;
6 h intermediate cycle
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Since the pretest of the high temperature stone storage (HTSS) was conducted on a
single heating rod mockup, this setup is not suitable to generate validation data. Therefore,
a data period from the final, full-size, HTSS prototype shown in Figure 5a is presented here.
The prototype was equipped with about 500 thermocouples to record the heat distribution
over the charging periods when the 18 heating coils (1000 ◦C) heated the stone core up to
800 ◦C. For the validation, a long heat up period was chosen, and the measured temperature
profiles are logged in Figure 5b.
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4. Simulation Model Development

To represent the described thermal storage systems and their interactions with the
building, a simulation framework is used and further developed. The sketch of the different
simulation models working together and described below is drawn in Figure 6.
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4.1. Building Simulation Model

To evaluate and optimize but also to design and give dimensions to the buildings
equipped with the described systems, a building simulation model was necessary. The hy-
grothermal building simulation software WUFI® Plus [29,30], developed at the Fraunhofer
Institute for Building Physics, IBP, was used to calculate the energy demand and indoor
climate. Based on the energy and moisture balance in enclosed spaces (thermal zones),
the indoor air temperature and humidity were calculated. Heat and moisture exchange
with opaque building components was based on a one-dimensional coupled heat and
moisture transport calculation model [31]. Heat gains and losses through windows could
be calculated using a simplified or a more detailed model [32]. Desired setpoints in zones
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are obtained by controlled heat and moisture input from active systems (HVACs). Since
the underlying equations were nonlinear, the calculation of indoor air parameters, which
in turn become the boundary condition for the assemblies, was performed iteratively. To
account for thermal bridges and for the ground heat coupling of basement assemblies, a
module for the calculation of two- or three-dimensional heat flow was implemented and
validated [33]. Since boundary conditions for 3D objects are defined the same way as for the
thermal building envelope (outer or indoor climate), these elements were fully, thermally
integrated with the building, i.e., the heat exchange on inner surfaces was part of the zone
heat balance.

The WUFI® Plus software was used as the main tool for verification calculations. Some
elements such as zoning or 3D objects are inherent features of this tool. To integrate new
models, which are not included in the software, specific algorithms can be developed,
coded, and attached as plug-ins into the simulation. The main building simulation and
plug-in calculation ran in parallel. They were coupled, based on the current state in terms of
physical phenomena (current flows, balances, air parameters, etc.) via an iteration scheme
that considered all impacting parameters (e.g., heat and/or moisture sources). This can also
change the time step, alter the solving method (implicit or explicit), or adapt convergence
criteria in particular time steps.

As all measurements were performed in field tests, the environmental conditions could
be used as boundary conditions for the TABS and other elements. Thus, the temperature
and relative humidity in zones were not calculated, but the measured values were provided
as the boundary conditions. The active systems were modeled separately and combined
with the building zones and assemblies using plug-in techniques.

4.2. Three-Dimensional Heat Flow Components (3D objects)

If heat flow in a building element cannot be regarded as being one-dimensional,
a three-dimensional component model, the 3D object, can be used. Using the WUFI®

Plus software, transient three-dimensional heat flow was solved using the finite volume
method [34]. The heat-conducting component was first divided into x, y, and z directions,
and material data were assigned to the different compounds. The boundary conditions
were either defined by local space conditions or as being adiabatic, which allowed us to use
the symmetry and reduce the number of numerical grid elements. The software generated
variable discretization with denser subdivision at the edge and at the junction of areas
with different materials. Instead of one solid material, there were air cavities inside some
building components. The elements defined as air-type materials were grouped into one
space and balanced like a heat zone. Implicit or explicit solving methods were applied to
obtain the transient temperature distributions. The implemented 3D objects were validated
according to DIN EN ISO 10211 [35].

Existing 3D objects were adopted for the simulation of the thermal performance of the
HTSS and TABS storage. Electric resistance heating rods or piping filled with circulating
hot water, described in the following chapter, were regarded as a heat source or sink in the
adjacent finite volumes of the 3D object.

4.3. Active Subsystem Models

The 3D object in the simulation framework needs to include the active parts of the
storage system. The active system elements were calculated separately but coupled with
the inputs and outputs of the building model itself. The coupled values were indoor climate
information, setpoint temperatures, heat flows between the active system and the rooms
or the 3D object of the storage, and detailed finite volumes with all implemented pipes.
The finite volumes sent the temperatures as boundary conditions to the TABS model and,
conversely, the TABS model sent the heat source or sink to the finite volumes of the 3D
object for each calculated time step.

The detailed calculation models for the active parts of the systems, such as pipes and
air channels including their junctions and valves, water tanks, heat exchangers, and heating
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elements, including their control algorithms, were supplemented to the whole building
model via a plug-in and are described below. Some of these sub-models for the active parts
were derived from earlier projects [36,37].

4.3.1. Stratified Water Tank Model

The model of the stratified storage tank from [38] was used as buffer storage (TABS
storage) as well as the water storage for the WBTS. The model used up to two internal heat
exchangers for indirect charging and discharging. The heat exchangers were considered
with constant heat transfer coefficients and were adjustable in their connection heights and
thus the directly influenced area in the storage tank. The medium in the heat exchanger has
constant properties and is simplified as being massless; thus, it does not consider inertia.
In addition, there are two double ports for direct loading and unloading. For these, the
connection of the tap can be influenced in its height. Three temperature sensors were
integrated in the storage tank model, which were adjustable in their mounting height. It
was a stratified storage tank with any number of discretized temperature layers, which were
isothermal in the horizontal plane. The default value was five layers. The modeling of the
storage included heat flows between adjacent layers due to mass movements, as well as due
to heat conduction processes in the fluid, along the storage wall and the storage internals.

4.3.2. Pipe Model

The partial model for representing the pipes in the TABS storage and the air channels
within the HTSS is described in [39]. It calculates the emitted or absorbed heat flow via heat
conduction through a pipe, or an air channel, depending on the temperature conditions
between the flowing medium and the surrounding material (y direction in Figure 7). The
pipe itself is also discretized by length into several segments, to represent and calculate the
flowing medium and its temperature profile (x direction in Figure 7).
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Equation (1) was used to calculate the heat flows per segments from the flowing
medium to the pipe and further to the material, but also the heat flows along the length
of the pipe for the material, pipe, and flowing medium itself. The

.
Q in the equation is the

heat flow in [W]. Furthermore, U is the thermal transmittance in [W/(m2K)], A is the heat
exchanging area in [m2], and ∆T is the temperature difference [K] between two segments
(x direction), or between the material, pipe, and medium (y direction).

.
Q = UA∆T (1)

For the pipe and also for the medium, a cylindrical geometry was assumed. Thus, the
heat transfer capacities UA [W/K] of the medium to the pipe were calculated according to
Equation (2).

UA =
1

1
αF

+ dP
2λP

lPπdF (2)
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αF is the heat transfer coefficient in [W/(m2K)] of the flowing medium, dP is the pipe
wall thickness [m], λP is the thermal conductivity of the pipe wall [W/(mK)], lP is the pipe
segment length in [m], and dF is the inner pipe diameter [m]. In total, three equations from
fluid to material and three from segment to segment were established for each segment.
These equations were solved using the Runge–Kutta method of fourth order.

The surrounding in this case was the 3D object and its pipe touching finite volumes.
The location of piping in the 3D object was set by its Cartesian coordinate system. A pipe is
defined with its starting coordinate as well as its pipe length and direction. In summary,
each pipe obtains the inlet temperature, calculates the temperature distribution in the
flowing medium and pipe, and computes the heat exchange with the surrounding material
per segment and the outlet temperature. The pressure drops within the pipe as well as the
friction of the flowing medium were neglected.

4.3.3. Electric Heating Elements

The model of the electric heating elements used the same coupling as the 3D object.
The initial position, length, and direction in the coordinate system were also defined. The
maximum possible electrical power is an input parameter. The decrease in the heat output
with rising temperature, among other things, was also control-related, since the heating
rods were partially switched together when the maximum temperature was reached at
one point. This was calculated by the empirically derived Equation (3), according to
measurements in the HTSS.

.
Qsource =

.
Qsupply ∗ (1 − 0.04 ∗

(
ϑcomponent − ϑred.

100

)2

) (3)

.
Qsource is the heat flow of the 3D object in [W],

.
Qsupply is the available heating power,

ϑcomponent is the average temperature of all adjacent finite volumes of the 3D object in
[◦C], and ϑred. is the temperature in [◦C], where the decrease in the heat output starts to
be reduced.

4.3.4. Heat Pump

TABS storage requires a heat pump for domestic hot water preparation, which raises
the storage temperature on the primary side to the domestic hot water setpoint temperature
on the secondary side. As with the domestic hot water heat exchanger in the HTSS system,
the required heat demand for domestic hot water

.
QDHW in [W] is known (Equation (4)). To

simplify, the seasonal energy performance SPF [-] was used to determine the proportion of
heat required from the storage tank

.
Qp and the heat pump demand

.
Qel , both in [W]. The

maximum temperature differential ∆ϑp [-] available on the primary side was calculated
(Equation (5)) using the inlet temperature ϑp,Out [◦C] and the minimum accepted outlet
temperature ϑminp,Out in [◦C], on the primary side, in order not to undercool the components
too much. The temperature difference ∆ϑset in [◦C] covering the demand was calculated by
Equation (6) with the heat from the storage

.
Qp and the mass flow on the primary side

.
mp

in [kg/s] of the heat pump, as well as the specific heat capacity of water in [J/(kg·K)].

.
Qp =

.
QDHW ∗ SPF;

.
Qel =

.
QDHW −

.
Qp (4)

∆ϑp = ϑp,In − ϑminp,Out (5)

∆ϑset =

.
Qp

.
mp ∗ cpwater

(6)
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If the demand temperature difference is smaller than the available temperature differ-
ence (∆ϑset < ∆ϑp), the heat quantity of the storage tank is sufficient. The current return
temperature ϑp,Out in [◦C] is obtained according to Equation (7).

ϑp,Out = ϑp,In − ∆ϑset (7)

If the heat quantity from the storage tank is no longer sufficient to cover the demand, then
the buffer storage tank is reheated electrically to the domestic hot water target temperature.

4.3.5. Heat Exchangers

To calculate the air-to-water heat exchanger, a simplified model using the heat demand
for domestic hot water preparation

.
QDHW in [W], with respect to the ideal energy balance,

was used. The heat demand can be calculated with the hot water tap flow rate
.

mc,tap in
[kg/s], tap setpoint temperature ϑset [◦C], and temperature ϑc,In of the cold fresh water
inlet, in [◦C]; see Equation (8). The maximum amount of heat available was calculated
by Equation (9), using the mass flow rate in the ventilation duct

.
mw,vent in [kg/s] and its

known inlet temperature ϑw,In in [◦C] at the heat exchanger, as well as the same tap setpoint
temperature as used before.

.
QDHW =

.
mc,tap ∗ cpwater ∗ (ϑset − ϑc,In) (8)

.
Qmax =

.
mw,vent ∗ cpair ∗ (ϑw,In − ϑset) (9)

The efficiency of the heat exchanger η [-] for a non-ideal heat exchanger is introduced.
If the available heat quantity is greater than the heat demand for domestic hot water, the
demand is taken and the air temperature at the outlet of the heat exchanger is calculated
using Equation (10).

ϑw,Out = ϑw,In −
.

QDHW/η
.

ma ∗ cpair
(10)

If the amount of heat from the system is not sufficient, the maximum possible amount
of heat is taken from the system and the remaining energy demand is calculated.

The model to calculate the air-to-air heat exchanger also represents the ideal energy
balance and the temperature difference. Since the heat exchanged is not known, this ideal
heat exchanger was determined by two flows, defined by their mass flow and the specific
capacity of the flowing medium. Thus, the maximum transferable heat quantity

.
Qmax could

be calculated with both mass flow rates
.

mw and
.

mc, both in [kg/s], and two known inlet
temperatures, at the warm side of an air circuit ϑw,E [◦C] and at the cold side of the other
air circuit ϑc,E [◦C]; see Equation (11). The specific heat capacity of both flowing mediums,
cpw in the warm and cpc in the cold stream, both in [J/(kgK)], might vary according to the
flowing medium. The resulting maximum transferable heat quantity was further reduced
by the efficiency of the heat exchanger η.

.
Qmax =

(
min

( .
mw ∗ cpw;

.
mc ∗ cpc

)
∗ (ϑw,In − ϑc,In)

)
∗ η (11)

In addition, the necessary amount of heat to maintain the setpoint room temperature
was known from the building model at each time step. If the maximum amount of heat
available is more than the demand from the building

.
Qbuilding [W], space heating from the

storage is possible. The outlet temperatures at the heat exchanger, ϑw,Out and ϑc,Out, both
in [◦C], were calculated using Equation (12). If the available heat quantity is smaller, or the
outlet temperature to the building ϑk,A [◦C] is smaller than the setpoint room temperature
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ϑset [◦C], the supply air must be reheated to setpoint room temperature. The missing heat
quantity is the residual power requirement for reheating.

.
Qmax >

.
Qbuilding : ϑw,Out = ϑw,In −

.
Qmax

.
mw ∗ cpw

; ϑc,Out = ϑC,In +

.
Qmax

.
mc ∗ cpc

(12)

4.3.6. Pipe Distributor and Collector

In such a flow system, there are two ways to connect the individual subsystems. They
can be connected in series, which means that the outlet of one subsystem is connected to
the inlet of another sub-model. However, it is also necessary to connect the sub-models in
parallel, to have a model for the distribution and merging of flow paths. For example, an air
stream is distributed to several air channels when it enters the HTSS and is reunited when
it exits. The same occurs in the TABS storage with the piping in the different components.

The flow path distributor connects a single inlet to multiple outlets. Each outlet
temperature is equal to the inlet temperature. In total, all outlet mass flow rates must be
equal to the inlet mass flow rate. However, a single outlet mass flow rate depends on the
setpoint mass flow rate of the open flow path. At first, the model for the pipe distributer
calculates the required total setpoint mass flow rate according to all setpoint mass flow
rates and the current state (open or closed) in each path. Whenever the inlet mass flow rate
at the distributer is not equal to the required total mass flow rate of each opened flow path,
a weighting factor is determined. The weighting factor is calculated by the setpoint mass
flow rate divided by the required total mass flow rate. Thus, the mass flow rate on each
outlet path is the current inlet mass flow rate multiplied by the weighting factor.

The model for merging different flow paths connects multiple inlets to a single outlet.
The mass flow rate on the outlet is the total of all inlet mass flow rates. The resulting outlet
temperature was calculated by the temperature on each inlet, weighted by its fraction on
the total outlet mass flow rate.

4.4. Model Coupling and Sequence of Simulation

To reduce the calculation time and to flexibly link all of the system device models,
the simulation methodology of the heating system models, initially developed in [37,40],
was further enhanced. To be more flexible and to couple the different system devices of
the active system, the simulation was not designed as a whole system. Partial models
were solved with their equations at once iteratively. The individual partial or sub-models
were coupled in a waterfall model and calculated using an explicit solving technique with
very small time steps, normally set to one second. The explicit method used to calculate
the active parts of the system is based on a real pipe network of hydraulic or air-carrying
systems. Each sub-model is calculated one after the other, coupled with input and output
ports with information about temperature and mass flow of the flowing medium. At
the beginning of a time step, boundary conditions, such as the room temperatures of the
building model, the surrounding temperatures of the pipes, and the air channels from
the 3D object, are communicated to the active system model. A sub-model then starts
the calculation with initialization values or the input value of the previous time step and
calculates the change in the flowing medium at its output, which is again coupled to the
input of a subsequent sub-model. In the same way, the following models are calculated.
When the last sub-model is calculated, a time step is completed and the calculated values,
mainly the heat flows, are returned to the 3D objects as heat sources/sinks and to the
building model. For simplification, the pressure drop in the system is neglected.

4.5. Combined Thermal Storage Models
4.5.1. Hot Water Storage Model

The overall simulation of the hot water storage system is performed via the coupled
whole system model written in the multi-domain modeling language Modelica via FMI, as
described in [41].
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4.5.2. TABS Storage Model

As described above, the 3D object was used to model the inner ceilings and partition
walls which were activated in the simulation model. The three-dimensional model can be
reduced to two dimensions to improve computation time with reasonable loss in accuracy.
The cross-section of a ceiling is shown in Figure 8a. The red dashed line indicates the
position of the pipes for heat charging, and the dotted line indicates the position of the
active discharge (panel heating) pipes, calculated with the plug-in. On the left side of
Figure 8a, the outdoor climate is set as the boundary condition (light blue), followed by
some insulation (brown) and bricks (red) for the exterior wall. In between, there is a
massive concrete slab (gray, 25 cm thickness in this case). Below the concrete ceiling there
is the internal insulation layer (4 cm) and another concrete layer used for panel heating.
Above the ceiling, there is a footstep sound insulation covered by a floor screed. The green
and orange colors are the coupled zones of the building model below and above the ceiling.
Besides the pipes, there are more active system parts involved to represent the thermal
storage system. There are partial models for a water tank (for the hydraulic separator and
the domestic hot water tank), direct electric-flow-type module water heater, heat pump,
pipe junctions, and valves, as well as their control algorithms. The pipe junctions are
important to split and merge the mass-flow for the different components, the different
activated inner ceilings, and the walls in the building. The panel heating is controlled by
the adjoined room’s zone temperature. An additional connection pipework is neglected in
the simulation model.
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4.5.3. HTSS Model

The HTSS was added as a 3D object to the building simulation. Via defined enclosing
surfaces of the 3D object, this exchanges heat with a defined zone of the building model,
and passive heat losses are thus modeled. The active part of the HTSS system is calculated
via the plug-in and coupled with the 3D object. The plug-in contains calculation models
of electric heating elements, ventilation ducts, air–water heat exchangers for domestic hot
water production, and air–air heat exchangers for space heating, as well as pipe distributors
and valves for air flow control.

The above-described pipe model was used to represent the air channels within the
high-temperature stone storage. Instead of water, air with air properties was used as the
flowing medium. Because of the air’s low thermal capacity, the time step size for the pipe
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model was reduced to 0.1 s. Furthermore, partial models were set for the air-to-water and
the air-to-air heat exchanger, as well as the water tank model for the domestic hot water.
The air channels were coupled to the 3D object (Figure 8b) and ran from the bottom to the
top of the hot stone in the middle (gray color). The secondary air path on the outside of the
core insulation (small light-blue-colored layer), to keep the passive heat loss of the stone
controlled, was also calculated using the air channel pipe model. The heating rods were
placed horizontally on different heights of the stone. Because of the symmetric footprint
of the HTSS, only a quarter was modeled, as shown in Figure 8b, with the resulting heat
fluxes and passive heat losses multiplied by four to account for the whole stone in the
building model.

5. Model Validation

Besides the graphical comparison, the following statistical indices are considered to
validate the simulation models: NMBE—normalized mean bias error—represents the average
deviation between the measurement and the simulation results (tolerance range: +/−10%).
CV(RMSE)—coefficient of variation of the root mean square error—shows the variations be-
tween the simulation and the measured values (tolerance range: +/−30%). R2—coefficient
of determination—shows how close the simulated values are to the values of a regression
line of the measured values (tolerance range: >0.75). The applied tolerance ranges are
defined according to [42].

5.1. TABS Storage Validation

Various sample sequences or operating sequences were investigated on the two ceiling
systems, the new construction ceiling and the renovation ceiling. The shown validation is
the sequence of charging the storage followed by alternating the discharge, with the active
panel heating on and off.

In order to validate the simulation model, the experimental setup was prepared as
with the model in the simulation environment. The boundary conditions obtained by the
measurements were used as the boundary conditions for the simulation model. These
included the ambient temperatures of the air above and below the ceiling and all surface
temperatures of the surrounding area, but also the temperature and mass flow of the water
in the pipes during the loading. The heat generator was not represented in this validation.
After the loading, all of the temperatures of the investigated components, such as surface
temperatures and inside temperatures of the ceiling, as well as water temperatures on inlets
and outlets and in between, were calculated to be compared to the measured values.

The comparison of the measured values with the calculated results of the simulation
shows small differences, but in the expected range. The graphical comparison is presented
in Figure 9, and the calculated statistical values are named in Table 2. Among other things,
the deviations are due to the degree of detail in the simulation model (homogeneous com-
ponent layers and material properties, ideal position of the TABS-piping, completely mixed
zone air, coarse discretization, etc.) and measurement uncertainties. The temperatures and
their statistical indices show good agreement and thus the simulation models are suitable
for further investigations, as well as on the entire building.

Table 2. Statistical indices of comparing the simulation to the temperature measurement of a single
example case on the ceiling TABS storage for new buildings.

Inlet Water Outlet Water Average
Component

Surface
Below

Surface
Above

NMBE 1% 1% 1% 0% 1%
CV(RMSE) 2% 3% 1% 1% 2%

R2 0.99 0.99 1.00 1.00 0.98
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5.2. HTSS Validation

The model representing the HTSS system in the simulation framework was compared
with data obtained by the field tests. This paper compares the temperatures at approxi-
mately the center of the HTSS, as marked in Figure 10. Graphically, the measured data are
compared to the simulation data in Figure 11. The NMBEs for the individual measurement
points from number 1 to 7 are as follows: −8.7%; −5.9%; −1.2%; −3.3%; −6.2%; −3.3%;
and −3.65%, and for the electrical power it is 5.84%. All of these NMBEs are within the
defined tolerance range of +/−10%. In the measurement, the temperature was mostly
slightly higher than in the simulation, with slightly lower power introduced. This indicates
a higher storage capacity of the simulation model. The ventilation ducts and electric heat-
ing elements are correctly considered in the system engineering with the corresponding
cross-sectional area and their volume, respectively, but this volume is not deducted in the
thermal three-dimensional model in favor of the simplified modeling and considerable
reduction in the calculation time.
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In addition to comparing the measured data, the model of the HTSS system was tested
for plausibility and energy conservation. Basically, the storage can only release as much
energy as it has previously absorbed. Figure 12 shows the simulated heat flows of the HTSS.
The amount of heat initially introduced during charging is released over the course via the
core air (active), purge air, and the outer surface (passive) heat release, so the conservation
of energy is respected.
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6. Discussion

The level of detail is adjusted to the acceptable computational effort and simulation
time for the design of buildings with the described systems, also considering the necessity
of small parametric studies for optimization purposes. With a common computer, the
described simulation of a multizone building for one year, including one of the thermal
storage systems, takes between 6 and 12 h. Some models are set to a low level of detail
to keep the simulation within this time frame. There are models which can gain accuracy
via parameters, such as a finer mesh size of the finite volumes, but other models can only
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gain accuracy by taking more physical phenomena into account, such as the pressure drop
in the active sub-models, or the representation of the heat exchanging surface of the heat
exchanger. Distribution pipes and air ducts are not represented by the model. Even with a
higher level of detail of discretization, a fine instead of a course mesh of 3D objects does not
result in a significantly smaller deviation between simulation results and measurements.
The differences are at least not only related to the level of detail and the employed physical
and empirical models. Differences might also be related to uncertainties in the material
properties. For example, the results for the HTSS were obtained using the manufacturer’s
material properties of the ceramic brick. Even small changes in thermal conductivity and
heat capacity result in recognizable deviations. However, with the introduced simulation
environment, it is possible to calculate the system behavior and estimate the part of the
energy demand which can be covered by the excess electricity, as well as how much residual
energy is needed to keep the inner climate within the design conditions. Furthermore,
the thermal comfort can be evaluated which is important to prevent overheating. Besides
constructive details, variable system settings, such as the supply temperature of the TABS,
are crucial for efficiency.

Relating to the thermal storage concepts, the building connection power must have
the capacity to charge the thermal storage in the available time. It is important to meet the
sweet point between storage dimensions and excess power usage. A complex charging
control system, especially for the TABS storage, is important for reducing the overheating
caused by the passive heat dissipation of the storage. During spring and fall, the storage
should not be fully charged because of the reduced heating demand during that time and
the reduced usability of the passive heat dissipation.

7. Conclusions

In this paper, we presented the development of three thermal storage models for space
heating and domestic hot water that aim to exploit the overproduction of electricity in
electrical grids with high renewable fractions. These systems were based on the use of
large-water-based thermal storage (WBTS), insulated thermally activated building systems
(TABS), and high-temperature stone storage (HTSS). Various sub-models were successfully
coupled to long-term thermal energy storage systems and integrated into existing building
simulation software for the simulation-based assessment of these systems. We discussed the
challenges of modeling such sub-systems, the complexity of coupling different sub-models,
and the mechanisms to integrate them in a whole building simulation framework. We were
able to couple an existing building simulation tool with external dynamic models.

Two technologies, TABS storage and HTSS, were experimentally investigated. The
models were successfully verified using measured data from the lab, showing the ability of
the models to accurately simulate the thermal storage systems’ behavior and performance.
This allows one to investigate the potential of these thermal storage systems on how well
they can contribute to reducing the problem of overproduction in electrical grids with a
high renewable percentage. Parametric studies, not presented in this article, are in the final
report of the project “Windheizung 2.0: Langzeitspeicher” [20]. The parametric studies
show the potential of the systems regarding the ratio between excess electricity and residual
electricity necessary whenever the stored energy is not enough. Target values to cover
about 90% of the heating demand in residential buildings with the excess electricity are
doable. The performance ratio depends on the dimension of the storage, especially for
the WBTS and HTSS. In the case of the TABS, the storage size is limited by the building
geometry and the available inner walls and ceilings. Besides the shown expert simulation
tool, a simplified tool has also been developed in the project to help planners to design a
“Windheizung 2.0” building (a building exploiting excess wind power for heating) and to
keep an eye on the named topics.

Even though the TES systems have been evaluated using field measurements and
have been simulated using the presented building simulation framework, their real-world
integration in buildings may present additional challenges related to building construction
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specifics, actual performance of the systems, and the occupants’ behavior. To address these
challenges, further simulation-based system optimization will be necessary to enable the
generalized and more widespread application of these technologies in practice.

Future studies might also apply combinations of the presented systems or use rainwa-
ter storage buried in the ground to gain synergy effects. Slow partial charging with on-site
photovoltaics or an improvement in the power management while charging might help to
keep the electrical house connection power within a reasonable size or lower the necessary
storage capacity.
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