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Abstract: In the present paper a new multi-objective optimisation procedure for the design of a
shell-and-tube Latent Heat Thermal Energy Storage (LHTES) is proposed. A simple arrangement of
a cylindrical shell with multiple vertical tubes has been examined. The optimisation considers, as
design variables, the number of tubes, the tube internal radius and the device height-to-diameter
ratio, H/D, while the storage volume is kept constant. This analysis aims to detect the set of solutions
which optimises the LHTES performances evaluated in terms of charging and discharging times and
overall thermal energy capacity. To accomplish the multi-objectives optimal thermal storage design,
a simplified mathematical model of the LHTES has been employed. This model can evaluate the
prescribed performances for a given set of design variables. The proposed optimisation procedure
evaluates new solutions along the most promising directions in the design variables domain, leading
to a significant improvement in storage performances. The Design of the Experiment, together
with the Pareto dominance relationship, gives a starting optimal solutions subset. The proposed
optimisation procedure permits to enhance the starting optimal solutions subset letting approach the
Pareto barrier. The paper shows that, at the end of the optimisation procedure, the designer can select
the solutions on the Pareto barrier with the best performance and the corresponding design variables
for each chosen solution. The proposed optimisation procedure will also allow for maintaining
low computational costs due to the low number of the new design variables evaluated only in the
promising directions.

Keywords: thermal storage; LHTES; multi-objective optimisation; PCM

1. Introduction

By now, the transition to renewable energy sources represent a key role in the devel-
opment of net-zero carbon energy technologies also considering the national growth [1].
Indeed, the research on this topic is pushed by the international agreements to limit the
worldwide climate change effects, but also by the single nation strategic energy policies to-
gether with social engagement [2,3]. In this scenario, Thermal Energy Storage (TES) systems
can play an important role for increasing the expansion of renewable energy systems. TES
devices can find applications not only in Concentrated Solar Power (CSP) plants but also in
many applications such as cogeneration and waste heat recovery systems in case of time
mismatch between heat generation and heat request by end users. Further applications are
rising in the so-called power-to-heat for the storage and excess of renewable electric energy,
and in Carnot thermal batteries as low cost alternative to electrochemical ones [4,5] or in
heat recovery systems in heat exchanger technologies [6]. Thus, energy storage represents
one of the essential requirements of such systems. The energy storage technology depends
on the specific energy source and the energy conversion efficiency. In solar applications,

Energies 2023, 16, 1882. https://doi.org/10.3390/en16041882 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en16041882
https://doi.org/10.3390/en16041882
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-3115-3662
https://orcid.org/0000-0003-0536-5001
https://doi.org/10.3390/en16041882
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en16041882?type=check_update&version=2


Energies 2023, 16, 1882 2 of 14

the two main technologies include photovoltaic (PV) and concentrated solar power plants.
The first is generally coupled with an electrochemical storage (batteries), whereas the latter
needs thermal energy storage. Thermal storage devices can be classified into two main
categories, sensible heat or latent heat, due to the storing material physical properties and
the operating temperature range [7]. LHTES represents a very interesting technology since
it can store a large quantity of energy per unit mass in a small temperature range [8,9]. The
thermal energy is stored in a material that can change its phase across a certain temperature;
thus, it is called phase change material (PCM) [10]. The shell-and-tube is a common latent
heat storage configuration, where a closed vessel filled with storing material is crossed
over by heat exchange tubes in which a heat transfer fluid (HTF) flows as tube bundle
heat exchangers. The phase change and the convective heat transfer in LHTES affect the
performance of the shell-and-tube storage device. The heat transfer is sensibly enhanced
during the charging phase when the HTF generates convective flows in the PCM, while the
discharging phase is less affected by convecting flows [11]. During the charging phase, the
liquid phase of the PCM is in direct contact with the heated walls of the HTF tubes inducing
a recirculation of the PCM due to the buoyancy [12]. Instead, during the discharging, the
operative temperature of the HTF is below the melting point of the PCM; thus, the solid
PCM surrounds the HTF tubes decreasing the buoyancy effects on the liquid PCM [13,14].
Often, the enhancement of the heat transfer in LHTES devices is studied and several tech-
nologies are proposed and analysed, such as fins addiction [15,16]. However, the cost
of the device represents a key parameter in the design process; thus, the optimization of
straight tube configuration is relevant. Hence, LHTES behaviour includes several physical
phenomena influencing the performance of the device. The correlation between the design
parameters and the objective variables represents an issue faced by scientists and engineers
as widely reported by experimental results [17,18] and numerical simulations [19], where,
due to the convective motion, even the device orientation play a key role [20]. Nevertheless,
the performances, in terms of stored energy, charging and discharging time can vary sig-
nificantly according to many design and working parameters. Moreover, even for a given
LHTES category, like the shell-and-tube, the thermal storage performances can experience
high variation depending on a specific geometry. The non-linearity of the problem and the
intrinsic complexity of convective flows, together with the multiphase/phase-changing
phenomena, represent a tough challenge. Thus, several scientists propose different ana-
lytical or empirical models to be able to predict the behaviour of LHTES devices avoiding
time-consuming CFD numerical simulations or experimental campaigns [21,22]. Among
these are analytical models that often consider the heat transferred to the PCM composed
of three contributions: sensible heat of the solid phase, sensible heat of the liquid phase
and the latent heat [23,24]. These methods give the complete time of melting and solidifi-
cation of PCM, hence an average heat transfer rate, simplifying the performance analysis
on such a complex physical problem [25,26]. Thus, there can be several thermal storage
solutions that can fit a particular application depending on the performance objectives. This
aspect is certainly true when dealing with a single objective optimisation where though
two different solutions can meet a particular application request, they do not provide
the same level of performance. Nonetheless, when the application requests involve more
than a single aspect (multi-objective optimisation), the performance comparison of two
different solutions can be a non-trivial and costly task. Therefore, to properly choose the
most appropriate LHTES, it is necessary to solve a multi-objectives optimisation, detecting
the Pareto optimal front. Usually, such multi-objective optimisation analysis can require
high costs in terms of experimental/computational effort. For these reasons, the present
article proposes a novel multi-objectives procedure, employing a limited number of design
solutions exceeding the starting Design of the Experiment (DoE). Specifically, the present
work proposes optimising an LHTES shell-and-tube device with respect to multi-objectives,
taking into account theoretical correlations of the physical behaviour of the device in its
charging and discharging phases. In particular, the performances to be optimised are the
stored energy (maximization), the charging and discharging time (minimization), whereas
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the design variables are, for a cylindrical LHTES device geometry with a constant volume,
the number of tubes, the tube internal radius and the device height to diameter ratio.

2. Theoretical Model

The present work considers a shell-and-tube LHTES device with a geometry consisting
in a vertical cylinder vessel filled with PCM where a certain number of parallel tubes passes
through it (Figure 1). HTF and PCM can exchange heat according to the local operating
conditions. To predict the behaviour of the system, geometrical and operating parameters
have to be correlated to the performance of the system. Indeed, the LHTES charging, when
the PCM melts, follows a different trend with respect to the discharging phase, when the
PCM cool down and solidifies. Fornarelli et al. [25] and Fornarelli and Camporeale [26]
developed two different models for shell-and-tube LHTES device able to estimate the
charging and discharging times of the LHTES:
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Equations (1) and (2) are related to a single tube, with a radius ri, surrounded by PCM
which fills a cylindrical vessel of radius re. V′ = π(r2

e − r2
i )H and A′ = 2πri H are the PCM

volume and the heat exchange area, respectively, related to a single module, where the
thickness of the tubes is neglected. Nu and Ste are the Nusselt and Stefan numbers of the
heat exchange process. In detail, the Nusselt number has been estimated according to the
Cebeci [27] correlation for the Prandtl number 0.01 < Pr < 100:

Nu = 1 + B

[
32.0.5 Ra

Pr

−0.25 L
2ri

]C

Nu f p (3)

where the coefficients B and C are B = 0.0571322+ 0.20305Pr−0.43, C = 0.9165− 0.0043Pr0.5

+ 0.01333 ln Pr + 0.0004809/Pr, respectively, and the term Nu f p reads:

Nu f p = 0.68 +
0.67Ra0.25[

1. +
(

0.492
Pr

)9./16.
]−4./9. (4)

The Ra number is estimated for the charging and discharging phase as proposed by
Fornarelli et al. [25] and Fornarelli and Camporeale [26], taking into account the operative
conditions. The Stefan number, representing the ratio between the sensible and latent heat,

is defined as Ste =
cp(Tw − Tf us)

Λ
. The initial temperature, Tin, and the final temperature,

Tf in, depend on the prescribed charging or discharging processes. Tliq and Tsol depend on
the physical characteristics of the PCM. The approach of the models is modular, and its
application to a tube bundle configuration is straightforward.
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Figure 1. Geometry shell-and-tube LHTES device.

In the simplified charging and discharging models, the wall temperature at the outer
surface of the tubes is assumed constant, Tw, during the charging/discharging process. This
assumption is based on the selected simplified models Fornarelli et al. [25], Fornarelli and
Camporeale [26] that represents a simple tool to estimate the overall performance of LHTES
, although the complex non-linear physical behaviour of such phenomenon. Nevertheless,
this approximation is physically acceptable for high values of cp,HTFṁHTF with respect to
the heat power to limit the HTF temperature inlet outlet difference, where cp,HTF is the
HTF heat capacity and ṁHTF is the HTF mass flow rate. As far as the optimisation analysis
is concerned, the selected design variables are the number of tubes , m, the tube’s internal
radius, ri, and the device height to diameter ratio, H/D. The heat exchange area, A, and
the volume, V′, filled by PCM, are evaluated from the design variables (see Figure 1). All
the calculations have been carried out with constant total volume V = 0.46575 m3.

For the current analysis, seven different LHTES geometries have been taken into ac-
count; in Fornarelli and Dambrosio [28] all these geometries have been illustrated, including
the analytical relation of the maximum tube radius for each geometry. The minimum tube
radius depends on the height of the device and is given by the following relation.

rmin =
f (Pr)H
2Gr0.25 (5)

where
f (Pr) = 11.474 +

48.92
Pr0.5 −

0.006085
Pr2 (6)

Equations (5) and (6) are related to the minimum internal radius of a vertically heated
cylinder which can be treated as a vertical flat plate as the effects of curvature are negligible.
Pr and Gr represent the Prandtl number and the Grashof number, respectively.

Here several discrete configurations have been considered according to the number
of HTF tubes. In particular, the number of tubes spans from 3 to 37, where the 3, 4 and
5 tubes layout are shown in Figure 2, while 17 tubes layout is shown in Figure 3. Figure 4
show, by way of example, the geometries with 7, 19 and 37 tubes, respectively, adopting a
honeycomb tube distribution. The honeycomb distribution presents several positive features,
such as modularity, even pattern distribution of the thermal storage area cross-section, and
high values for the ratio of total tube area to thermal storage area cross-section. Nevertheless,
increasing the tube number, only a set of non-continuous integer numbers (7, 19, 37, . . .) can
be inserted in a honeycomb pattern. As it will be shown in the next sections, since the tube
number represents a design variable, its non-continuous nature can affect the multi-objective
optimisation. The PCM filling the cylindrical vessel can be divided into two main zones:
the PCM surrounding the HTF tubes, as considered in the charging and discharging models
Equations (1) and (2) (white area), and the shaded PCM area, not included in the prediction
model. Then, to consider the influence of the PCM mass not included in the model, the
charging and discharging time have been increased linearly due to the additional shaded
PCM mass.



Energies 2023, 16, 1882 5 of 14

Figure 2. Top view of the LHTES shell-and-tube devices, from the left to the right, of 3, 4 and
5 modules.

Figure 3. Top view of the LHTES shell-and-tube device with 17 modules.

Figure 4. Top view of the LHTES shell-and-tube devices with honeycomb tube distribution, from the
left to the right, of 7, 19 and 37 modules.

In the present work, a binary mixture of 60%wt of NaNO3 and 40%wt of KNO3 have
been considered as PCM whose physical characteristics are reported in Table 1. The
analytical prediction models were validated with CFD and experimental data related to
this particular PCM being used as storage material in several CSP applications [7,13].

The setup of the charging phase is related to the temperature according to the initial
and the boundary conditions: in particular, for the charging phase, the initial tempera-
ture of the PCM is kept below the phase change temperature Tin = 423.15 K, the wall
temperature Tw = 523.15 K and the final temperature Tf in = 0.994 Tw. The discharging
phase is characterised by the following initial and boundary conditions: Tin = 523.15 K,
Tf in = 1.006 Tw. Under such assumptions, the heat released during the discharging phase
is equal to the heat stored during the charging phase [25,26].
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Table 1. Physical properties of the PCM.

Properties Values

Density ρPCM = 1994
(

kg
m3

)
Thermal Expansion Coefficient βPCM = 3.18861× 10−4

(
1
K

)
Specific Heat cp,PCM = 1626

(
J

kg·K

)
Conductivity kPCM = 0.4886

(
W

m·K

)
Dynamic Viscosity µPCM = 7.008× 10−3

(
kg

m·s

)
Solidus Temperature Tsol = 493.03 (K)
Liquidus Temperature Tliq = 517.29 (K)

Latent Heat Λ = 1.10× 105
(

J
kg

)
3. Multi-Objective Optimisation

Many authors, for example, [29], described in detail the theory of the multi-objective
optimisation analysis and the concept of non-dominated solutions, which constitute the
Pareto frontier. Let X = [X1, X2, . . . , XN ] and Y = [Y1, Y2, . . . , YM] be the design variable
input and the corresponding performance variable output, respectively. For the sake of
simplicity, let us assume that all the performance components (Yi, i = 1, . . . , M) aim at
minimization (the extension to the maximisation case is straightforward). Let X1 and X2 be
two different design variables which correspond to the performance variables Y1 and Y2,
respectively. At this point, if

∀i ∈ [1, . . . , M] 3′ Y1
i < Y2

i (7)

then the solution X2 is stated as dominated by solution X1. Otherwise, if

∃i ∈ [1, . . . , M] 3′ Y1
i > Y2

i (8)

then the solution X2 is stated as non dominated by solution X1. Finally, if

∃i, j ∈ [1, . . . , M] i 6= j 3′ Y1
i < Y2

i , Y1
j > Y2

j (9)

then the two solutions do not dominate each other. Applying Equations (7)–(9) to all
the possible solutions, it is possible to isolate the set of all non-dominated solutions that
represents the Pareto Frontier. Specifically, Equations (7) and (8) serve to differentiate
dominated solutions from non dominated ones. On the other hand, Equation (9) relates two
non dominated solutions and, therefore, must hold among the Pareto Frontier solutions.
Nevertheless, performing the dominant relations (7)–(9) is not an efficient way to reveal the
Pareto Frontier. From this perspective, the Design of Experiment [29,30], (DoE), represents an
effective strategy for evaluating the output performances Yi varying the independent input
variables Xi according to a prescribed scheme, for example, a Carthesian (equally-spaced)
scheme [31,32].

It is worth noting that the subset of Xi solutions obtained by carrying out the dom-
inance relations (7)–(9) on the DoE output performances Yi constitutes only a 1st level
Pareto Frontier. To refine these 1st level Pareto Frontier solutions one needs to detect, in the
design variable space, which directions provide further improvements in terms of objective
functions. A possible way to accomplish this task is first to detect a subset of solutions Xi,
indicated in the following as sub-optimal solutions, whose performances are slightly lower
than those of the 1st level Pareto Frontier solutions. Connecting each sub-optimal solution
with the closest solutions of the 1st level Pareto Frontier it is possible to evaluate, in the
design variable space, the directions which allowed the sub-optimal solutions to evolve to
the 1st level Pareto Frontier solutions. A straightforward method to isolate the subset of
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sub-optimal solutions is to take out all the non-dominated solutions from the initial DoE and
then executing the non-dominated relation (7)–(9) to the reduced DoE solutions. Finally, with
reference to the design variables domain, for each solution of the sub-optimal set the three
closest optimal solutions (1st level Pareto Frontier) have been taken into account selecting,
then, only the direction which exhibits the best performance improvement. In this way, the
most promising directions, along which at least one of the objective functions enhances,
have been defined.

New optimal solutions have been isolated by imposing the dominance relationship (7)–(9)
on the whole set consisting of both the solutions of the first DoE and those corresponding
to the new design variables assigned in the promising directions. Of course this process
can be iterated, and it will be stopped when the performance variable improvements are
quite small from one iteration to the next.

4. Results

In this section, the results of the multi-objective optimisation analysis will be presented.
The three objective functions are represented by the thermal storage charging time, tc, the
stored heat by the thermal storage (that depends on the total volume V′ filled by PCM),
Q, and the discharging time, td. On the other hand, the design variables are given by the
number of modules, m, the tubes internal radius, ri, and the device height-to-diameter
ratio, H/D. In particular, the number of modules, m, varies among the seven geometries
mentioned in the previous section; the tubes internal radius, ri, ranges from the minimum
value provided by Equation (5) (flat plate condition) to the maximal value which represents
the tangential condition. The optimisation analysis aims to investigate the design variables
domain to detect all the solutions which minimise both the charging and discharging time
and maximise the stored heat. Figure 5 illustrates the starting DoE in the design variable
domain, whose “pyramid” shape is due to the geometrical imposed constraints. On the
other hand, Figure 6 shows the corresponding results in terms of the objective functions in
the performance space.

Figure 5. Starting DoE in the design variable domain.

As stated in Section 3, all the objective functions are independent and, therefore, there
is no unique solution that optimises all the objectives simultaneously. This means that
to isolate all the non-dominated solutions (Pareto frontier), it is necessary to apply the
dominance relations (7)–(9) to all the DoE solution points (Figures 5 and 6). Of course, since
in the present optimisation problem, not all the objective functions have to be minimised,
the dominance relations (7)–(9) need to be accordingly modified. Figure 7 illustrates the
subsets of optimal (red circles) and sub-optimal (blu circles) solutions; moreover, in the same
figure, it is possible to observe the evolution from sub-optimal solutions subset to the optimal
one. For this reason, the sub-optimal solutions provide a stricter criterion able to identify
preferential directions in which the storage performances improve.
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Figure 6. Starting DoE in the performances domain.

Figure 7. Optimal and sub-optimal solutions in the performances domain.

At first, for each sub-optimal solution, the three closest optimal points have been
isolated; afterwards, the direction connecting sub-optimal to optimal points along which at
least one of the objective functions enhances the most has been considered in the design
variables domain. For such a reason, these directions have been reported to be promising, in
the sense that the solution is likely to be further improved. Figures 7 and 8 show the result of
this process in performance and design, respectively, due to the one-to-one correspondence
between the two spaces. In particular, Figure 8 includes the directions along which at
least one specific performance improves the most, where the performance enhancements
have been indicated with ∆Q, ∆tre f and ∆tdis, for the stored energy, the charging time
and discharging time, respectively. Figure 9 shows a single promising direction (design
variables domain) in which, not only the sub-optimal and the optimal points are indicated
(blue and red circles, respectively), but also the new design solutions (black circles) have
been specified. Considering all promising directions, a new family of design variables have
been defined and, through the LHTES model, described in Section 2, the corresponding
performances have been evaluated.

New optimal solutions have been isolated by imposing the dominance relationship
(7)–(9) on the whole set consisting of both the starting DoE and those corresponding to the
new design variables assigned in the promising directions. Figure 10 shows the results
of the optimisation in the performance space. For the sake of clarity, Figures 11 and 12
illustrate the same results in a bi-dimensional domain, in charging time—stored heat plane
and in charging time—discharging time plane, respectively.
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Figure 8. Optimal and sub-optimal solutions in the design variable domain.

Figure 9. Promising direction and new design solutions in the performance domain.

Figure 10. New optimal solutions isolated by imposing the dominance relationship.

Figure 11. New optimal solutions in charging time—stored heat domain.
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Figure 12. New optimal solutions in charging time—discharging time domain.

Although the optimisation process has been carried out only once, a significant en-
hancement of the starting non dominated solutions subset has been experienced, especially
for the discharging time objective function. Of course, further iterations would improve
the optimal solutions subset, but this would lead to minor improvements in terms of
storage performances.

Finally, Figure 13 reports the new optimal points in the design variables domain. This
is a very useful result for the LHTES design since it is quite evident that the described
optimization procedure yields a significant reduction in terms of design points compared
to the starting ones. In particular, the best performances are achieved with low values of
the radius with a high concentration of optimal points near the flat plate condition. From
a physical point of view, this conclusion is confirmed considering that small values the
tubes internal radius allows the LHTES to contain higher PCM mass and consequently to
increase the stored energy. On the other hand, high values of the H/D ratio lead to increase
the heat exchanging surface which in turns determines a reduction of the charging and
discharging times.

In addition, as far as the module number is concerned, it is noteworthy that the
configurations with 17, 19 and 37 modules offer a wider field of application. This is mainly
due to the honeycomb distributions, which provide good characteristics such as modularity,
even pattern distribution of the thermal storage area cross-section, and high values for the
ratio of total tube area to thermal storage area cross-section.

Figure 13. New optimal solutions in the design variable domain.

The present multi-objective optimisation analysis can be very useful for thermal
storage device design problems. To illustrate this aspect, let us consider, as an example, to
design a shell-and-tube LHTES device featured by stored energy ranging from 1.8 × 105

to 1.9 × 105 kJ; from the Pareto frontier, reported in Figure 10, it is quite straightforward to
isolate the optimal solutions that meet the stored energy constraint, as reported in Figure 14.
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Figure 14. Optimal solutions that meet the stored energy constraint.

For the sake of completeness, Table 2 outlines the main characteristics of the shell-and-
tube LHTES devices that fulfil the prescribed stored energy range; of course, it is easy to
extend this procedure to other design problems even with more than a single constraint in
both the performance and design domains.

Table 2. Optimal shell-and-tube LHTES solution.

Q [kJ] tc [h] td [h] m ri [m] H/D

1.8036 × 105 4.70 4.87 17 0.0462 1.53

1.8037 × 105 4.67 5.26 19 0.0480 1.16

1.8046 × 105 5.25 8.16 19 0.0598 0.60

1.8200 × 105 4.88 5.38 17 0.0471 1.40

1.8379 × 105 3.90 4.51 37 0.0418 0.60

1.8676 × 105 4.97 5.68 19 0.0441 1.29

1.8725 × 105 6.94 19.88 19 0.0818 0.20

1.8728 × 105 8.05 7.14 5 0.0578 4.20

1.8854 × 105 7.31 9.34 7 0.0541 3.00

5. Conclusions

The present paper dealt with a new multi-objective optimisation procedure for the
design of a shell-and-tube Latent Heat Thermal Energy Storage (LHTES). Thanks to the
optimisation process, a set of solutions which improves the LHTES performance in terms
of charging and discharging times and overall thermal energy capacity have been defined.
The design variables considered for the optimisation process are represented by the number
of tubes, the tube’s internal radius and the device height to diameter ratio, H/D, while the
storage volume has been kept constant. To carry out such an optimisation analysis, several
sub-tasks have been achieved:

• A simplified mathematical model of the LHTES has been employed: starting from the
simplified model of a cylindrical shell-and-tube geometry, new constraints have been
included to extend the heat exchange equations to the multitube system.

• The Design of the Experiment obtained thanks to the Pareto dominance relationship
has provided an initial optimal solutions subset.

• The proposed optimisation procedure, starting from the initial optimal solutions
subset has defined new solutions along the most promising directions in the design
variables domain, yielding a significant improvement in the storage performances.
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The results obtained are very encouraging not only as regards the increase in performance,
but also for the low calculation costs considering the low number of the new design variables
evaluated only in the promising directions. Such results can be helpful for thermal storage
device design problems. The figures reported in Section 4 illustrate this aspect, and it is quite
straightforward to isolate the optimal solutions that meet the design constraint. Moreover, the
proposed optimisation methodology appears robust and can be extended to additional design
parameters, such ad the PCM composition and objectives, such as the minimization of the
LHTES cost to detect the best candidate solutions for the multitube LHTES design.
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Nomenclature

Subscript
c Charge
d Discharge
in Initial
f in Final
w Wall
sol Solidus
liq Liquidus
i Internal
e External
Superscript

Mean
Greek letters
ρ Density
α Thermal diffusivity
Symbols
T Temperature
t Time
Q Stored heat
r Tubes radius
D Device diameter
H Device height
V′ PCM volume
A′ Heat exchange area
Nu Nusselt number
Ste Stefan number
Pr Prandtl number
Gr Grashof number
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Abbreviations

LHTES Latent heat thermal energy storage
PCM Phase change material
CSP Concentrated solar power
PV Photovoltaic
HTF Heat transfer fluid
DoE Design of Experiment
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