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Abstract: Electricity load prediction is an essential tool for power system planning, operation and
management. The critical information it provides can be used by energy providers to maximise
power system operation efficiency and minimise system operation costs. Long Short-Term Memory
(LSTM) and Support Vector Machine (SVM) are two suitable methods that have been successfully
used for analysing time series problems. In this paper, the two algorithms are explored further for
load prediction; two load prediction algorithms are developed and verified by using the half-hourly
load data from the University of Warwick campus energy centre with four different prediction time
horizons. The novelty lies in comparing and analysing the prediction accuracy of two intelligent
algorithms with multiple time scales and in exploring better scenarios for their prediction applications.
High-resolution load forecasting over a long range of time is also conducted in this paper. The MAPE
values for the LSTM are 2.501%, 3.577%, 25.073% and 69.947% for four prediction time horizons
delineated. For the SVM, the MAPE values are 2.531%, 5.039%, 7.819% and 10.841%, respectively. It
is found that both methods are suitable for shorter time horizon predictions. The results show that
LSTM is more capable of ultra-short and short-term forecasting, while SVM has a higher prediction
accuracy in medium-term and long-term forecasts. Further investigation is performed via blind tests
and the test results are consistent.

Keywords: load prediction; SVM; LSTM; multiple time scales

1. Introduction

In 2019, the UK amended the previous Climate Change Act of 2008 and set a more
ambitious target to achieve net-zero carbon emissions by 2050 [1]. Correspondingly, the
electricity market in the UK has seen significant reforms to accommodate more power
generation from renewable energy sources for emission reductions [2]. Figure 1 shows
the percentage change in power generation from different energy sources in the UK since
1998 [3]. It can be found from Figure 1 that the share of renewable energy generation has
significantly increased since 2010, which threatens the stability of the grid and makes it
more challenging to maintain a balance between generation and demand. It is well known
that power generation must be equal to the load demand. If the gap in between is over
a certain range, action must be quickly taken to reduce the gap to an allowable margin
within a few or a few ten seconds; otherwise, the power grid stability may not be main-
tained, and blackout may be triggered [4]. The high penetration of unpredictable power
generation from intermittent renewable energy sources makes grid balance maintenance
very challenging and costly.

The challenges are escalating with the integration of new electric devices and new
types of usages due to future electrification in heating systems and transportation [5].
According to the UK National Grid electricity system operator, the cost of balancing the UK
grid reached £2.65 billion in 2021, up 48% year-on-year [6]. The increased grid balancing
costs cause a significant increase in electricity prices, while depriving renewable energy of
its potential economic advantages. To minimise the gap between the power generation and
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usage, effective load prediction is essential, which will allow the operator to plan ahead of
scheduling the power generation.
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Through predicting future electricity demand, energy companies and utilities can
better accordingly plan their generation capacity. This helps minimise the risk of power
outages due to overloading the grid or high excess power generation over the load de-
mand. Load forecasting also helps smooth pricing so that electricity can be provided at
a competitive rate. It allows energy providers to optimise their operations by managing
peak load times more effectively through better scheduling, maintenance plans and invest-
ment in infrastructure improvements. The historical load demand used for forecasting is
the time series data [7]. Time series data is a set of values that are sequentially listed in
time order. Time series data often contain trends and seasonal fluctuations, which need
to be considered when analysing the data. Time series data analysis has been popular
in recent years and has been applied in areas such as stock price prediction and power
management [8]. The functional modelling approach is used for predicting electricity
demand and electricity price, which produces superior forecasting results. Results have
shown that functional modelling performs better than non-functional techniques, such as
autoregressive (AR) [9,10]. The short-term load forecasting problem is addressed through
an ensemble learning scheme. The prediction results produced by three base learning
algorithms used by a top-level method are more accurate compared to state-of-the-art
techniques available [11]. Two customised ARIMA (p,D,q) were used to predict stock prices
using Netflix stock historical data over five years. ARIMA (1,1,33) achieved accurate results,
which shows the potential for stock forecasting [12]. Figure 2 demonstrates the popular
methods used in the last two decades [13].
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An artificial neural network (ANN) is a type of artificial intelligent algorithm that
mimics the behaviour of a biological neuron. They are composed of interconnected neurons,
which work together to process information and solve problems. ANNs can be used for time
series prediction in a variety of ways. One approach is to use a recurrent neural network
(RNN), which is an ANN that uses a sequence of inputs to make predictions. Another
approach is to use a multilayer perceptron (MLP), which is an ANN that can be used to
analyse time series data and make predictions. LSTM is a type of RNN that has become
increasingly popular in recent years due to its ability to effectively process sequential data.
It was first introduced by Hochreiter and Schmidhuber in 1997 [14]. A total of 861 NVDI
images in two selected regions were used for making the time series data, which was then
used for the future vegetation dynamics forecast with LSTM [15]. The previous top-down
and bottom-up long-term load forecast methods were unable to incorporate different levels
of information. Dong proposed a hybrid LSTM method using sequence prediction for this
classic and important task [16]. Long and short-term memory (LSTM), gated recurrent
networks and convolutional neural networks were trained to predict daily electricity loads
from one to seven days in advance [17]. The prediction results on the test set showed that
the LSTM achieved the best performance. Aragón introduces load prediction as continuous
input for optimisation models within an optimisation framework for short-term control of
complex energy systems, and the LSTM model is used as it allows incremental training in
an application with continuous real-time data [18]. Accurate and effective short-term power
load forecasting is very important for power systems. Considering the temporal and non-
linear characteristics of power load study the application of standard LSTM network and its
two typical variants, the Gated Recurrent Unit and the Just Another Networking short-term
power load forecasting [19]. A multi-scale CNN-LSTM hybrid neural network short-term
load forecasting model considering real-time electricity prices was proposed, achieving an
accuracy of 98.78% [20]. The prediction results provided a new way for the development
of power load forecasting. To overcome the limitations of previous studies and further
strengthen prediction performance, a novel short-term power load prediction system,
VMD-BEGA-LSTM (VLG), integrating a data pretreatment strategy, advanced optimisation
technique and deep learning structure, was developed [21]. In order to improve the
accuracy of short-term load forecasting of power systems, a combination model based on
LSTM and light gradient boosting machine (LightGBM) was proposed. The experiment
first decomposed historical load data by empirical mode decomposition, used historical
weather data and load data decomposed by empirical mode decomposition to establish
LSTM prediction model and LightGBM prediction model, respectively, and then these
two predicted values were linearly combined to obtain the final predicted value [22]. An
integrated evolutionary deep learning method based on complete ensemble empirical mode
decomposition with adaptive noise (CEEMDAN), an improved grasshopper optimisation
algorithm and LSTM networks was proposed by Hu [23]. Experimental results showed that
the integrated evolutionary deep learning method proposed in Hu’s paper was an effective
tool for STLF. Alsharekh developed an innovative framework for short-term electricity
load forecasting, which consists of two phases: data cleaning and a residual convolutional
neural network with a multilayer LSTM architecture [24].

Support vector machine (SVM) was developed by Vapnik and Alexey in 1963 and
is a supervised learning algorithm that uses labelled training data to identify the best
hyperplane, which can act as a decision boundary for categorising new data points [25].
This hyperplane partitions the input space into two or more classes by maximising the
margin between them. SVM can be used in both binary and multi-class classification
problems, as well as regression problems where the output is real values. The SVM is
combined with the fuzzy set theory to develop a novel fuzzy twin support vector machine
model, which is applied to predict stock price trends. The fuzzy twin SVM performs better
when facing outliers, accounting for its better performance when handling data containing
noise [26]. M. Shao developed an SVM energy consumption prediction model to predict
the energy consumption of hotel buildings, and the MSE value of the prediction result was
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2.22%, and the R2 value was 0.94 after optimisation [27]. Francis proposed ε-Descending
Support Vector Machines (ε-DSVMs) to solve the non-stationary input data and reduce the
number of support vectors compared with conventional SVM [28]. A two-phases training
SVM was introduced by Zhiwang [29]. The two phases correspond to two different linear
programming models that improve prediction accuracy and performance. Particle swarm
optimisation (PSO) is integrated into the support vector machine to predict the thermal
load, and the PSO is utilised to find the optimal SVM parameters [30].

SVM and LSTM have been evaluated as effective time series load forecasting methods.
SVM has the advantage of handling non-linear data patterns and robustness against outliers,
which enables it to deal with high-dimensional datasets and requires less computational
resources than other methods. LSTM can effectively capture long-term dependencies
and remember information over extended periods, making it ideal for load forecasting
applications. Additionally, LSTM networks are able to quickly and accurately handle
large amounts of data without sacrificing accuracy. As such, they are often preferred over
traditional models when dealing with high-dimensional datasets that contain complex
patterns and temporal dynamics. Therefore, in this paper, two intelligent algorithms, LSTM
and SVM, are applied for load forecasting; the University of Warwick campus energy data
is used for algorithm refinement and verification. The novelty is to compare and analyse the
prediction accuracy of two intelligent algorithms with multiple time scales and to explore
better scenarios for their prediction applications. The high-resolution load forecasting
over a long range of time is conducted in this paper. It is not common to predict load
demand data for 48 × 7 and 48 × 30 sizes at one time. The results confirm the algorithms’
effectiveness and their suitability for different time horizon load prediction tasks.

The rest of the article is organised as follows. Section 2 introduces the principles of the
two intelligent algorithms and their development for load forecasting. Some pre-prediction
work and a prediction flow chart of the two algorithms are shown in Section 3. Prediction
results of the two algorithms with multiple time scales in various application scenarios are
demonstrated and compared in Section 4. This chapter also presents a blind test. Finally,
Section 5 contains the conclusion.

2. Introduction and Development of Intelligence Algorithms for Load Forecasting
2.1. The Principle of LSTM

LSTM (Long Short-Term Memory) is a type of ANN that is employed in deep learning
applications. It is designed to remember information for long periods and is especially
effective in recognising patterns in data sequences [14]. The unique design makes it well-
suited for tasks such as language translation, natural language processing and time series
prediction [31]. The LSTM architecture is capable of learning both short-term and long-
term dependencies, allowing the network to store information from previous inputs in
its memory cells. This information can then be used to influence the current output. The
memory cells also act as a form of memory for the network, allowing it to remember
information from prior inputs [32].

As shown in Figure 3, unlike traditional recurrent neural networks, which can struggle
to remember long-term dependencies, LSTMs use gates to store and forget information.
These gates act as filters, allowing the model to focus on essential information while
allowing it to forget the rest [33]. This makes them better suited to dealing with long-term
dependencies than traditional recurrent neural networks. The gates in an LSTM consist of
various components, including an input gate, an output gate, a forget gate and a memory
cell [34]. The input gate is responsible for controlling the flow of information into a cell
by determining which parts of the current input should be added to the cell’s state. The
output gate controls the flow of information from the cell state to the output. It takes
input from both the cell state (the current memory) and the hidden layer, combining them
together to generate an output that can be used by other layers or passed on as an external
prediction. The forget gate controls which information will be retained or forgotten. It
takes into account the current input, as well as past inputs and outputs, to decide whether



Energies 2023, 16, 1806 5 of 22

to reset a cell’s state (forget) or keep it unchanged (remember). Figure 3 shows the LSTM
network structure. As can be seen, a single LSTM unit consists of forget gate G f

t , input
gate Gi

t, output gate Go
t and candidate states c̃t. The external input of the current moment

and the output and the cell state of the previous moment form the input of network. The
equation of each gate is:

G f
t = σ

(
a f •[ht−1, xt] + b f

)
(1)

Gi
t = σ(ai•[ht−1, xt] + bi) (2)

Go
t = σ(ao•[ht−1, xt] + bo) (3)

where ht−1 and xt are the output of last state and present input, respectively. The ak(k= f ,i,o)
and bk(k= f ,i,o) are the weight and bias for each gate. The candidate states c̃t, cell states ct and
output ht can be written as:

c̃t = tanh(ac•[ht−1, xt] + bc) (4)

ct = G f
t × ct−1 + Gi

t × c̃t (5)

ht = Go
t × tanh(ct) (6)

With the weight a and bias b, and activation functions σ for each gate, the cost function
(CF) can be adopted to optimise the LSTM models. The ANN output can be expressed
as follows:

ỹ = f
(

ak(k= f ,i o), bk(k= f ,i o), σk(k= f ,i o)

)
(7)

The ỹ is actual networks output. If the y is used to represent the expected output, the
error e between the ỹ and y is:

e = |y− ỹ| (8)

The error in LSTM refers to the difference between the actual output and the expected
output of the model, which is calculated by taking the difference between the predicted
output and the actual output. Absolute error measures the magnitude of the error regardless
of its direction. It is used to measure model accuracy and can be used as a metric for
model selection and optimisation. Absolute error in LSTM is a measure of how far off the
prediction is from the actual output value. It is a measure of the total error in the model,
regardless of the direction, so it is not affected by the sign of the error. It is calculated by
taking the absolute value of the difference between the predicted output and the actual
output. This is important because it allows us to compare models of different sizes and
types while still providing an accurate measure of their performance.
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With the error, gradient descent can be implemented. Gradient descent is an optimi-
sation algorithm used to minimise some functions by iteratively moving in the direction
of the steepest descent as defined by the negative gradient [35]. It is used to find the local
minimum of a function. In machine learning, it is used to update the parameters of a
model to minimise a loss function. The algorithm works by taking steps proportional to
the negative gradient of the function at the current point. The size of the step is determined
by a learning rate parameter which determines the size of the step taken in the direction
of the negative gradient. This process of taking steps is repeated until a local minimum
is achieved.

The factor that affects the forecasting accuracy with an LSTM model will depend on
the data used and the complexity of the model [36]. Factors that can affect the accuracy
include the length of the time series, the number of input and output variables, the type of
data (e.g., time-series or non-time-series) and the amount of training data. Other factors
include the hyperparameters used to train the model, such as the learning rate, the number
of hidden layers and the size of the neural network [37]. Finally, the choice of optimiser
and loss function can also affect the accuracy of the model [38].

2.2. The Principle of SVM

Support vector machine has been applied in classification and regression in many
scenarios. The support vector regression (SVR) is adopted to conduct the load prediction,
which contains the linear SVR and the non-linear SVR.

2.2.1. Linear Support Vector Regression

Suppose that the input series data at moment m is:

zn = {(x1, y1), (x2, y2) · · · (xm, ym)} (9)

where xi, i = 1, . . . . . . m are the normalised input load value samples, yi, i = 1, . . . . . . m
are the normalised actual load values corresponding to input sample i. The total number
of samples are m. For SVR, a smoothly approximating function f (x) through training
input samples can be found to achieve the minimum error between actual load values and
predicted output values [7]. Figure 4 shows the function f (x) that needs to be found.
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The SVR function can be written as follows:

f (x) = 〈w·xi〉+ b (10)
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where w, b is the weighting factor and bias parameter, and 〈·〉 represents the inner product
in feature space. A minimum w needs to be determined to get a smoothly f (x), which can
be achieved through minimising the norm as the following form.

min
1
2
‖w‖2 (11)

Subject to: {
yi − 〈w·xi〉 − b ≤ ε

〈w·xi〉+ b− yi ≤ ε
(12)

In which ε is the insensitive loss function. Two parallel lines form the ε-region. If the
predicted load value locates within the ε-region, the loss is ignored. Otherwise, the loss is
the magnitude of the distance between the predicted value and the ε line.

To ensure that the (11) has the solution, two slack variables are introduced:

min[
1
2
‖w‖2 + C

n

∑
i=1

(ξi + ξ∗i )] (13)

With the constraints:
yi − 〈w·xi〉 − b ≤ ε + ξi
〈w·xi〉+ b− yi ≤ ε + ξ∗i

ξi, ξ∗i ≥ 0
(14)

where C is the regularisation parameter, which is also known as the penalty factor. It is
used to control the trade-off between maximising the margin of separation between classes
and minimising the misclassification errors. It represents the degree of punishment for
misclassification. Since it is hard to find the solution of (13), four Lagrange multipliers,
αi, α∗i and ηi, η∗i , are introduced to transform the above problem into lagrangian function:

L = 1
2‖w‖

2 + C
n

∑
i=1

(
ξi + ξ∗i

)
−

n

∑
i=1

αi(ε + ξi − yi + 〈w·xi〉+ b)

−
n

∑
i=1

α∗i (ε + ξi − yi − 〈w·xi〉 − b)−
n

∑
i=1

(
ηiξi + η∗i ξ∗i

) (15)

The following equations can be achieved based on KKT condition:

∂L
∂w

= w−
n

∑
i=1

(αi − α∗i )xi = 0 (16)

∂L
∂b

= ∑n
i=1(αi − α∗i ) = 0 (17)

∂L
∂ξ(∗)

= C− αi
(∗) − ηi

(∗) = 0 (18)

Substituting (16)–(18) into (15) can transform it into a dual optimisation problem:

maximize L = − 1
2

n

∑
i,j=1

(
αi − α∗i

)(
αj − α∗j

)
〈xi·xj〉 − ε

n

∑
i=1

(
αi + α∗i

)
+

n

∑
i=1

yi
(
αi − α∗i

) (19)

Subject to: 
n

∑
i=1

(
αi − α∗i

)
= 0

αi − α∗i ∈ [0, C]
(20)
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The equation of weighting factor and the f (x) can be written as follows:
w =

n

∑
i=1

(
αi − α∗i

)
xi

f (x) =
n

∑
i,j=1

(
αi − α∗i

)
〈xi·x〉+ b

(21)

2.2.2. Non-Linear Support Vector Regression

Load demand data is usually non-linear, calling for a more complex regression model
to deal with the more complex non-linear relationship between data. The non-linear SVR
problem can be transformed into the linear SVR problem through mapping input samples xi
to a higher dimensional space to obtain ϕ(xi) [39]. Then, the solution of the non-linear SVR
is similar to the linear SVR. The kernel function is introduced to replace the sophisticated
inner product operation between input samples:

K
(

xi, xj
)
=
〈

ϕ(xi)·ϕ
(
xj
)
〉 (22)

In a high-dimensional feature space, the expression for the linear regression function is:

f (x) = 〈w·ϕ(xi)〉+ b (23)

Like the linear case, the dual optimisation problem for non-linear regression can
be achieved:

maximize L = − 1
2 ∑n

i,j=1
(
αi − α∗i

)(
αj − α∗j

)
K
(
xi, xj

)
− ε ∑n

i=1
(
αi + α∗i

)
+∑n

i=1 yi
(
αi − α∗i

) (24)

Subject to: 
n

∑
i=1

(
αi − α∗i

)
= 0

αi − α∗i ∈ [0, C]
(25)

The solution of non-linear regression is:
w =

n

∑
i=1

(
αi − α∗i

)
ϕ(xi)

f (x) =
n

∑
i,j=1

(
αi − α∗i

)
K
(
xi·xj

)
+ b

(26)

In the calculation of non-linear regression, the kernel function K
(
xi·xj

)
is used instead

of getting the mapping function ϕ(xi). Selecting an optimal kernel function can significantly
improve the prediction performance and several kernel functions are tested for this study.
The Gaussian Radial Basis Function (RBF) kernel is used to perform the prediction in this
paper, the formula is shown as follows:

K
(

xi·xj
)
= exp

(
−‖xi − xj‖2/2σ2

)
(27)

2.2.3. Adapting the Algorithms for Load Forecasting

The non-linear regression case is used in this paper. When applying the algorism to
load forecasting, the input and output of the model need to be identified before training is
initiated; i.e., define the training sample array (xm, ym). In this application, xm consists of
the load values and selected features before the load values are predicted and ym contains
the load values to be predicted, the feature selection will be clarified in the following
section. In the non-linear case, it is required to map xi to a high-dimensional linear
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Hilbert space to get ϕ(xi). Then, the kernel function needs to be determined according
to Equation (27); hence, the selection of the width coefficient of RBF σ is important. In
addition, the αi, α∗i will be calculated through LIBSVM in Python; since the regularisation
parameter C plays an important role in this process, how to determine C is vital. In
this paper, the cross-validation method is addressed to select two parameters, which is
presented in the following section. After determining these variables, the load value to be
predicted can be achieved through Equation (26).

3. Applying Two Algorithms for Load Forecasting
3.1. Prediction Time Horizons Determination

Since the prediction with different time scales performs different roles in various
applications, shorter time horizon forecasting is essential for electricity grid operators to
ensure reliable and cost-effective power generation and delivery [40]. It also helps reduce
costs associated with oversupply or undersupply of electricity, providing an efficient energy
market. The longer time horizon load forecasting enables utilities and energy providers
to plan ahead and make informed decisions regarding investments in infrastructure, gen-
eration capacity and supply contracts, which allows them to optimise their operations by
providing timely information about expected customer needs [16]. Thus, four different
prediction time horizons scenarios based on the half-hour resolution are addressed in this
paper, and all prediction is implemented on Python software:

• Ultra-short-term load prediction (USTLP) is to forecast load value after half an hour
• Short-term load prediction (STLP) is to predict load values in the next day
• Medium-term load prediction (MTLP) is to predict load values in the next week
• Long-term load prediction (LTLP) is to predict load values in the next month

3.2. Data Collection and Processing

The half-hour recorded data were collected from the University of Warwick (UoW)
campus energy consumption data for both 2020 and the first nine months of 2021, which
were used to perform as training and test datasets, respectively.

The selection of features is vital for the prediction performance. Suitable feature selec-
tion can effectively improve prediction accuracy. Three sets of information are taken into
consideration based on the previous study in this paper: Calendar information, Weather
data and Historical load demands [41]. The calendar information encompasses four fea-
tures: an integer from 1 to 365 representing each day of the year, an integer from 0 to 6
signifying Sunday through Saturday, a timeslot label with integers 0–47 for thirty-minute
intervals throughout the day and three binary digits distinguishing different types of days
such as weekdays, weekends, term time and holidays. Temperature, humidity and wind
speed are chosen as weather data labels. The data used are presented in Figure 5 [42].

Data normalisation is an essential pre-processing step before conducting load predic-
tion. By transforming the data into a standard scale, it helps to improve the accuracy of
machine learning algorithms. In addition, normalising data can reduce the computational
complexity of training models by eliminating redundant features and facilitating faster
convergence during optimisation processes. In this paper, data are mapped to [0, 1] interval
through data normalisation using the equation as follows:

xi,scaled =
xi − xmin

xmax − xmin
(28)

where xmax denotes the maximum value in the sample data and xmin stands for the min-
imum value. xi and xi,scaled are load values before and after the data normalisation. The
corresponding inverse normalisation is required after the prediction:

xi = xmin + xi,scaled(xmax − xmin) (29)
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In addition, there are some outliers in the load demand data due to the mismeasure-
ment of utilities, which interfere with the training process, accuracy and reliability. The
load demand is adjusted via linear fitting to exclude outliers.
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Figure 5. Load demand and features data. Load demand data for the period 1 January 2020–
31 September 2021 (top left); Temperature data for the period 1 January 2020–31 September 2021
(top right); Wind speed data for the period 1 January 2020–31 September 2021 (middle left); Humidity
data for the period 1 January 2020–31 September 2021 (middle right); daily and weekly periodicities
in the period 2 March 2020–15 March 2020 (bottom left); daily load demand curves in a week for
the period 18 May 2020–24 May 2020. Solid lines: weekdays; dashed lines: Saturdays; dotted lines:
Sundays (bottom right).

3.3. Error Evaluation Index

Three evaluation metrics are chosen to evaluate the prediction performance of two
algorithms. They are Root-Mean-Square Error (RMSE), Mean Absolute Error (MAE) and
Mean Absolute Percentage Error (MAPE):

RMSE =

√
1
n

n

∑
i=1

(Ai − Fi)
2 (30)

MAE =
1
n ∑n

i=1|Ai − Fi| (31)

MAPE =
1
n ∑n

i=1
|Ai − Fi|

Ai
× 100 (32)

where the data size is n, Ai represents the actual load values for i times and Fi denotes the
predicted values for i times.

3.4. Load Prediction Flow Chart of the Two Algorithms

Figures 6 and 7 show the load prediction flow charts of the two algorithms. For
the LSTM, hyperparameters are set at first. Then, the weight and bias are randomly
initialised. To minimise the discrepancy between actual values and predicted values,
gradient descent is utilised. The error is dependent on both weight and bias. In this
proposed LSTM technique, Mini-batch Gradient Descent (MBGD) is adopted for further
optimisation purposes. For the SVM, the first step is to collect and pre-process load
demand data. The training sample arrays (xm, ym) can be obtained afterwards based on the
processed load data and the chosen features. Initial parameters and coefficients are then
determined so that an initial model for load prediction can be established. The last step is
to carry out the optimisation.
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4. Prediction Results of Using the Two Algorithms
4.1. Algorithms Model Structure and Hyperparameters

In this paper, the table search method is addressed to the best combination of struc-
tures or hyperparameters for both models. Various combinations of hyperparameters
are evaluated and compared to achieve optimal prediction performance. The optimal
structure and hyperparameters after the epoch/training time are shown in Table 1. The
training/epoch time is calculated on an Intel® Xeon Silver 4114 CPU 2.20 GHz and 64 GB
RAM with Windows Server 2019 system. The USTLP case is chosen to show the tuning
process for two algorisms, as in Figures 8 and 9.
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Table 1. Model parameters and training/epoch time for LSTM and SVM.

LSTM

Layer number Nodes number Batch size Epoch time (s)
USTLP 10 10 39 132
STLP 10 40 13 403
MTLP 10 50 6 494
LTLP 10 100 4 2085

SVM

C gamma training time (s)
USTLP 1 0.03 37
STLP 1 0.01 499
MTLP 0.2 0.01 613
LTLP 0.1 0.005 1192

The rolling window technique is adopted in this paper for well-trained models. The
parameters of rolling window techniques are demonstrated in Table 2.

Table 2. Rolling window technique parameters for both algorithms.

Window Size Step Size

USTLP 48 1
STLP 48 × 7 48
MTLP 48 × 7 × 4 48
LTLP 48 × 7 × 4 48
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For neural networks, differences in model structure have a significant impact on
prediction results. The batch size determines the direction of the gradient descent of the
model, and therefore, directly determines the direction of the optimisation of the model. Too
small a batch size makes the update direction of the model uncertain, so the model tends to
be trapped in a slight gradient difference, and thus it cannot find an optimal solution. A
large batch size has a similar effect. The update direction of the gradient depends on the
gradient of multiple trainings, so the best gradient on the network is diluted. As shown in
Figure 8, the larger batch size has higher performance on the proposed model. Both the
number of layers and the number of nodes in the network determine the complexity of
the model, so a higher number of layers and cells will generally result in higher training
results. However, an increased number of layers and cells can also increase the training
burden and resilience of the model. More layers and cells in the network may also lead
to training failure. The proposed model performs better when the number of layers and
nodes reaches 10, as shown in Figure 8. Increasing the number of layers and nodes further
will significantly increase the training time of the model.

Regarding the SVM method, the tuning process of hyperparameters is demonstrated
in Figure 9. Selecting appropriate parameters C and σ plays an important role in improving
the prediction performance of model. If the regularisation parameter C is too large, the
algorism will try to generate a hyperplane that endeavours to classify each data point
correctly. However, it may lead to a loss in generalisation properties of the classifier. On
the contrary, a small value of C may enhance the freedom of the model, leading to a large
training error. For the σ parameter, a small value constraints the ability of the model to
capture the complexity of the data, while a large σmay cause overfitting of the model [43].

4.2. Prediction Results Presentation

The prediction results of two algorithms for four different time horizons prediction
are shown in Figures 10 and 11.

A typical day, week and month in the test dataset were selected for four prediction
scenarios to show the results. Four subplots in Figures 10 and 11, from top to bottom,
represent USTLP, STLP, MTLP and LTLL, respectively. It can be found from the two figures
that the discrepancy between the actual and predicted load demand becomes larger with
a longer prediction time horizon, indicating a worse prediction performance. It can be
concluded that both computational algorithms are more suitable for shorter time horizon
load prediction.
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Figure 10. Prediction results for LSTM in four prediction scenarios. Predicted and actual load demand
in USTLP scenario for 21 September 2021 (first row); Predicted and actual load demand in STLP
scenario for 21 September 2021 (second row); Predicted and actual load demand in MTLP scenario
for the period 11 October 2021–17 October 2021 (third row); Predicted and actual load demand in
LTLP scenario for the period 1 May 2021–30 May 2021 (fourth row).
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Figure 11. Prediction results for SVM in four prediction scenarios. Predicted and actual load demand
in USTLP scenario for 21 September 2021 (first row); Predicted and actual load demand in STLP
scenario for 21 September 2021 (second row); Predicted and actual load demand in MTLP scenario
for the period 11 October 2021–17 October 2021 (third row); Predicted and actual load demand in
LTLP scenario for the period 1 May 2021–30 May 2021 (fourth row).
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4.3. Comparison of Prediction Performance for Two Algorithms

The prediction result comparison and values of error indexes in the test dataset are
shown in Figure 12 and Table 3. It can be found from the figure and table that the LSTM
has a better prediction performance according to the USTLP and STLP scenarios, while
the SVM achieves better prediction accuracy in MTLP and LTLP cases. Since the deeper
network level can fit more non-linear relationships and LSTM can investigate the hidden
information in time series data, LSTM performs better for shorter time horizon prediction.
The worse prediction accuracy for LSTM in MTLP and LTLP cases is due to the size of
the data. Big-size data in weeks or months make the LSTM challenging to capture data
features. However, the better generalisation ability and the kernel function enable the SVM
algorithm to jump out of the local minimal to achieve the optimal global solution, which
results in SVM’s better prediction performance when facing larger-sized data [7].
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Table 3. Model metric for algorithms in the test dataset.

LSTM

USTLP STLP MTLP LTLP
RMSE 0.016 0.018 0.114 0.310
MAE 0.010 0.015 0.109 0.304

MAPE (%) 2.501 3.577 25.073 69.947

SVM

USTLP STLP MTLP LTLP
RMSE 0.015 0.032 0.048 0.063
MAE 0.011 0.022 0.034 0.047

MAPE (%) 2.531 5.039 7.819 10.841

Hence, to improve the LSTM accuracy in longer time horizon prediction scenarios, a
deeper, more complex network (more nodes and more layers) needs to be established to
enable LSTM to efficiently cope with larger data sizes. However, Table 1 shows that the
epoch time in the LTLP case is 2085s, and the epoch time rapidly increases with the increase
in data size, indicating that the exploration is limited by the existing computing platform
performance. Thus, more computing power is required for a more complex LSTM model,
which reveals the dependence of the LSTM network on computing power. The LSTM
algorithm prediction performance will be significantly improved with a more complex
model, while SVM performs better in the exact implementation platform.

Apart from comparing the prediction accuracy of two algorisms, the effectiveness of
two methods in various situations is verified in this section. Considering the impact of
different seasons, weekdays/weekends, term-time/holiday on load profile. Four typical
days belonging to the weekday, weekend, term time and holiday are respectively chosen
according to USTLP and STLP cases. For MTLP and LTLP cases, one typical week and
month located in terms of time and holiday are determined. The model metric (RMSE,
MAE and MAPE (%)) for all scenarios are presented in Tables 4 and 5, and Figure 13.
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for both algorithms among the test dataset (third row).
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Table 4. Model metric for two algorithms in four seasons.

LSTM

Spring Summer Autumn Winter Average

USTLP
RMSE 0.017 0.017 0.012 0.013 0.015
MAE 0.014 0.013 0.09 0.010 0.031

MAPE 3.223 2.999 2.008 2.3014 2.633

STLP
RMSE 0.014 0.019 0.015 0.023 0.018
MAE 0.011 0.014 0.013 0.020 0.015

MAPE 2.582 3.231 3.043 4.617 3.393

MTLP
RMSE 0.080 0.125 0.146 0.138 0.122
MAE 0.076 0.122 0.143 0.132 0.118

MAPE 17.487 28.071 32.907 30.374 27.210

LTLP
RMSE 0.283 0.347 0.269 0.325 0.306
MAE 0.280 0.343 0.262 0.319 0.301

MAPE 64.425 78.921 60.284 73.399 69.257

SVM

Spring Summer Autumn Winter Average

USTLP
RMSE 0.015 0.018 0.012 0.020 0.016
MAE 0.011 0.015 0.010 0.018 0.014

MAPE 2.191 2.617 2.103 2.834 2.436

STLP
RMSE 0.039 0.058 0.020 0.035 0.038
MAE 0.031 0.049 0.016 0.026 0.031

MAPE 5.903 7.551 3.273 5.365 5.523

MTLP
RMSE 0.037 0.048 0.049 0.049 0.046
MAE 0.028 0.040 0.042 0.042 0.038

MAPE 6.444 7.735 9.987 9.158 8.331

LTLP
RMSE 0.031 0.062 0.078 0.071 0.061
MAE 0.025 0.047 0.059 0.052 0.046

MAPE 6.155 8.453 11.936 9.886 9.108

Table 5. Model metric for two algorithms in various scenarios.

LSTM

Weekday Weekend Term time Holiday Average

USTLP
RMSE 0.015 0.014 0.012 0.013 0.014
MAE 0.011 0.010 0.009 0.010 0.010

MAPE 3.455 2.311 2.074 2.309 2.537

STLP
RMSE 0.015 0.021 0.021 0.018 0.019
MAE 0.011 0.018 0.017 0.015 0.015

MAPE 2.546 4.148 3.913 3.455 3.516

Term time Holiday Average

MTLP
RMSE 0.111 0.144 0.128
MAE 0.107 0.141 0.124

MAPE 34.377 45.301 39.839

LTLP
RMSE 0.274 0.322 0.298
MAE 0.271 0.319 0.295

MAPE 62.354 73.402 67.878
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Table 5. Cont.

SVM

Weekday Weekend Term time Holiday Average

USTLP
RMSE 0.020 0.014 0.021 0.021 0.019
MAE 0.016 0.010 0.017 0.017 0.015

MAPE 2.727 2.544 3.108 3.362 2.935

STLP
RMSE 0.048 0.021 0.050 0.033 0.038
MAE 0.040 0.016 0.036 0.026 0.030

MAPE 6.757 3.992 6.081 5.129 5.490

Term time Holiday Average

MTLP
RMSE 0.048 0.058 0.053
MAE 0.040 0.050 0.045

MAPE 7.735 10.409 9.072

LTLP
RMSE 0.062 0.059 0.061
MAE 0.047 0.049 0.048

MAPE 8.453 13.012 10.733

It can be concluded from Tables 4 and 5 that there is no significant fluctuation for
model metrics across four seasons, indicating a relatively stable prediction performance for
different seasons throughout the year. However, for MTLP and LTLP cases, the prediction
accuracy of the two methods for weeks or months on holiday is lower than that in term time.
This is because people’s life patterns are more irregular during the holidays, increasing the
complexity of load forecasting.

4.4. Blind Test

The blind test is often used to cross-validate the results of load prediction without
waiting for events to occur [44]. A stable and good load prediction model should perform
well on unseen data, showing the generalisation ability of this model [45]. Note that
the blind data cannot be used for training or fitting the model and the model selection.
Therefore, the October data in 2021 is determined as the blind date. The load in October is
predicted through the data in September 2021. The blind test results of the two algorisms
for the STLP, MTLP and LTLP prediction cases are presented in Figures 14 and 15. The
model metric for the four scenarios is shown in Table 6.
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Table 6. Model metric for two algorisms in a blind test.

LSTM SVM

USTLP
RMSE 0.004 0.002
MAE 0.003 0.002

MAPE (%) 1.142 0.656

STLP
RMSE 0.22 0.041
MAE 0.17 0.035

MAPE (%) 3.105 6.747

MTLP
RMSE 0.095 0.046
MAE 0.071 0.037

MAPE (%) 16.326 8.087

LTLP
RMSE 0.257 0.140
MAE 0.253 0.108

MAPE (%) 58.731 14.559

The blind test result also verifies that LSTM performs better in the STLP case and SVM
achieves better prediction performance for MTLP and LTLP cases.

5. Conclusions

In this paper, two computational algorithms, LSTM and SVM, were introduced and
developed in the establishment of the load prediction model. They were adapted to conduct
the load prediction based on selected features and historical campus half-hour recorded
load demand data in four different prediction time horizons. Prediction performance
was evaluated through two aspects: training/epoch time and prediction accuracy for
comparison. It was found that both methods had higher prediction accuracy for shorter
time horizon prediction scenarios, indicating better applicability in shorter time horizon
prediction. Comparison showed that the LSTM had a higher prediction accuracy according
to ultra-short and short-term load prediction, while SVM predicted better for medium-
and long-term scenarios; the prediction accuracy was also verified through the blind test.
Furthermore, the training time for SVM was shorter in medium- and long-term cases,
confirming the high dependence of LSTM prediction accuracy on the computing power of
the computer.
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The existing platform limited the performance of LSTM in longer time horizon sce-
narios. So, a more complex LSTM model could be constructed in further stages with more
nodes and hidden layers to improve its prediction accuracy when facing larger data sizes.
The strategy of selecting hyperparameters can be improved with some algorithms, such as
combining the model with the fish swarm algorithm. In addition, some more advanced
artificial intelligence algorithms, which have been applied in dealing with time series data,
can be compared with the existing two algorithms in more scenarios.
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