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Abstract: This paper proposes a new combined multi-cooling and power generation system (CMCP)
driven by solar energy. Carbon dioxide is used as a refrigerant. A parabolic trough collector (PTC)
is employed to collect solar radiation and convert it into thermal energy. The system includes a
supercritical CO2 power system for power production and an ejector refrigeration system with two
ejectors to provide cooling at two different evaporating temperatures. The CMCP system is simulated
hourly with weather conditions for Tunisia. The PTC mathematical model is used to calculate the
heat transfer fluid outlet temperature and the performance of the CMCP system on a specific day of
the year. A 1D model of an ejector with a constant area is adopted to evaluate the ejector performance.
The system’s performance is evaluated by an energetic and exergetic analysis. The importance of the
system’s components is determined by an exergoeconomic analysis. The system is modeled using
MATLAB software. A genetic algorithm is used for multi-objective optimization to determine the best
values and solutions for the system’s design parameters. The optimal energy and exergy efficiencies
were found to be 13.7 percent and 37.55 percent, respectively, and the total product unit cost was
31.15 USD/GJ.

Keywords: combined system; CO2 power cycle; multi-cooling; ejector; exergoeconomic analysis;
multi-objective optimization

1. Introduction

According to estimates from the International Energy Agency, between 1973 and 2015,
the world’s energy consumption increased by more than 200% [1]. The challenges related to
energy use and carbon emissions are also becoming more crucial. To solve these problems,
scientists have been attempting to increase efficiency through the integration of various
energy systems, as well as the use of renewable energy sources, including solar, wind, and
hydroelectric power. In contrast to non-renewable resources such as fossil fuels, which have
a limited supply and contribute to climate change and pollution by releasing greenhouse
gases, renewable energy sources are plentiful, can be regenerated over time, and have a less
negative environmental impact. Using integrated cooling and power systems, often known
as cogeneration systems, is one technique to improve energy efficiency and minimize
greenhouse gas emissions. Combined systems can generate electricity from a variety of
fuels, including natural gas, biomass, and waste heat, all of which are typically more
sustainable and cleaner than coal or oil [2]. Combined systems have proven to be an
effective approach to save energy, save money, and reduce pollutants [3].

Numerous academics have been drawn to the integration of power cycles to use waste
heat in industrial operations and available renewable energy [4,5]. Power cycles could use
biomass [6], geothermal [7], and ocean thermal energy [8]. Furthermore, power systems
can effectively be used in combination with different cycles [9], the internal combustion
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engine [10], and heavy-duty diesel engine applications [11]. They can also be used in
combined heat and power systems [12], combined power and refrigeration systems, [13],
and combined cooling, heating, and power systems [14]. These combinations successfully
utilize waste heat in power generation cycles and highly enhance the system’s energy
efficiency.

For the power sub-cycle of cogeneration systems, the organic Rankine cycle [15],
carbon dioxide (CO2) [16], and Kalina cycles [17] are usually employed, whereas the
refrigeration sub-cycles used are frequently the absorption refrigeration [18] and ejector
cooling cycles [19].

Research has looked into how well a solar-powered refrigeration and power system
performs. Renewable energy applications, among others, have drawn further attention
to ejector technology [20,21]. Solar ejector cooling cycles are commonly used in air condi-
tioning systems [22,23] because the cooling effect can be created while generating power
using an ORC [24]. These cycles have numerous advantages, including dependability,
simplicity, and minimal operational and installation costs, and they can employ a variety
of refrigerants. Additionally, the ORC was incorporated into ECC to create electrical power
and a refrigerating effect. Exergy and parametric analyses were performed to evaluate the
new design of a co-generation system for power and cold, and operating parameters were
modified to improve the system’s exergy efficiency [15,25]. Another cycle configuration was
studied, and the system performance was evaluated with the refrigerant R245fa. The results
of the simulation showed that the ejector had the maximum exergy losses [26]. Renewable
solar energy was utilized in a tri-generation system to produce power, heating, and cooling.
Several refrigerants were studied to select the one with the best performance [27,28]. In
another work, an ejector 1D unsteady model was presented, and a theoretical analysis
was carried out to estimate the system performance with different refrigerants [29]. A
combined ECC with the Kalina cycle for cooling and power generation was investigated
and analyzed [30,31]. Exergy and exergoeconomic analysis have been largely applied for
evaluating and optimizing various energy conversion processes. An energetic and exergetic
analysis of three novel combined power systems and ECC was proposed [32]. This study
aimed to improve the performance of the basic combined power and ECC performance by
suggesting three novel cycles and comparing their performance [32]. Another exergetic
study was carried out to investigate the performance of a combined power plant using a
high-temperature energy storage system with a solar parabolic trough [33]. An exergoe-
conomic analysis of an absorption chiller integrated with an ORC using parabolic trough
collectors was performed. The authors found that the average cost of exergy of the power
generated was about USD 12 per GJ [34]. The exergetic efficiency and overall capital cost
were selected as the main two functions to ensure maximum exergy efficiency and lower
capital cost in the power-generating cycle [35]. In another study, three functions were used
to find the best refrigerant to be used in an ORC [36]. A multi-objective optimization was
also presented for a trigeneration solar system to find the maximum average output power
with a minimum heat input [24,37]. Thermodynamic and economic analysis of a combined
trigeneration solar ECC system was presented using the exergy costing method [38]. Exergy,
energy, environmental, and economic analyses were carried out to study the combined
tri-generation cycle performance. The authors used an algorithm for cycle optimization
by having the levelized cost at a minimum value with a maximum value of exergy ef-
ficiency [39]. An ECC driven by the waste heat of exhaust gases was investigated and
an exergoeconomic analysis was conducted with system optimization using MATLAB
Software [40]. The authors optimized the cycle by combining the minimum product cost
with maximum exergy efficiency. Recently, a novel combined system of ECC and ORC for
application in space-cooling was presented. Two different working fluids, Isobutane and
Toluene, were used in the ECC and ORC, and the source heat was the excess heating of
the exhaust gases and the rejected heat from the ORC condenser. The exergy efficiency
and relative annual benefit functions were used for the system’s optimization. The output
cooling capacity was 271.1 kW and the ORC system generated 225.6 kW of electrical power
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with 26.2% thermal efficiency [41]. The genetic algorithms (GA) were implemented in
multi-objective optimization since they can ensure an accurate and robust approach. A
small-scale solar-driven ORC was optimized by a GA to minimize the payback period and
increase the exergy efficiency. Different types of solar collectors and working fluids were
evaluated for the weather conditions of the Mediterranean [42]. Lately, a theoretical anal-
ysis was conducted to evaluate the system’s performance by developing a mathematical
model of a parabolic trough collector (PTC) system of a combined ORC with ECC. The
objective of the work was to determine and control the temperatures of the glass cover
of the PTC receiver, absorber, and working fluid [43]. According to the literature review,
several factors have a significant impact on system performance from a thermodynamic,
economic, and environmental standpoint; as a result, single-objective optimization was
unable to accurately assess how well the performance of the combined systems performed.
This should be urgently carried out to perform multi-objective optimization.

The previously mentioned research demonstrates that multi-generation systems, such
as cogeneration and trigeneration systems, are desirable choices that can improve energy
generation performance and address many related dependability, safety, and flexibility
issues. In this regard, a variety of prime mover technologies are available, and the decision
amongst them depends heavily on the circumstances and preferences of the end user [44].
There are several ways to address major energy and environmental issues, such as im-
proving the efficiency of power generation systems and using waste heat and renewable
energy as heat sources. The supercritical CO2 cycle, which utilizes highly dense and ther-
mally conductive CO2 as a working fluid, has been proposed as a potential solution to
these challenges [45–47]. This approach may offer several benefits due to the properties
of supercritical CO2. The supercritical power CO2 cycle uses carbon dioxide as a working
fluid, and it has several advantages over traditional steam Rankine cycles and gas Brayton
cycles. One of these advantages is the ability to operate at higher turbine inlet temperatures,
since CO2 is less corrosive at high temperatures than steam. Additionally, the supercritical
CO2 cycle requires less compression work and has more compact heat exchangers and
turbines, which can result in lower costs and higher efficiency [48]. The supercritical CO2
cycle is compatible with a wide range of heat sources, particularly renewable energy, and
it is also used in combined cooling, power, and heating systems [49]. Over the years,
various configurations of the supercritical CO2 cycle have been developed, making it an
increasingly promising technology for power generation [50,51].

In the present work, a new solar combined multi-cooling and power generation
(CMCP) system using CO2 is proposed. The CMCP system consists of a parabolic trough
solar collector (PTC) as the heat supply to the system, a supercritical CO2 power system
for power production, and two ejector refrigeration systems for cooling supply at two
different evaporating temperatures. CO2 is used as the working fluid. An energetic
analysis of the CMCP system is conducted to evaluate its performance under Tunisian
weather conditions. Owing to the importance of the system simulation over time, the hourly
simulation of the solar cogeneration system is conducted. The PTC mathematical model is
used to calculate the heat transfer fluid (HTF) outlet temperature and the solar cogeneration
system’s performance on a particular day of the year. The proposed system is modeled
using MATLAB software, and the equations of mass and energy are implemented to
develop the computer program. An exergetic analysis is conducted to evaluate the system’s
thermodynamic performance. The system’s component exergetic efficiency and destruction
rates are determined. The importance of the comparative cost of each component is found
by conducting the exergoeconomic analysis since it includes not only the bare module
cost (BMC), operation and maintenance costs (OMC), and fuel cost, but also the exergy
destruction costs within the component. The system’s economic analysis is based on the
total revenue requirement (TRR) method of the system. The multi-objective optimization
to determine the ideal values and solution of the system’s design parameters is performed
using a genetic algorithm (GA). Total product unit cost (TPUC) and exergetic efficiency are
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the system’s objective optimization functions. For multi-objective optimization with GA,
the MATLAB software’s optimization toolbox is used.

The next sections of this article are organized as follows. Section 2 describes the studied
system. Sections 3–6 discusses the energetic, exergetic, economic, and exergoeconomic
analysis of the system. Section 7 defines the principle of the multi-objective optimization
adopted in the article. Section 8 examines the base case results. Section 9 covers the
parametric study of key parameters of the system. Section 10 examines the optimization
results. The paper ends with a conclusion (Section 11) that includes a summary of the
research.

2. The System’s Description

The schematic diagram of the solar combined multi-cooling and power generation
system is shown in Figure 1a. Figure 1b depicts the new system’s T-s diagram. The system’s
primary components are the parabolic trough solar collector, in which the heat transfer fluid
(HTF) circulates, the supercritical CO2 power system, and the CO2 ejector refrigeration
system.

In summary, the process described involves heating supercritical CO2 in the generator
so that high pressure and temperature are achieved (state 2), and then introducing this
heated carbon dioxide into the turbine to be expanded with isentropic expansion, resulting
in the production of power. At the steam generator, the CO2 at high pressure and tempera-
ture is generated by the absorption of heat from the solar collector. At the turbine, there
will be two extractions, and therefore two quantities of CO2 will enter the two ejectors.
Primary fluid, or the extracted CO2 from the turbine, passes via the drive nozzle of the
ejector. For both ejectors, the vapor removed from the turbine (states 3 and 13) is mixed
with the vapor leaving the evaporators (states 9 and 14) in a mixing chamber inside the
ejector before being compressed in the diffuser. Between the turbine’s extraction pressure
and the evaporation pressure, a new pressure is created (states 4 and 20). The condenser
condenses the fully expanded vapor leaving the turbine (state 10) to state 5. Then, the
condensate passes through the second pump (state 6), where it is mixed with the steam
leaving the second ejector In the mixing chamber (state 20). The liquid, assumed to be in a
saturated state (state 17), leaving the second mixing chamber is pumped to state 19 and
then mixed with the vapor leaving the first ejector (state 4). The fluid at state 16 is expanded
through the second expansion valve. The liquid assumed to be in a saturated state (state 11)
is partially compressed and sent to the steam generator through pump 1. The fluid at state
7 is expanded through the first expansion valve. At low pressure and temperature, the
liquid enters the evaporator (states 8 and 15) and produces a cooling effect.

The (T, S) diagram is given in Figure 1b. It shows the different isentropic and isothermal
evolutions of the studied system. The CMCP consists of a parabolic trough solar collector
(PTC), a supercritical CO2 power system for power production (states 1, 2, 3, 13, and 10),
and two-ejector refrigeration systems for cooling supply (states 4, 5, 6, 7, 8, 9, 11, 12, 14, 15,
16, 17, 18, 19, and 20).
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3. The System’s Energetic Analysis

The mathematical models of the solar-powered CMCP system mainly consist of the
solar collector (PTC) model, the ejector model, and the CMCP model.

The following assumptions are used to simplify the calculations:

1. Heat transfer between machinery, pipes, and the environment is disregarded, and the
system is steady.

2. Heat exchangers and pipe pressure drops are ignored.
3. When the primary and secondary flows enter the ejector, they are both saturated

vapor.
4. There is no heat loss as the ejector operates in a constant condition.
5. The isenthalpic evolution in the expansion valve.
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6. Constant isentropic efficiency for the turbine and pump are 90% and 80%, respectively.
7. The ambient reference temperature and pressure are 25 ◦C and 1 atm, respectively.
8. The steam generator efficiency is assumed to be 0.5.
9. The entrainment ratio of ejector 1 and ejector 2 is assumed to be 0.3 and 0.45, respectively.

The energy and mass conservation principles are used to develop a computer program.
Table 1 shows the energy balances for each component of the system.

∑
.

min −∑
.

mout = 0 (1)

∑
.

(mh)in −∑
.

(mh)out + ∑
.

Qin −∑
.

Qout +
.

W = 0 (2)

Table 1. Energy balances for the system components.

Component Equation

Evaporator 1
.

Qe1 =
.

m9 ∗ (h9 − h8)

Evaporator 2
.

Qe2 =
.

m14 ∗ (h14 − h15)

Condenser
.

Qcond =
.

m10 ∗ (h10 − h5)
Expansion valve 1 h8 = h7
Expansion valve 2 h16 = h15
Ejector 1

.
m4 ∗ h4 =

.
m3 ∗ h3 +

.
m9 ∗ h9

Ejector 2
.

m20 ∗ h20 =
.

m14 ∗ h14 +
.

m13 ∗ h13
Pump 1

.
Wp1 =

.
m1 ∗ (h1 − h12)

Pump 2
.

Wp2 =
.

m6 ∗ (h6 − h5)

Pump 3
.

Wp3 =
.

m19 ∗ (h19 − h18)

Turbine

.
Wturb =

.
m2 ∗ (h2 − h3) +

( .
m2 −

.
m3
)
∗ (h3 − h13) +( .

m2 −
.

m3 −
.

m13
)
∗ (h13 − h10)

Steam generator
.

Qger =
.

m2 ∗ (h2 − h1)
Mixing chamber 1

.
m11 ∗ h11 =

.
m4 ∗ h4 +

.
m19 ∗ h19

Mixing chamber 2
.

m17 ∗ h17 =
.

m6 ∗ h6 +
.

m20 ∗ h20

The system’s thermal efficiency is calculated to evaluate the thermodynamic perfor-
mance of the system. It is given as [43]:

ηthermal =

.
WNet +

.
Qe1 +

.
Qe2

.
Qger

(3)

With .
WNet =

.
WTurb − (

.
W p1 +

.
Wp2 +

.
Wp3) (4)

3.1. PTC Modeling

One of the most well-known types of solar collectors is the parabolic trough collector
(PTC), where a parabolic curved surface is lined with a receiver of a polished reflective
metal mirror. The PTC collector is chosen for the proposed CMCP system to absorb solar
radiation and convert it into thermal energy.

The water-based heat transfer fluid (HTF), a glass, and an absorber pipe make up the
PTC collector. As the HTF moves through the absorber tube, the heat is transferred. The
glass shell that surrounds the tube allows solar radiation to enter while also minimizing
heat exchange with the surroundings and reducing infrared radiation losses. The HTF
circulates inside the absorber tube, where its temperature is increased due to heat transfer
from sun radiation. The energy balances shown in Figure 2 are used to simulate the HTF
outlet temperature.
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Figure 2. The PTC surface element thermal balance.

The collector’s energy from the sun is represented by the variable qabs. The heat
transmission from the absorber pipe’s interior surface to the fluid is quseful.

qint,convection measures the convectional heat transfer between the glass envelope and
the absorber.

qint,conduction represents the heat transmission through the absorber by conduction.
Between the sky and the glass container, qext,radiation represents the heat transfer by

radiation. qext,convection is the convectional heat transfer between the atmosphere and the
glass envelope. Between the glass container and the absorber, qint,radiation represents the
radiation heat transfer.

The collector’s energy from the sun is represented by the variable qabs.
The HTF energy balance can be represented as follows:

ρFcFAA,int
∂TF(z, t)

∂t
= qin(z, t)− qout(z + ∆z) + quseful(z, t)∆z (5)

Equation (3) has the following initial and boundary conditions:

TF(0, t) = TF,in(t) = Tamb(t)

TF(z, 0) = TF,initial(z) = Tamb(0)

Newton’s law of cooling is used to estimate the absorber pipe’s interior surface
convective heat gain as follows:

quseful = hFAA,int(TA − TF) (6)

According to [52], the absorbed thermal energy by the collector is approximately:

qabs = Weffγinterception(ρταβ)IG (7)

The following formula determines the interception factor based on Gi, IG, and C:

γinterception =
IG(β)

Gi(β)
+

1
C

(
1− IG(β)

Gi(β)

)
(8)

where, Gi, IG, and C are the global and direct irradiation and the concentration factor,
respectively.

3.2. Ejector Modeling

The ejector schematic diagram is shown in Figure 3. It consists of two coaxial nozzles.
The driving nozzle is made by a convergent and a diverging nozzle, and the secondary
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nozzle is constructed by a convergent section; a cylindrical part called the mixer and a
diffuser.
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Figure 3. Schematic of the ejector.

The secondary flow, which has a lower energy level, meets the primary flow, which has
high energy levels and stagnation pressure, close to the motor nozzle’s exit. The two fluids
engage in interaction within the mixing chamber. The diffuser converts most of the kinetic
energy of this flow into pressure energy at the outflow. Depending on the conditions of
operation, three different flow regimes can exist in the ejector. The relationship between the
pressure at the ejector outlet and the mass flow rate ratio between the secondary flow and
the primary flow is what gives rise to the names of these three flow regimes. Supersonic,
transitional, and mixed regimes are these three conditions.

The ejector models, on the other hand, are divided into two groups based on the
nozzle position and various assumptions made for the mixing of the fluids, depending
on whether the mixing of the main and secondary fluids occurs at constant pressure or in
a mixing chamber with a constant cross-section [40,53,54]. The ejector’s performance is
influenced by geometrical and thermodynamic parameters. According to various studies,
the transition regime provides the best ejector performances [55–57]. Table 2 defines the
various geometrical and thermodynamic parameters of the ejector.

Table 2. The geometrical and thermodynamic parameters of the ejector.

Geometrical parameters

ϕ
The ratio of the cross-sectional area at the outlet of the primary nozzle and the

cross-sectional area at the throat of the primary nozzle =
(

d
d∗

)2

Ω
The ratio of the cross-sectional area at the outlet of the secondary nozzle and

the cross-sectional area at the throat of the mixing chamber =
(

dD
D

)2

φ
The ratio of the mixing chamber cross-section and the cross-section at the

throat of the driving nozzle =
(

D
d∗

)2

(X/d) The relative positioning of the primary nozzle.
(L/D) The relative length of the mixing chamber.
Lp/d The relative length of the divergent part of the primary nozzle.

(LD/D) The relative length of the divergent part of the secondary nozzle.
α, β, γ Angles of the convergent and divergent primary and secondary nozzles.

Thermodynamic parameters

U = m′′/m′ The ejector entrainment ratio, U
P′/P′′ The expansion ratio, Γ
P4/P′′ The compression ratio, r
P′/P4 The driving pressure ratio, ξ

The geometric parameters, φ, X/D, and L/D, as well as the thermodynamic parameters
U, ξ, Γ, and r, are the most influential [55,57]. A previous study on ejectors has been targeted
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at optimizing their role and searching for suitable operating points involving specified
relationships with these parameters.

To apply to the CMCP running with CO2, the ejector is modeled in a transition regime
with a 1D constant area [55].

Some assumptions are made for the analysis as follows:

1. An ideal gas working fluid with constant thermal conductivity, k, and heat-specific
heat capacity, Cp.

2. Steady flow inside the ejector.
3. Before mixing, the isentropic relations are utilized for simplicity in the 1D model.
4. The two liquids are completely blended when they leave the mixing chamber.

When the distance X is not equal to zero, the flow in the convergent part is supersonic,
and the aerodynamic throat is located in the cylindrical part of the mixing chamber. Based
on this information, we can deduce that:

M′′
2 = 1 (9)[

1 + Uθ
1
2

]
[f3(M3) + xM3] = f3

(
M′2
)
+ 2Uθ

1
2 (10)

f2(k, M4) =
f2(k, M3)

ηDΩ
(11)

f2(k, M4) = f4(k, M4)ξ
1 + Uθ

1
2

ΦΩ
(12)

Uθ
1
2 =

1
Γ
[Φ− 1

f2
(
k, M′2

) ] (13)

Γ =

(
2

k + 1

) k
k−1 1

f4
(
k, M′2

) (14)

In which:

f2(k, M) =

(
k + 1

2

) 1
k−1

M
(

1− k− 1
k + 1

M2
) 1

k−1
(15)

f3(M) = M +
1
M

(16)

f4(k, M) =

(
1− k− 1

k + 1
M2
) k

k−1
(17)

ηD =
P4

P3
(18)

θ =
T′′

T′
(19)

The obtained governing equations are solved using a consecutive substitution and
iteration method. The computational flowchart in the transition regime is shown in Figure 4.
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4. The System’s Exergetic Analysis

The energy balance places its emphasis on the quantity of energy rather than its quality.
Exergy in thermodynamics describes the nature of a specific amount of energy.

Exergy, then, is the most theoretically possible useful work that may be obtained
from an energy conversion system based on its conditions compared to the environmental
balance, according to [58].

Additionally, energy analysis is an extension of exergy analysis. It considers the usable
energy of a stream of energy capable of performing work. In comparison to energy analysis,
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it offers a more precise examination of thermodynamic systems and can be carried out at
the system, subsystem, or component level.

The majority of the system’s overall exergy is composed of chemical, physical, poten-
tial, and kinetic exergy:

.
Etot =

.
Ech +

.
Eph +

.
Ept +

.
Ekn (20)

The physical exergy is calculated as follows:

.
Eph =

.
m[(hi − h0)− T0(si − s0)] (21)

The temperature, enthalpy, and entropy are denoted by h, T, and s, respectively, and
the given and reference states are denoted by the subscripts o and i, respectively.

The exergy of fuel and product (
.
EF and

.
EP) approach [58] is applied in the exergy

analysis on the component and system levels. An exergy balance of the overall system is
given in Equation (22), where the exergy destruction and losses are denoted by

.
EP and

.
ED,

and
.
EL, respectively.

.
EF,tot =

.
EP,tot +

.
ED,tot +

.
EL,tot (22)

Neglecting the rate of exergy loss of individual components, one can obtain:

.
EF,k =

.
EP,k +

.
ED,k (23)

Exergetic efficiency εk is defined as the ratio

εk =

.
EP,k
.
EF,k

(24)

Overall system exergy efficiency εtot

εtot =

.
EP,tot
.
EF,tot

(25)

The exergy destruction ratio y∗D.k

y∗D,k =

.
ED,k
.
ED,tot

(26)

Thermodynamic inefficiency should be calculated only for the mixer and condenser,
since in these components, the destruction and transfer of exergy to the environment are
accomplished without achieving any positive exergetic effect [59]. Table 3 shows the exergy
balance equations of the system.

.
ED,k, dissipative =

.
Ein,k −

.
Eout,k (27)

Table 3. Exergy balance equations.

Component
Exergy Fuel Rate

(
.
EF,k)

Exergy Product Rate
(

.
EP,k)

Evaporator 1
.
EF,e1 =

.
E8 −

.
E9

.
EP,e1 =

.
E22 −

.
E21

Evaporator 2
.
EF,e2 =

.
E15 −

.
E14

.
EP,e2 =

.
E24 −

.
E23

Condenser
.
EF,cond =

.
E10 −

.
E5

.
EP,cond =

.
E26 −

.
E25

Expansion valve 1
.
EF,ev1 =

.
E7

.
EP,ev1 =

.
E8

Expansion valve 2
.
EF,ev2 =

.
E16

.
EP,ev2 =

.
E15

Ejector 1
.
EF,ejec1 =

.
m3 ∗ (e3 − e4)

.
EP,ejec1 =

.
m9 ∗ (e4 − e9)
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Table 3. Cont.

Component
Exergy Fuel Rate

(
.
EF,k)

Exergy Product Rate
(

.
EP,k)

Ejector 2
.
EF,ejec2 =

.
m13 ∗ (e13 − e20)

.
EP,ejec2 =

.
m14 ∗ (e20 − e14)

Pump 1
.
EF,p1 =

.
Wp1

.
EP,p1 =

.
E1 −

.
E12

Pump 2
.
EF,p2 =

.
Wp2

.
EP,p2 =

.
E6 −

.
E5

Pump 3
.
EF,p3 =

.
Wp3

.
EP,p3 =

.
E19 −

.
E18

Turbine
.
EF,turb =

.
E2 −

.
E3 −

.
E13 −

.
E10

.
EP,turb =

.
Wturb

Steam generator
.
EF,ger =

.
E27 −

.
E28

.
EP,ger =

.
E2 −

.
E1

Total system
.
EF,Total =

.
EF,ger

.
EP,Total =

.
EP,e1 +

.
EP,e2 +

.
Wnet

5. The System’s Economic Analysis

To evaluate and cost-optimize an energy conversion system, an economic analysis is
required. The total revenue requirement (TRR) method was used [58]. The project’s costs
with the minimum required return on investment were evaluated. The TRR is estimated
yearly based on the estimation of the total capital investment with the assumption of
economic, operating, financial, and market input parameters. An equivalent series of
constant payments are adopted for the annual investment and operating and maintenance
cost (OMC) to have them levelized.

The levelized TRR is the summation of carrying charges (CCL) and the expenses of
(FCL) and (OMCL).

TRRL = CCL + FCL + OMCL (28)

The CCL stands for “capital investment cost”, which comprises income and other
taxes, preferred stock, return on investment (ROI) for debt, and total capital recovery. The
fixed capital investment (FCI) and the interest due on the investment make up the total
capital investment costs (TCI).

TCI = FCI + interest (29)

The FCI is determined by adding the service facilities, architectural work, and contin-
gencies to the system’s BMC.

FCI = BMCtot + service facilities + architectural work + contingencies (30)

Using cost-estimating charts, and functions’ costs, the purchase equipment cost (PEC)
was calculated as the first stage of calculating the TCI. The cost of the equipment procure-
ment was modified by a power law as follows:

PECnew = PECknown(
Xnew

Xknown
)α (31)

Xnew represents the size of the approximating equipment costs (PECnew), Xknown
represents the size of the known equipment costs (PECknown), and α represents the size
exponent [58]. The chemical engineering plant cost index (CEPCI) elements are used to
compute the equipment costs for a certain reference year and adjust them for the analysis
year. The projected equipment cost PECnew must therefore be updated to the reference year.
The analysis’s reference year is 2021, with a CEPCI value of 776.3:

PECref = PECold

(
CEPCIref
CEPCIold

)
(32)

where the subscript old denotes the year the equipment’s cost was valid, and the subscript
ref denotes the year it was intended to be acquired.
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The specific type and qualities of the equipment must be taken into account as factors
after determining the cost of purchasing it. The cost estimation method’s last step was
applying the module factor (FBM) to account for installation expenses. The FBM takes into
account all components required for installing the equipment, including labor, piping, tools,
accessories, and anything else that can be included in cost estimation charts.

BMC was used to compute the total direct costs, while a percentage of the total direct
costs was used to calculate the indirect costs. Therefore, the FCI is the addition of the BMC
of the system to 25% of BMCtot considered as service facilities and architectural work, and
10% of BMCtot considered as contingencies.

Estimation of funds allowance in the construction period was carried out by two
installments over the two years with 60% and 40% of the FCI and interest. The TCI is the
summation of the FCI and the estimated fund allowances. The capital recovery factor is
calculated as follows:

CRF =
ieff(ieff + 1)n

(ieff + 1)n − 1
(33)

ieff is the rate of interest, and n is the lifetime.
CCL , FCL, and OMCL are determined as follows:

CCL = TCI ∗CRF (34)

FCL = FC0 ∗CELF = FC0 ∗
kFC(1− kFC

n)

1− kFC
∗CRF (35)

and

OMCL = OMC0∗CELF = OMC0 ∗
kOMC(1− kOMC

n)

1− kOMC
∗CRF (36)

With kFC = 1 + rFC
1 + ieff

and kOMC = 1 + rOMC
1 + ieff

, where rFC is the average inflation rate of
FCL and rOMC is the average inflation rate of the OMCL.

FC0, OMC0 is the first-year costs of FC and OMC, respectively.
The exergoeconomic analysis’s input is

.
Z, the cost rate associated with the investment

and OMC.
.
Z could be the cost of the components or the total system, as shown below:

.
Zk =

.
Zk

CI +
.
Zk

OM =
CCL

τ

PECk

∑ PECk
+

OMCL

τ

PECk

∑ PECk
(37)

.
Ztot =∑

.
Zk (38)

6. The System’s Exergoeconomic Analysis

The unique combination of economic and exergy analysis is referred to as exergoeco-
nomic analysis. It is a powerful and useful tool to identify hidden costs associated with a
system that cannot be identified using conventional exergy, energy, or cost analysis. The
information obtained through exergoeconomic analysis leads to finding the system’s stream
costs. The approach of exergoeconomic is vital for a cost-effective design of a system [59].

For each component of the system:

.
CP,k =

.
CF,k +

.
Zk (39a)

cP
.
EP,k = cF

.
EF,k +

.
Zk (39b)

where cF =
.

CF,k.
EF,k

and product cP =
.

CP,k.
EP,k

.

The rate of cost of exergy destruction in the component is

.
CD,k = cF

.
ED,k (40)

For the overall system
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.
CP,tot =

.
CF,tot +

.
Ztot −

.
CL,tot (41a)

cP,tot
.
EP,tot = cF,tot

.
EF,tot +

.
Ztot −

.
CL,tot (41b)

where cF,tot =
.

CF,tot.
EF,tot

and cP,tot =
.

CP,tot.
EP,tot

are the average total cost of fuel and product,

respectively.
The cost rate of exergy destruction in the overall system is

.
CD,tot = cF,tot ∑

.
ED,k (42)

The relative cost difference rk and the exergoeconomic factor fk can be calculated as:

rk =
cP,k − cF,k

cF,k
(43)

fk =

.
Zk

.
Zk +

.
CD,k

(44)

The detailed cost balance equation with the corresponding auxiliary and the cost of
equipment equations are shown in Table 4. The development and implementation of these
equations on the system’s components lead to a linear system of equations. The solution
of this system determines the needed cost flow rates of the system’s components and the
exergy unit cost for all exergy streams. Table 5 shows the exergoeconomic balance equations
for the cycle.

Table 4. Cost balance equations for the system components.

Component Cost Balance Equation Auxiliary Equations Estimation of PEC (USD2021)

Evaporator 1
.

C9 +
.

C22 =
.

C21 +
.

C8 +
.
Ze1

c21 = 0 ,
c8 = c9

PECe1 = 7400 ∗ (Ae1
10 )

0.6

Evaporator 2
.

C14 +
.

C24 =
.

C15 +
.

C23 +
.
Ze2

c23 = 0 ,
c15 = c14

PECe2 = 7400 ∗ (Ae2
10 )

0.6

Condenser
.

C5 +
.

C26 =
.

C10 +
.

C25 +
.
Zcond

c25 = 0 ,
c5 = c10

PECcond = 7400 ∗ (Acond
10 )

0.6

Expansion valve 1
.

C8 =
.

C7 +
.
Zev1

c11 = c7
c11 = c1

PECev1 = 280 ∗ .
m7

Expansion valve 2
.

C15 =
.

C16 +
.
Zev2

c17 = c16
c17 = c19

PECev2 = 280 ∗ .
m15

Ejector 1

.
m9(c4,9e4 − c9e9)

=
.

m3c3(e3 − e4) +
.
Zej1

c4,9 = c4 +
.

m3.
m9

(c4 − c3)

- PECej1 = 14, 840 ∗ (
.

wf1 ∗ rp1
100 )

0.6

Ejector 2

.
m14(c14,20e20 − c14e14)

=
.

m13c13(e13 − e20) +
.
Zej2

c14,20 = c20 +
.

m13.
m14

(c20 − c13)
PECej2 = 14, 840 ∗ (

.
wf2 ∗ rp2

100 )
0.6

Pump 1
.

C1 =
.

C12 +
.

Cw,p1 +
.
Zp1 cw,p1 = cw,turb PECp1 = 17, 280 ∗ (

.
wp1
10 )

0.37

Pump 2
.

C6 =
.

C5 +
.

Cw,p2 +
.
Zp2 cw,p2 = cw,turb PECp2 = 17, 280 ∗ (

.
wp2
10 )

0.37

Pump 3
.

C19 =
.

C18 +
.

Cw,p3 +
.
Zp3 cw,p3 = cw,turb PECp3 = 17, 280 ∗ (

.
wp3
10 )

0.37
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Table 4. Cont.

Component Cost Balance Equation Auxiliary Equations Estimation of PEC (USD2021)

Turbine
.

C2 +
.
Zturb =

.
C3 +

.
C13 +

.
C10 +

.
Cw,turb

c2 = c3
c2 = c13
c2 = c10

PECturb = 222, 170 ∗ (
.

wturb
1000 )

0.5

.
C28 +

.
C2 =

.
C27 +

.
C1 +

.
Zger

c27 =
.
Zsolarcollector.

EF,ger
c1 = c2

PECger = 7400 ∗ (Ager
10 )

0.6

.
C11 =

.
C19 +

.
C4

.
C17 =

.
C20 +

.
C6

Table 5. Cost balance equations for the exergoeconomic analysis.

Component Generated Product Rate (
.

CP,k)
Fuel Supplied Rate

(
.

CF,k)

Exergy Destruction Rate
(

.
CD,k)

Evaporator 1
.

CP,e1 =
.

C22 −
.

C21
.

CF,e1 =
.

C8 −
.

C9
.

CD,e1 =
.
ED,e1 ∗ cF,e1

Evaporator 2
.

CP,e2 =
.

C24 −
.

C23
.

CF,e2 =
.

C15 −
.

C14
.

CD,e =
.
ED,e2 ∗ cF,e2

Condenser
.

CP,cond =
.

C26 −
.

C25
.

CF,cond =
.

C10 −
.

C5
.

CD,cond =
.
ED,cond ∗ cF,cond

Expansion valve 1
.

CP,ev1 =
.

C8
.

CF,ev1 =
.

C7
.

CD,ev1 =
.
ED,ev1 ∗ cF,ev1

Expansion valve 2
.

CP,ev2 =
.

C15
.

CF,ev2 =
.

C16
.

CD,ev2 =
.
ED,ev2 ∗ cF,ev2

Ejector 1
.

CP,ejec1 =
.

m9(c4,9e4 − c9e9)
.

CF,ejec1 =
.

m3c3(e3 − e4)
.

CD,ejec1 =
.
ED,ejec1 ∗ cF,ejec1

Ejector 2
.

CP,ejec2 =
.

m14(c14,20e20 − c14e14)
.

CF,ejec2 =
.

m13c13(e13 − e20)
.

CD,ejec2 =
.
ED,ejec2 ∗ cF,ejec2

Pump 1
.

CP,pump1 =
.

C1 −
.

C12
.

CF,pump1 =
.

Wpump1 ∗ cw,pump1
.

CD,pump1 =
.
ED,pump1 ∗ cF,pump1

Pump 2
.

CP,pump2 =
.

C6 −
.

C5
.

CF,pump2 =
.

Wpump2 ∗ cw,pump2
.

CD,pump2 =
.
ED,pump2 ∗ cF,pump2

Pump 3
.

CP,pump3 =
.

C19 −
.

C18
.

CF,pump3 =
.

Wpump3 ∗ cw,pump3
.

CD,pump3 =
.
ED,pump3 ∗ cF,pump3

Turbine
.

CP,turb =
.

WTurb ∗ cw,Turb
.

CF,turb =
.

C2 −
.

C13 −
.

C3 −
.

C10
.

CD,turb =
.
ED,turb ∗ cF,turb

Steam generator
.

CP,ger =
.

C2 −
.

C1
.

CF,ger =
.

C27 −
.

C28
.

CD,ger =
.
ED,ger ∗ cF,ger

Total system
.

CP,tot =
.

CP,e1 +
.

CP,e2 +
.

CWnet
.

CF,tot =
.

CF,ger
.

CD,tot =
.

CF,tot
.
EF,tot
∗

.
ED,tot

7. Multi-Objective Optimization

In general, the nature of engineering problems has different objectives, which can
be in conflict; however, they must be satisfied simultaneously. For these situations, a
genetic algorithm is used to carry out a multi-objective optimization and to determine the
optimal design parameters of the system. The genetic algorithm is a method of natural
biological evolution to find the optimal solution [60]. A chaotic definition of numerous
individuals is used as the primary population in the genetic algorithm. The adaptability of
the individuals to the objective functions is the criterion of selection in each population. The
selected individuals for the reproduction of a new population have high correspondence
with objective functions. The main two operators in the optimization with the genetic
algorithm are the cross-over and mutation. A cross-over operator is used to create offspring
new chromosomes from the parent chromosomes’ synthesis. The higher adaptability
individuals have more chance to be chosen as parents, and the generated new population
will gradually gain higher fitness to approach the optimal solution. The convergence
process is guided by the cross-over operator [40].

Multi-objective optimization with GA was used to achieve the optimum solution.
The optimization toolbox in MATLAB software was used for this purpose. The selected
solver in the MATLAB software’s optimization toolbox was the “Gamultiobj-multi-objective
optimization using genetic algorithm”. It uses the principle of the Non-dominated sorting
genetic algorithm-II (NSGA-II) [61,62], which is an effective multi-objective optimization
method.
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Figure 5 depicts the GA optimization procedure and Table 6 summarizes the selected
tuning parameters of the applied GA.
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Table 6. The parameters of tuning in the GA program of optimization.

Parameters Value

The size of the population 50
The generation maximum number 200

The selection function Tournament
The size of the tournament 2

Probability of cross-over 95%
The function of mutation Adaptive feasible
The function of cross-over Intermediate

7.1. The Functions of Multi-Objective Optimization

The overall system optimization is achieved by implementing two essential objective
functions, which are the exergetic efficiency that must be maximized and the cogeneration
system’s total product unit cost that has to be as low as possible. The following equations
define these functions:
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The first objective function is exergy efficiency:

εtot,cycle =

.
EP,e1 +

.
EP,e2 +

.
WNet

.
EF,ger

(45)

In addition, the second objective function is the total product unit cost of the system:

TPUC =

.
CP,tot +

.
C20

.
EP,tot

(46)

7.2. The Decision Variables

The decision variables for the first cycle are the ratio of extraction, the secondary
mass flow rate of the ejectors, the pressure of the steam generator, and the coefficient of
evaporators, condenser, and steam generator. Table 7 lists the implemented ranges of these
variables.

Table 7. The decision variables’ range of the optimization of the system.

Parameters Range

The ratio of extraction [0.15; 0.33]
Secondary mass flow rate ejector 1

( .
m9
)

[0.7; 1.2]
Secondary mass flow rate ejector 2

( .
m14

)
[0.7; 1.2]

Steam generator pressure (P2) [175; 200]
Evaporator 1 coefficient [0.8; 1]
Condenser coefficient [0.9; 1.2]

Evaporator 2 coefficient [0.8; 1]
Steam generator coefficient [1; 1.2]

8. Results and Discussion
8.1. Ejector Model Validation

The relevant data from the literature were used to validate the ejector model. Contrast-
ing the outcomes of the simulation model of the ejector with those of a publicly available
empirical correlation [63,64] validated the computer simulation program.

Additionally, based on the earlier experimental investigations of [63], this empirical
correlation was developed for the performance prediction of ejectors in the optimal regime
and irrespective of the fluid nature. Table 8 shows the strong concordance between the
present findings and those obtained through the empirical correlation [63].

U = Uopt = 3.32[
1
r
(1− 1.21/ξ)]2.12 (47)

Table 8. Ejector model validation.

Ejector 1 Ejector 2

U UNehdi U UNehdi

1 0.31 0.35 0.25 0.29
2 0.35 0.37 0.310 0.312
3 0.4 0.399 0.4 0.342

8.2. PTC Model Validation

The results given by [65] lend support to the PTC collector simulation model. They
investigated the usage of a medium-temperature solar parabolic trough for cooling in
Tunisia and assessed the system’s thermal effectiveness and heat losses. The HTF circulating
temperature in the PTC in the current investigation substantially resembles those noted [65],
as seen in Figure 6.
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1 

 

 
Figure 6. Validation of the PTC fluid temperature [65].

8.3. Overall Results

A MATLAB computer program was created to simulate the CMCP system. CO2
thermodynamic properties were determined and calculated using the NIST and REFPROP
databases [66]. The PTC simulation results were assessed hourly during an exemplary
day. Figure 7 shows the hourly variation of the HTF temperature and global irradiance on
21 June, as estimated.
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Figure 7. The HTF temperature and the global irradiance hourly variation, on 21 June.

The HTF hourly variation of temperature is affected by global irradiance. The inci-
dent heat energy is absorbed by the HTF and transferred to the refrigerant. The greatest
temperature generated by the HTF is 141 ◦C between 01:00 and 03:00 p.m.

As illustrated in Figure 8, the HTF hourly temperature change in the PTC was used
to visualize the energy performance of the CMCP system. Table 9 describes the system
simulation’s operating parameter settings. The largest net power output was achieved in
the time interval of 01:00 and 3:00 p.m, as shown in Figure 8, because the highest produced
temperature of the HTF was reached at the same time. Furthermore, the heat generated by
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the steam generator reaches its peak. As a result, energy efficiency and net power output
have an inverse relationship.
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Figure 8. Hourly variation in energy efficiency and net power output.

Table 9. Operating conditions for the base case.

Parameters Value

Evaporator temperature (◦C) 2
Evaporator temperature (◦C) 7

The difference in temperature (◦C) 10
Steam generator temperature (◦C) 131

Steam generator pressure (bar) 180
Condenser temperature (◦C) 25

Expansion ratio 1 1.2
Expansion ratio 2 1.6
Extraction ratio 1 0.2

Ejector 1 secondary mass flow rate
.

m9 0.9
Ejector 2 secondary mass flow rate

.
m14 0.9

Pumps isentropic efficiency 0.8
Turbine isentropic efficiency 0.9

Ejector 1 entrainment ratio, U1 0.3
Ejector 2 entrainment ratio, U2 0.45

The simulation results of the CMCP system were evaluated on June 21st, at 1.55 p.m.
The thermodynamic, exergetic, and exergoeconomic aspects at all the state points of the
cycle using CO2 were computed using the computer program. Tables 10 and 11 show the
main performance indicators, thermodynamic and exergetic properties, as well as the unit
cost of exergy flow at the various state points of the proposed system.

Table 10. The indicators of the solar-based cogeneration system performance.

Parameters Value

Net power output (kW) 222.1
Cooling production (kW) 274
Heat power of the steam generator (kW) 3160
Energy efficiency (%) 15.69
Exergy efficiency (%) 31.65
Total product unit cost, USD/GJ 48.40
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Table 11. Thermodynamic properties and stream costs.

T P m H S e
.
E c

.
C

[K] [bar] [kg·s−1] [kJ·kg−1] [kJ·(kg·K)−1][kJ·kg−1] [kW] (USD/GJ) (USD/h)

1 317.45 180 15 290.04 1.25 228.69 3430.3 15.54 191.79
2 404.15 180 15 500.84 1.84 263 3945 13.99 198.59
3 388.24 150 3 491.11 1.84 253.27 759.82 13.99 38.248
4 339.95 74.635 3.9 476.93 1.89 222.95 869.49 17.22 53.856
5 298.15 64.342 10 274.78 1.25 213.43 2134.3 13.99 107.44
6 298.5 65.758 10 274.98 1.25 213.62 2136.2 14.28 109.71
7 300.53 74.635 0.9 276.22 1.25 214.86 193.38 15.54 10.812
8 275.15 36.733 0.9 276.22 1.28 206.56 185.9 16.24 10.86
9 275.15 36.733 0.9 429.65 1.83 193.73 174.36 16.24 10.186

10 317.62 64.342 10 452.71 1.84 214.87 2148.7 13.99 108.16
11 300.53 74.635 15.9 276.22 1.25 214.86 3416.3 15.54 191.01
12 300.53 74.635 15 276.22 1.25 214.86 3222.9 12.99 150.63
13 363.48 112.5 2 476.98 1.84 239.14 478.27 13.99 24.076
14 280.15 41.765 0.9 425.81 1.80 198.8 178.92 15.22 9.7983
15 280.15 41.765 0.9 274.98 1.27 208.5 187.65 15.22 10.276
16 298.5 65.758 0.9 274.98 1.25 213.62 192.26 14.79 10.228
17 298.5 65.758 12.9 274.98 1.25 213.62 2755.8 14.79 146.59
18 298.5 65.758 12 274.98 1.25 213.62 2563.5 14.19 130.83
19 300.53 74.635 12 276.22 1.25 214.86 2578.3 14.79 137.16
20 323.51 65.758 2.9 461.1 1.86 216.3 627.26 16.35 36.887
21 285 1 27.458 411.21 3.84 0.30061 8.254 0.00 0
22 280 1 27.458 406.18 3.82 0.57935 15.908 51.35 2.9385
23 290 1 26.987 416.24 3.86 0.11416 3.0808 0.00 0
24 285 1 26.987 411.21 3.84 0.30061 8.1127 93.16 2.7186
25 298 1 589.35 424.29 3.88 0 0 0.00 0
26 301 1 589.35 427.31 3.89 0.013621 8.0278 326.23 9.4206
27 414.15 3.7189 15.421 593.45 1.75 76.381 1177.9 1.18 4.9915
28 365.8 3.7189 15.421 388.42 1.22 28.275 436.04 1.18 1.8478

Table 10 shows that the proposed CMCP system has a cooling capacity of 274 kW and
a net power production of 222.1 kW. Using these outputs, the energy and exergy efficiencies
are 15.7% and 31.65%, respectively. Furthermore, the product’s unit cost is estimated to be
48.40 USD/GJ.

Additionally, Figures 9 and 10 exhibit schematic representations of each component’s
exergetic destruction rate and exergetic efficiency.
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According to Figure 9, the component steam generator has the highest exergy de-
struction ratio of around 49.41%, with a corresponding exergy destruction rate of about
227.2 kW. The first ejector follows with a 64.7 kW exergy destruction rate and a 14.07%
exergy destruction ratio. The turbine succeeds with a 55.8 kW exergy destruction rate and
a 12.14% exergy destruction ratio.

Figure 10 also includes the exergy efficiency of each component in the proposed
cogeneration system. The second expansion valve in the entire system has the highest
exergy efficiency of up to 97.60%. The turbine is then followed by the first expansion
valve. The first ejector had the lowest exergetic efficiency. Except for the ejector, the exergy
efficiency of producing components is quite good, with an overall system average of 31.6%.

Some characteristics and assumptions are utilized to carry out the economic analysis
for the proposed cycle. The parameters used are shown in Table 12. Table 13 shows the
values of the fuel exergy cost rate, product exergy cost rate, exergy destruction cost rate,
average component cost of fuel and product, exergoeconomic factor, and cost of each
component for the basic input conditions. The component turbine has the highest cost of
around 30.23 USD/h, followed by the first pump at 11.06 USD/h, and the condenser at
8.69 USD/h, while expansion valves have the lowest cost of about 0.05 USD/h. The second
pump had the highest exergoeconomic factor at 97.17%, followed by the condenser and
second evaporator at 96.40% and 91.73%, respectively.

Table 12. Assumptions and parameters of the economic analysis.

Assumptions/Parameters Value

Plant life span 15 years
Interest rate 12%

CRF 0.147
The average inflation rate of the operating and maintenance cost, rOMC 2.5%

CELF 1.165
Full load operational time τ, annually 7000 h
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Table 13. Exergoeconomic parameters of the cycle.

Component
.

CP,k
.

CF,k cP,k cF,k
.

CD,k
.
Zk fk

(USD/h) (USD/h) (USD/GJ) (USD/GJ) (USD/h) (USD/h) (%)

Evaporator 1 2.94 0.67 106.73 16.24 0.23 2.26 90.88
Evaporator 2 2.72 0.48 150.20 15.22 0.20 2.24 91.73
Condenser 9.42 0.73 327.15 13.99 0.33 8.69 96.40

Expansion valve 1 10.86 10.81 16.24 15.54 0.42 0.05 10.37
Expansion valve 2 10.28 10.23 15.22 14.79 0.25 0.05 16.48

Ejector 1 10.00 4.58 105.75 13.99 3.26 5.42 62.47
Ejector 2 5.31 2.30 93.81 13.99 1.51 3.01 66.65
Pump 1 41.16 30.10 55.18 32.28 6.02 11.06 64.76
Pump 2 2.27 0.29 317.43 32.28 0.06 1.98 97.17
Pump 3 6.32 2.15 118.45 32.28 0.43 4.17 90.64
Turbine 58.33 28.10 32.28 13.99 2.81 30.23 91.50

Steam generator 6.79 3.14 3.67 1.18 0.96 3.65 79.12
Total 31.40 3.14 48.40 1.17 1.94 72.83 97.41

9. Parametric Study of Key Parameters

To show the suggested system’s applicability, a parametric analysis of its thermody-
namic and exergoeconomic performance metrics is carried out, and the way how different
major assumed parameters affect the overall cycle performance is investigated.

Figure 11a,b depict the effect of inlet turbine pressure on the system’s net main
performance indicators. This pressure has a substantial impact on cycle performance. The
graph illustrates that the rate of power generation increases. As a result, energy efficiency
has a declining tendency, and exergy efficiency is always decreasing. Similarly, the overall
unit cost of the product rises. In other words, increasing the turbine input pressure might
increase the enthalpy difference through the turbine, resulting in increased turbine power.
Meanwhile, the initial rise in energy efficiency is related to an increase in turbine power
output, which compensates for the lower cooling generation rate. At higher pressures,
however, the fall in cooling generation rate is accompanied with a considerable decrease,
resulting in a decrease in energy efficiency. Because net electricity generated has the greatest
impact on exergy efficiency, the exergy efficiency is decreasing.
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Figure 11. (a) Effect of turbine inlet pressure on energy efficiency, cooling, and power generation.
(b) Effect of turbine inlet pressure on exergy efficiency and TPUC.

It should be observed that when the turbine inlet pressure increases, so does the
total product unit cost. The finding makes sense, since as turbine inlet pressure rises, so
does pump power. Nonetheless, increasing the input turbine pressure from 17,500 kPa to
22,000 kPa reduces cooling production from 274 kW to 272.4 kW while increasing generated
power from 497.1 kW to 533.6 kW. Furthermore, the energy efficiency reaches a maximum
of 15.78% at a pressure of 20,000 kPa, the exergy efficiency falls from 31.97% to 26.87%, and
the total product unit cost climbs from 46.78 USD/GJ to 61.96 USD/GJ.

Figure 12a,b depict the effect of the secondary mass flow rate of the first ejector
.

m9 on
the thermodynamic and exergoeconomic system performance. The entrainment ratio was
set. According to this figure, the rate of cooling and power generation increases while the
rate of energy efficiency declines. Furthermore, exergy efficiency rises while total product
unit cost falls. In other words, an increase in the first ejector’s secondary mass flow rate
could result in a rise in the obtained refrigerant mass flow rate entering the turbine,

.
m2. As

a result, the heating capacity of the steam generator increases while the energy efficiency
drops. Furthermore, when exergy efficiency increases, so does the overall product unit
cost. They vary in inverse proportion. At

.
m9 = 1.3 kg/s, the exergetic efficiency achieved a

maximum and the total product unit cost reached a minimum.
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mass flow rate of the second ejector, ṁ14= 0.5 kg/s, the best exergetic efficiency, and the 

lowest total product unit cost are achieved. 

As illustrated in Figure 13, increasing the secondary mass flow rate of the first ejector 

ṁ14 from 0.5 kg/s to 1.3 kg/s improves the cooling output capacity from 213.5 kW to 334.1 

kW. Furthermore, the power generation rate falls from 521.7 kW to 482.9 kW. The energy 

efficiency rises from 14.38% to 16.99%, whereas the exergy efficiency falls. Finally, the total 

unit cost of the product rises from 45.01 USD/GJ to 51.4 USD/GJ. 

 

 

 

 

0

5

10

15

20

25

30

35

0

10

20

30

40

50

60

70

80

0.4 0.6 0.8 1 1.2 1.4

Ex
e

rg
y 

e
ff

ic
ie

n
cy

 (
%

)

TP
U

C
 (

$
/G

j)

m9 TUPC Exergetic efficiency

Figure 12. (a) Effect of secondary mass flow rate of the first ejector on energy efficiency, cooling, and
power generation. (b) Effect of the secondary mass flow rate of the first ejector on exergy efficiency
and TPUC.

Nonetheless, increasing the secondary mass flow rate of the first ejector
.

m9 from
0.5 kg/s to 1.3 kg/s increases cooling production from 212.4 kW to 335.2 kW and generated
power from 259.7 kW to 745 kW. Furthermore, energy efficiency decreases from 18% to
14.78%, exergy efficiency increases from 27.54% to 33.23%, and total product unit cost drops
from 71.58 USD/GJ to 38.69 USD/GJ.

The behavior of the system’s performance indicators against the secondary mass flow
rate of the second ejector

.
m14 is depicted in Figure 13a,b. The second ejector’s entrainment

ratio was fixed. Figure 14 shows that the power generation rate decreases while the cooling
production rate increases. Similarly, energy efficiency increases but exergy efficiency
declines marginally. Furthermore, the overall product unit cost of products rises.

Increasing the secondary mass flow rate of the second ejector would increase the main
mass flow rate

.
m13. As a result, the outlet turbine mass flow rate

.
m10 would fall, resulting

in a decrease in turbine power generation. However, the rise in energy efficiency is related
to an increase in the cooling generation rate, which compensates for the reduced power
production. Furthermore, as the exergy efficiency decreases, the overall product unit cost
rises. They vary in inverse proportion. At a minimum value of the secondary mass flow
rate of the second ejector,

.
m14 = 0.5 kg/s, the best exergetic efficiency, and the lowest total

product unit cost are achieved.
As illustrated in Figure 13, increasing the secondary mass flow rate of the first ejector

.
m14 from 0.5 kg/s to 1.3 kg/s improves the cooling output capacity from 213.5 kW to
334.1 kW. Furthermore, the power generation rate falls from 521.7 kW to 482.9 kW. The
energy efficiency rises from 14.38% to 16.99%, whereas the exergy efficiency falls. Finally,
the total unit cost of the product rises from 45.01 USD/GJ to 51.4 USD/GJ.

The effect of the extraction ratio on the thermodynamic and economic performance pa-
rameters tested in this study is depicted in Figure 14. This extraction ratio has a substantial
impact on cycle performance. In terms of this figure, increasing this ratio reduces turbine
power production while maintaining the cooling generation rate constant. Furthermore,
energy efficiency improves, the exergy efficiency improves, and the total product unit cost
rises. Indeed, increasing the extraction ratio could reduce the mass flow rate entering the
turbine,

.
m2, as well as the heat power of the steam generator. As a result, turbine power

generation is reduced while energy efficiency is raised. The exergy efficiency decreases
because the quality of the electricity generated has the biggest effect on it. Therefore, a
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decrease in the energy efficiency rate is associated with an increase in the overall product
unit cost.
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Figure 13. (a) Effect of the secondary mass flow rate of the second ejector on energy efficiency, cooling,
and power generation. (b) Effect of the secondary mass flow rate of the second ejector on exergy
efficiency and TPUC.

As seen in Figure 14, when the extraction ratio rises from 0.1 to 0.5, the rate of power
production falls from 1152 kW to 112.5 kW, while the capacity of cooling production remains
constant at 273.8 kW. When it comes to energy efficiency, it rises from 13.59% to 21.97%
while falling from 40.33% to 5.6%. Finally, the cost of the entire product unit rises from
27.85 USD/GJ to 256.1 USD/GJ.

The parameter’s effect on the system’s thermodynamic and exergoeconomic perfor-
mance was investigated. The total product unit cost, energy, exergy efficiency, turbine
power output, cooling generation rate, and total product unit cost were all evaluated.
However, parametric analysis is insufficient to determine the best design parameters. As a
result, multi-objective optimization should be performed to establish the optimal system
design parameters.
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Figure 14. (a) Effect of the extraction ratio on energy efficiency, cooling, and power generation.
(b) Effect of the extraction ratio on exergy efficiency and TPUC.

10. Optimization Results

The objective functions for the multi-objective optimization problem are exergy ef-
ficiency and total product unit cost. The simulation results are displayed graphically as
curves or numerically as values. Figure 15 depicts the curves presented at the end of the
simulation. They are as follows, from left to right and top to bottom:

− Dispersions among individuals of the same generation.
− Individual genealogy: the red, blue, and black lines represent the children of a muta-

tion, a crossover, or elite, respectively.
− A histogram of the values assigned by the objective functions for each generation,
− The parents’ histogram, which contributed to the construction of succeeding genera-

tions.
− The progression of the simulation’s stopping criterion.
− The front or diagram of Pareto.
− The dispersion between the individuals constituting the Pareto.
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− The rank of the individuals resulting from the simulation. The individuals of rank 1
constitute the Pareto front.

− The average variations measured in the differences between individuals from one
generation to the next.
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Similarly, Figure 16 depicts the Pareto frontier determined using the MATLAB opti-
mization program.
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Figure 16. Pareto optimal solutions of the system’s TPUC and for exergy efficiency.

This graphic depicts the highest exergy efficiency (point B) and the lowest overall
product unit cost (point A). This figure also illustrates the ideal and non-ideal solutions,
as well as the optimal option. It should be noted that an exergy efficiency of 37.58% was
recorded at design point B, with the TPUC reaching a maximum of 31.34 USD/GJ. Point A,
on the other hand, had the lowest TPUC value of 30.69 USD/GJ and the lowest exergetic
efficiency of 37.45%. If the TPUC or exergy efficiency is the only objective function, point A
or B is deemed the ideal position. In the case of multi-objective optimization, the points on
the Pareto frontier could be considered the best optimum option. The equilibrium ideal
point, defined as the point at which both objective functions have their optimal value at
the same time, was used in this work to determine the final optimum position. As seen in
Figure 16, as the point approaches the Pareto frontier’s equilibrium point, it can be called
the final optimum point. The TPUC and exergy efficiency are, respectively, 31.15 USD/GJ
and 37.55%. Table 14 shows the values of the selected optimal solution and optimal design
parameters. Furthermore, a comparison of the CMCP system’s base case and ideal case
performance was performed (Table 15).

According to this table, the cooling and power generation rates will increase from
273.7 kW to 289.7 kW and 222.1 kW to 480 kW, respectively. Since the steam generator heat
increased, energy efficiency decreased slightly, and overall exergy destruction increased.
The rate of destruction lowered.

Table 14. Selected optimal solution.
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Secondary
Mass
Flow
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.

m14

Extraction
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Steam
Generator
Pressure

(bar)

Evaporator 1
Coefficient
kWm−2K−1

Evaporator 2
Coefficient
kWm−2K−1

Condenser
Coefficient
kWm−2K−1

Steam
Generator
Coefficient
kWm−2K−1

37.55 31.15 1.2 0.7 0.15 180.6 0.92 0.92 1.03 1.16
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Table 15. Comparison between optimal case and base case.

Design Parameters Base Case Optimal Solution

Extraction ratio 0.2 0.15
Steam generator pressure (kPa) 18,000 18,060
Secondary mass flow rate

.
m9 0.9 1.2

Secondary mass flow rate
.

m14 0.9 0.7
Evaporator 1 coefficient 0.9 0.92
Evaporator 2 coefficient 0.9 0.92
Condenser coefficient 1 1.03

Steam generator coefficient 1 1.16
Energy efficiency 15.68 13.7

Evaporator cooling capacities Qtot (kW) 273.7 289.77
Net power output (kW) 222.1 480

Steam generator heat (kW) 3161.9 5610.4
Total exergy destruction (kW) 459.6 756.7

Destruction cost rate
.

CD,tot (USD/h) 1.94 1.8
Total exergy efficiency (%) 31.64 37.55

Total product unit cost (USD/GJ) 48.38 31.15

11. Conclusions

In this work, multi-objective optimization and exergoeconomic analyses of a new
combined multi-cooling and power generation system driven by solar energy are presented.
The system includes a supercritical CO2 power system for power generation and an ejector
refrigeration system with two ejectors to provide cooling at two different evaporating
temperatures. The PTC is used as the thermal energy source. The daily dynamic simulation
of the source heat system was performed. The simulation hourly results of the temperature
of the heat transfer fluid were used as input for the cogeneration system to estimate its
performance. Exergy and energy analyses were performed to estimate the thermodynamic
enhancement of the proposed system. Economic and exergoeconomic analyses were
conducted to assess and optimize the system’s cost. A thermodynamic parametric analysis
of the system was carried out in line with an exergoeconomic study. It was found that
increasing the turbine inlet pressure would enhance both the power generation and the
TPUC. Furthermore, it was found that the system performance was significantly impacted
by the turbine extraction ratio. It was discovered that power generation and energy
efficiency decreased when the turbine extraction ratio rose.

A multi-objective optimization using a genetic algorithm with the total product unit
cost and exergy efficiency as the objective functions determined the system’s optimal
conditions and design parameters. The thermodynamic model was solved by MATLAB
software using the NIST database with the REFRPOP program to evaluate the refrigerant
CO2 thermodynamic properties. It was found that the highest amount of exergy destruction
was for the ejector and the turbine. The multi-objective optimization showed that the
turbine’s extraction ratio, inlet pressure, and the ejector’s secondary mass flow rate highly
affected the power output of the turbine, cooling capacity, exergetic efficiency, and the
TPUC. The optimal solution and design parameters of the system were determined with an
exergy efficiency of 37.55% and TPUC of 31.15 USD/GJ.
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Nomenclature

Symbols
A Surface per unit length (m)
BB Expansion ratio of the turbine
.

C Cost rate (USD/h)
C Factor of concentration
Cp Gas-specific heat at constant pressure, (kJ kg−1 K−1)
c Specific exergy cost rate [USD/GJ]
cF Specific heat of the heat transfer fluid (kJ/kg K)
D Diameter (m)
d Diverging outlet section diameter of the nozzle motor (m)
dD Secondary nozzle diverging diameter (m)
d* Nozzle motor diameter (m)
.
E Exergy (kW)
e Specific exergy (kJ/kg)
FBM Module factor
fk The exergoeconomic factor
Gi The solar global irradiance (kW/m2)
h The enthalpy (kJ kg−1)
hF Convection heat transfer coefficient of the heat transfer fluid
ieff Rate of interest
k Specific heat ratio (Cp/Cv)
IG The solar direct radiation (kW/m2)
M Mach number
.

m Mass flow rate (kg s−1)
n Lifetime plant
P Pressure
Q Heat quantity (kJ)
.

Q Heat load (kW)
S The entropy (kJ/kg K)
r The ejector compression ratio
rOMC The average inflation rate of the operating and maintenance cost
rFC The average inflation rate of the fuel cost
rk The relative cost difference
T Temperature
t Time (s)
U The ejector entrainment ratio

.
W Mechanical work (kW)
Weff Collector aperture (m)
X Driving nozzle position about the throat of the mixer (m)
y∗ Exergy destruction ratio
Z Distance (m)
.
Z The components’ cost rate [USD/h]
.
Ztot Total system cost rate [USD/h]
Abbreviations
BMC Bare module cost
CMCP Combined multi-cooling and power generation
CEPCI Chemical engineering plant cost index
CRF Capital recovery factor
CELF Constant escalation levelization factor
CC Carrying charges
ECC Ejector cooling cycle
FCI Fixed capital investment
FC Fuel cost
GA Genetic Algorithm
HTF Heat Transfer Fluid
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ORC Organic Rankine Cycle
OMC Operating and maintenance cost
ROI Return on investment
PEC Purchased equipment cost
PTC Parabolic Trough Collector
X Size of equipment
TCI Total capital investment
TPUC Total product unit cost
TRR Total Revenue Requirement
Greek letters
ρ Reflectivity
ρA The density of the absorber pipe (kg/m3)
ρF The density of fluid (kg/m3)
β Inclination angle
α Thermal diffusivity
γinterception Factor of interception
η Efficiency
τ The mirror’s transmittance
∆ Related to the variation of a parameter
Φ Ejector geometrical ratio
θ Temperature ratio (T′′ /T′)
Γ The expansion ratio
ξ The driving pressure ratio

Ω
The ratio of the outlet section of the nozzle on the side of the mixing
chamber

η Energy efficiency
ε Exergy efficiency
τ Full load operational time
Exponents and Subscripts
A Absorber pipe
abs Absorbed
amb Ambient
ch Chemical
D Destruct
e1 Evaporator 1
e2 Evaporator 2
ev1 Expansion valve 1
ev2 Expansion valve 2
ejec1 Ejector 1
ejec2 Ejector 2
ext External
F Fluid
F Fuel (exergy fuel)
Ger Steam generator
L Loss
l Levelized
int Internal
in Entry
kn Kinetic
Known Known equipment
Net Net
New New equipment
Out Outlet
Old The year the equipment’s cost was valid
p Product
p1,p2,p3 Pump 1,2,3
ph Physical
pt Potential
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Ref The year it was intended to be acquired
turb Turbine
i Given state
0 reference state (for exergy analysis)
1,2,3 Cycle locations
k kth component
tot Total
V The glass envelope
* Fluid critical state
′ High-pressure working fluid
” Entrained low-pressure fluid
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