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Abstract: Power system stability has been suffering increasing threats with the ever-growing pene-
tration of intermittent renewable generation such as wind power and solar power. Battery energy
storage systems (BESSs) could mitigate frequency fluctuation of the power system because of their
accurate regulation capability and rapid response. By dividing the Area Control Error (ACE) signal
and the State of Charge (SOC) of battery energy storage systems into different intervals, the frequency
control task of BESSs could be determined by considering the frequency control demand of the power
grid in each interval and SOC self-recovery. The well-developed model predictive control can be
employed to attain the optimal control variable sequence of BESSs in the following time, which
can determine the output depths of BESSs and action timing at different intervals. The simulation
platform MATLAB/Simulink is used to build two secondary frequency control scenarios of BESSs for
providing frequency regulation service. The feasibility of the presented strategy is demonstrated by
simulation results of a sample system.

Keywords: secondary frequency control; model predictive control; self-recovery of State of Charge
(SOC); frequency regulation; area control error (ACE)

1. Introduction

Extensive integration of renewable energy sources has become one of the key measures
to address global resource shortage and climate change [1]. However, the widely employed
renewable energy based generators, such as wind power and solar power, do not have the
inertia and damping characteristics of traditional thermal power units. In addition, the
intermittent and uncertain generation outputs impose challenges for power system security
and stability, and frequency control/regulation is becoming more difficult [2,3]. Traditional
frequency control no longer meets the ever-increasing requirement for frequency control.
Hence, more efficient frequency control is highly demanding.

In recent years, electrochemical energy storage technology has developed rapidly,
with material and production costs greatly reduced. Battery energy storage technology has
been widely applied in power grid frequency control. The Battery Energy Storage System
(BESS) has the advantages of large capacity, fast response, and bidirectional regulation;
therefore, it has good prospects in power grid frequency control [4,5]. Energy storage-
assisted thermal power unit frequency control is more suitable for the current power grid
frequency control, considering the capacity and cost of energy storage. For example, Shanxi
Jingyu Power Plant added a 9 MW lithium battery energy storage system to assist the
frequency control of thermal power units [6]. This BESS improved the power plant’s
frequency quality and frequency control income. The Beijing Shijingshan Thermal Power
Plant implemented a 2 WM demonstration project, which uses a BESS to improve frequency
control performance in the context of high renewable energy integration [7]. The successful
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operation of the above projects demonstrate the feasibility of BESSs in secondary frequency
regulation provision.

Much research work has been done on the employment of BESSs in providing sec-
ondary frequency control/regulation. In reference [8], frequency control signals were
allocated according to the rated power of the BESS, without considering the SOC state of
the battery, and it was easy to reach the capacity limit of the battery. Some recent literature
considers the state of SOC, such as reference [9]: the coefficients of virtual droop control
and virtual inertia control are adaptively controlled and the output power of the BESS is
controlled according to SOC state so as to improve the economy of the whole unit operation.
The authors in [10,11] discussed the energy storage battery’s smooth output according to
SOC state based on the fuzzy control theory, effectively reducing the system’s demand for
energy storage capacity. In order to avoid the phenomenon of over-limit in the actual work-
ing process of the energy storage system, the control strategy of switching state between
charging, discharging mode, and Frequency regulation mode for battery energy storage
was proposed in [12]. The literature [13] has proposed using the logistic regression function
to construct the control law of energy storage adaptive frequency control and self-recovery
state of charge, ensuring good SOC while adjusting the frequency. In [14], based on the
Area Control Error (ACE) signal mode, the ACE high-frequency signal obtained through
the low-pass filter is allocated to the BESS, reducing its frequency control pressure.

Most of the above studies focus on the coordination strategy between the power grid
frequency control demand and SOC self-recovery without considering the loss caused by
frequent unit operations. They also failed to acknowledge that BESS can accurately respond
to high-frequency signals. For example, in [14], high-frequency components were allocated
to energy storage, which reduced the operation times of the unit to a certain extent but
could not change the magnitude of high-frequency components borne by the BESS in real
time according to the SOC. Moreover, most of these strategies followed the traditional PI
control method, which cannot achieve satisfactory frequency control effects in the current
complex frequency control scene.

Considering the above problems, we propose a control strategy based on the Model
Predictive Control (MPC) for energy storage systems to help thermal power units par-
ticipate in secondary frequency control, which studies and formulates the output and
self-recovery strategies of the energy storage battery. In this strategy, Empirical Mode
Decomposition (EMD) partitions the frequency control signal ACE into high- and low-
frequency components. According to the different output characteristics of the thermal
power unit and the BESS, the high-frequency components are assigned to the BESS, and
the unit bears the low-frequency components. In each ACE interval, the SOC recovery
demands of the BESS and power grid frequency control are considered to dynamically
change the high-frequency component size of the energy storage system and determine the
optimal model predictive control output weighting matrix, the output target, and output
depth of the traditional unit and energy storage system. The simulation results showed
that our proposed method maintains good SOC, improves frequency control performance,
and reduces unit wear.

2. Dynamic Model of Secondary Frequency Control with Energy Storage
2.1. Frequency Control Model of Two Area Interconnection Systems

We studied the frequency control dynamic model for two interconnected areas and
established a power grid equivalent model for two interconnected area systems with BESS.
The AGC control mode is set to Tie-Line Bias Control Mode. Figure 1 shows the energy
storage system configured for area 2.
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Figure 1. Frequency control model of the two-zone system with energy storage devices. 
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Figure 1. Frequency control model of the two-zone system with energy storage devices.

In Figure 1, Ggi(s) is the simplified model of the generator set comprising the governor
model Ggov(s) and reheat turbine model GT(s) in series, and i = 1, 2 represents the two
regions. ∆PLi, ∆Pti, ∆Pri, ∆Xgi, ∆Ptie, and ∆ fi are the load disturbance, turbine output
power increment, reheater output power increment, governor position increment, tie-
line power deviation, and frequency deviation, respectively. βi and Ri are the power
system deviation coefficient and unit adjustment coefficient, respectively. Mi and Di are
the regional inertia coefficient and regional damping coefficient, respectively. T12 is the
synchronization coefficient of the tie line; Acei is the regional control deviation; Cn is the
rated capacity of energy storage; Soc0 and Soc represent the initial SOC and real-time SOC
for BESSs.

The transfer function of the governor model for traditional thermal power units:

Ggov(s) =
1

1 + sTg
(1)

where Tg represents the governor model’s time constant for the thermal power unit.
The transfer function of the conventional reheat turbine model:

GT(s) =
1 + sFHPTRH

(1 + sTCH)(1 + sTRH)
(2)

where FHP, TRH, and TCH are the reheater gain, reheater time constant, and turbine time
constant, respectively.

The transfer function of the traditional thermal power unit model is:

Ggi(s) = Ggov(s)GT(s) (3)
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ACE can be attained by {
Ace1 = ∆P12 + β1∆ f1
Ace2 = ∆P21 + β2∆ f2

(4)

where Ace1 and Ace2 are respectively the ACE signals of area 1 and area 2.

2.2. Equivalent Model of Battery Energy Storage Systems in Power Grid Frequency Control

Electrochemical energy storage usually comprises a battery body and a corresponding
energy conversion system. The general model for electrochemical energy storage is greatly
simplified compared to the entity [15]. The energy conversion system determines the main
output characteristics of the BESS. The first-order inertia link usually replaces the delay
characteristics of the energy storage system, and the battery gain replaces the relationship
between power and frequency change. The product model of the first-order inertia link and
the battery gain is used as the equivalent model for the BESS. This method is widely used in
current research on BESSs participating in power grid frequency control. The author of [16]
verifies that this model can be applied to frequency control research under appropriate
circumstances.

The equivalent transfer function model of BESSs:

Gb(s) =
KB

1 + sTb
(5)

where Tb and KB are the time constant and battery gain of the BESS, respectively.
The SOC of BESS cannot be measured directly; therefore, it is difficult to determine

high-precision monitoring. Currently, there are two indirect methods to monitor the SOC of
a BESS. The first method is to measure the terminal voltage of the battery and then transfer
the voltage to the SOC. The second method directly integrates the BESS output and obtains
the SOC. We adopted the second method to measure the SOC of BESS.

3. Dynamic Model of Secondary Frequency Control with Energy Storage
3.1. Model Predictive Control

MPC has been used in the control field since the 1990s. Compared to the traditional
PI controller, the MPC controller has superior performance and satisfies all operational
constraints by minimizing the value of the objective function to determine the control
variables [17]. Different operation objectives can be achieved by setting the appropriate
weight factor value in the MPC controller’s objective function. The MPC algorithm includes
three parts: system prediction model, rolling optimization, and feedback correction, which
have obvious advantages in dealing with constraints.

3.2. Application of MPC in Secondary Frequency Control

Firstly, we need to collect model data of AGC system in grid, model data of the BESS
and load disturbance data before we use MPC. Secondly the state space expression of the
system is established according to the model data of the BESS and load disturbance data.
Finally, the optimal control variables of BESS are obtained through the prediction model,
rolling optimization, and feedback correction, which can balance the SOC recovery demand
of BESS and the demand of frequency control to grid.

3.2.1. System Prediction Model

The prediction model predicts the system’s future state according to historical infor-
mation on the system’s state parameters and control variables, which determine the future
control input information. Therefore, a model describing the system’s dynamic behavior
is needed as a prediction model. This model has no strict requirements on the system’s
expression form as long as the model can predict the system’s future state value according
to the input information.
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The state equation of the two-area power frequency control system with energy
storage is: { ·

X = AX + BU + RW
Y = CX

}
(6)

where X, U, W, and Y represent the state variable, input variable, disturbance quantity, and
output variable, respectively. A, B, R, and C represent corresponding matrices determined
by the parameters of the system and controller. The specific elements are as follows:

X =
[
Reg1 ∆Ptie Reg2 Pb Soc

]T

where Reg1 is the state variable of the regional generator set in area i, which is expressed
as follows:

Reg1 =
[
∆ fi ∆Pti ∆Pri ∆Xgi ∆Pci

]T i = 1, 2

U = ub

W = [∆PL1 ∆PL2]
T

Y = [Acei ∆ fi Soc]
T

Equation (5) uses Ts as the sampling period for discretization, and the system’s discrete
state-space model is obtained, as shown in Equation (7):{

X(k + 1) = AX(k) + BU(k) + RW(k)
Y(k) = CX(k)

(7)

where A = eATs , B =
∫ Ts

0 eAtBdt, R =
∫ Ts

0 eAtRdt.

3.2.2. Rolling Optimization

Rolling optimization determines future control effects through the optimum of a
certain performance index. According to the discrete state space model (7), the frequency
deviation of the system, ACE signal, and SOC change of the BESS starting from time K can
be predicted, and a quadratic performance index function satisfying certain constraints can
be constructed, which is expressed as:

minJk =
p
∑

j=1
(Y(k + j|k)−Yr(k + j))TQ(Y(k + j|k)−Yr(k + j))+

m
∑

i=1
UT(k + i− 1|k)RU(k + i− 1|k)

(8)

s.t.Umin ≤ U(k) ≤ Umax (9)

Ymin ≤ Y(k) ≤ Ymax (10)

In Equation (8), Q and R are the output weighting matrix and control weighting matrix
of the model predictive control, respectively; Y(k + j|k) represents the output state at time
k + j predicted by the system at time k; Yr(k + j) represents the output reference value of
the system at k + j time in the future, where j∈ (1, p), p is the prediction time domain. In
this system, the frequency deviation and ACE signal’s reference values are set to 0, and the
SOC reference value of the BESS is 0.5. U(k + i− 1|k) is the prediction of system control
variables at time k at time k + i − 1 in the future, where i ∈ (1, m).m is the control time
domain. In Equation (9), Umin and Umax represent the lower and upper limits of system
control variables and refer to the power constraint of the BESS. In Equation (10), Ymin and
Ymax represent the lower and upper limits of the system output variables and refer to the
SOC constraints of the BESS.

The future optimal control sequence U(k + i− 1) starting from time k is obtained by
calculating the optimal value of the objective function at the specified time. The first control
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variable Uk in the obtained control sequence is applied to the BESS. The process above is
repeated at the next sampling time. The optimization problem is refreshed and solved after
the new measurement value is obtained, and the cycle is repeated for online optimization.

3.2.3. Feedback Correction

The above prediction model and rolling optimization process belong to open-loop
control. When the model predictive control is used to predict the future output, the
deviation between the predicted value and the actual value is caused by interference factors,
so the control fails. To establish closed-loop control, the deviation between the predicted
value and the actual value is introduced as feedback in MPC for feedback correction:

YP(k + 1 + j) = Y(k + 1 + j|k + 1) + h(k + 1) (11)

where YP is the predicted value of the output after correction; h is the weighting coeffi-
cient matrix.

The idea of applying MPC in frequency control of BESS is as shown in Figure 2.Energies 2023, 16, 1228 7 of 17 
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4. Control Strategy of Battery Energy Storage System

By formulating a reasonable output control strategy for BESSs, the frequency control
effect of the system improves, and the SOC maintains a healthy state. The ACE signal’s
size is closely related to the output size of the BESS. According to the absolute value of
ACE, it can be divided into several control intervals, including dead zone (0− ACEce,d),
normal state zone (ACEce,d − ACEce,n), sub-emergency state zone (ACEce,n − ACEce,e),
and emergency state zone (>ACEce,e). Combined with the capacity limit and SOC of the
battery, the output and self-recovery strategies of the BESS can be determined based on
meeting the demands of frequency control while using the coordinated operation of thermal
power units and BESSs.

4.1. Output Strategy of Battery Energy Storage System
4.1.1. Dead Zone

When the ACE signal is in the dead zone, the load disturbance to the system is minor,
and the thermal power unit and BESS do not temporarily participate in the secondary
frequency control. Moreover, in this case, we can induce the energy storage battery self-
recovery condition. Keeping the SOC within the normal operating range provides more
frequency control capacity in subsequent frequency control phases. In this state, the output
weighting matrix of MPC is set to:

Q = diag(0, 0, 1) (12)

4.1.2. Normal State Zone

The power grid is slightly disturbed when the ACE signal is in the normal state area
and the system frequency control demand is minor. The battery energy storage system has
sufficient capacity and can independently undertake the system frequency control demand.
In this state, the advantages of fast response speed and accurate output of the BESS are
exploited, and the priority output target of the BESS is set to eliminate frequency deviation.
At the same time, when the SOC of the BESS is poor, the self-recovery action of energy
storage begins under the power grid constraints. In this state, the output weighting matrix
of MPC is set to:

Q = diag(1, 1, 0.2) (13)

If the battery SOC enters the emergency recovery interval, it begins self-recovery, and
the traditional unit undertakes the frequency control task.

4.1.3. Sub-Emergency State Zone

The grid system is greatly disturbed when the ACE signal reaches the sub-emergency
state range. At this time, the frequency control demand on the system is significant, and
the frequency control capacity of the BESS is relatively small and cannot undertake all
the frequency control tasks alone. Therefore, the ACE signal is divided into high and low
frequencies through EMD. The traditional unit assumes the ACE signal’s low-frequency
part, and the BESS assumes the ACE signal’s high-frequency part. In addition, the recovery
of the SOC of the BESS can be stopped in this state area to be in the safe operating range. In
this state, the output weighting matrix of MPC is set as:

Q = diag(1, 1, 0) (14)

4.1.4. Emergency State Zone

When the ACE signal is in the emergency state interval, the system frequency deviation
is too large, and the BESS and the thermal power unit cannot meet the system frequency
control demand. In this state, the BESS should be out of operation, and the power grid
system should be used to cut the machine and dump the load, maintaining the safe and
stable operation of the whole system and avoiding the rapid deterioration of the power
grid frequency.
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4.2. Self-Recovery Strategy of Battery Energy Storage System

When a BESS absorbs or releases only electrical energy for a long time, its SOC
deteriorates gradually. Therefore, if the system is in the normal frequency control area, the
BESS self-recovery strategy can use the residual capacity of the traditional unit’s frequency
control. Under the premise that the self-recovery operation of energy storage will not cause
the system frequency deviation to exceed the normal regulation area, the BESS can properly
reverse the output and improve the SOC. Therefore, the BESS can be fully powered in the
sub-emergency regulation area. The self-recovery output limit of energy storage is shown
in Figure 3.
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The self-recovery power demand of energy storage and constraint curve of the power
grid’s frequency control system in Figure 3 obtain the control law of self-recovery action
for the BESS, as shown in Equations (15) and (16).

Pc1 =


Pm SOC ≤ SOCmin

Pm ·
(
20 · x2 − 17x + 3.6

)
SOCmin < SOC ≤ SOC0

0 SOC ≥ SOC0

Pd1 =


0 SOC ≤ SOC1

Pm ·
(
20 · x2 − 23x + 6.6

)
SOC1 < SOC ≤ SOCmax

Pm SOC > SOCmax

(15)



Pc2 =


0 ACE ≤ −0.7ACE0

Pm ·
(
2.22 · y2 + 3y + 1

)
−0.7ACE0 < ACE ≤ 0

Pm ACE > 0

Pd2 =


Pm ACE ≤ 0
Pm ·

(
2.22 · y2 − 3y + 1

)
0 < ACE ≤ 0.7ACE0

0 ACE > 0.7ACE0

(16)

where Pc1, Pd1 are both (15) the self-recovery power of energy storage; Pc2, Pd2 are both (16)
the battery self-recovery output limit in the normal adjustment interval of ACE; Pm is the
rated power of energy storage; ACE0 is the normal adjustment range.

Equation (15) determines the self-recovery demand power of the BESS according to
SOC. Equation (16) limits the self-recovery power of the BESS according to the power grid’s
ACE state. Considering the limitations of Equations (15) and (16), the minimum values of
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the two are selected as the actual self-recovery power of the BESS in every moment, the
details are shown in Equation (17).

Pess =

{
−min{|Pc1|, |Pc2|}, SOC < SOC0
min{|Pd1|, |Pd2|}, SOC > SOC1

(17)

where Pess is the actual self-recovery power of BESS; Pc1, Pd1 are both determined by
Equation (15), and Pc2, Pd2 are both determined by Equation (16).

According to Equation (17), the self-recovery diagram of energy storage can be ob-
tained, as shown in Figure 4.
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In Figure 4, when SOC0 < SOC < SOC1, the SOC state is better and does not require
self-recovery. When SOC0 > SOC > SOCmin or SOC1 < SOC < SOCmax, the SOC state is
poor and needs self-recovery. The self-recovery power is determined by considering SOC
and ACE signals comprehensively. When SOC < SOCmin or SOC > SOCmax, the SOC
state is worst and stay in a state of emergency. BESS will stop participating in frequency
control to enter in self-recover at the maximum power.

By designing the self-recovery strategy of SOC, the BESS and the power grid system
can sense each other’s state in real-time. When the SOC deteriorates and the power grid
is in the normal frequency control area, the energy storage self-recovery action can be
conducted in real-time. The self-recovery power can be changed according to the ACE size
and SOC so that the SOC of the BESS can maintain its optimal state, providing enough
frequency control capacity for the later frequency control task.

4.3. Decomposition of ACE Signal

In the sub-emergency adjustment interval of ACE, high and low frequencies should
be divided. The EMD method is used to decompose the ACE signal in real-time. Thus, the
IMF1-IMF9 of each frequency band component can be obtained. The lower order modal
component has a higher frequency, whereas the higher-order modal component has a lower
frequency, as shown in Figure 5. Therefore, the first K order IMF components are assigned
to the BESS, and the traditional unit bears the rest. The SOC and ACE size determines the
value of K. When the system’s ACE signal is positive, and the SOC is high (>0.65), or when
the ACE signal is negative, and the SOC is low (SOC is <0.35), appropriately reducing the
high-frequency component borne by the BESS is conducive to maintaining the SOC and
reducing the deterioration speed. Similarly, when the ACE signal is positive, and the SOC
is low, or when the ACE signal is negative, and the SOC is high, appropriately increasing
the high-frequency component undertaken by the BESS improves the Frequency regulation
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effect and accelerates the SOC recovery to the normal interval. The value of K is shown in
Equations (18) and (19).
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When the ACE signal is positive, the value of K is shown in Equation (18):

k =


4 0 ≤ SOC < SOClow

2 SOClow ≤ SOC ≤ SOChigh

1 SOChigh < SOC ≤ 1

(18)

When the ACE signal is negative, the value of K is shown in Equation (19):

k =


1 0 ≤ SOC < SOClow

2 SOClow ≤ SOC ≤ SOChigh

4 SOChigh < SOC ≤ 1

(19)

The ACE signal’s high-frequency component has zero mean and small amplitude
characteristics, etc. BESS assumes the ACE signal’s high-frequency part with the advantage
of rapid response and helps maintain the stability of internal SOC. It reduces the frequency
control pressure of BESS and its frequency control capacity configuration requirements in
frequency control power plants. The thermal power unit’s assumption of the ACE signal’s
low-frequency component reduces the wear caused by frequent operation of the unit and
improves the unit operation’s economy. The integrated control policy flow is shown in
Figure 6.
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5. The Simulation Verification
5.1. The Simulation Parameters

We adopted the control method of Tie-Line Bias Control for this paper. The frequency
response model of two area interconnection systems with energy storage batteries was
established by MATLAB/Simulink. Then, we compared the proposed method, the scheme
not considering energy storage (Method 1), and the PI control method considering energy
storage SOC self-recovery (Method 2) to verify the effectiveness of these strategies. Relevant
parameters are shown in Tables 1 and 2.
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Table 1. Parameters of simulation system model.

Parameters Value Parameters Value

Power reference/MW 300 TCH_1, TCH_2 0.2, 0.3
Frequency reference/Hz 50 TRH_1, TRH_2 10, 8

Energy storage capacity/MW·h 4.5 FHP_1, FHP_2 0.25, 0.37
Energy storage power/MW 9 Tb 0.05

Tg1, Tg2 0.1, 0.08 B1, B2 35, 21
R1, R2 0.03, 0.05 D1, D2 2.75, 2
K1, K2 0.5, 0.5 M1, M2 10, 12

Table 2. Parameters of control rule.

Parameters Value Parameters Value Parameters Value

SOCmin 0.2 SOClow 0.35 SOC0 0.4
SOCmax 0.8 SOChigh 0.65 SOC1 0.6
ACEce,d 1 × 10−7 ACEce,n 0.03 ACEce,e 0.05

5.2. Analysis of Simulation Results

The evaluation index of the secondary frequency control is defined as follows: ∆ fm,
∆ frms is the maximum value and root mean square value of frequency deviation, ∆Ptie_m,
∆Ptie_rms is the maximum value and root mean square value of the tie-line power deviation;
ACEm and ACErms are the maximum value and root mean square value of regional control
deviation; Wgen and Wess are the amount of electricity contributed by thermal power units
and energy storage batteries. Soc_rms is the root mean square value of SOC.

5.2.1. Scene under Step Load Disturbance

At 0.03 s, a step disturbance of 0.03 pu was applied to area 2. The simulation time was
set to 100 s, and the range of the prediction model was 0.1 s. Figure 7 compares the system
response curves of the proposed strategy, Method 1, and Method 2 in area 2.

Energies 2023, 16, 1228 14 of 17 
 

 

  
(a) (b) 

 
(c) 

Figure 7. System response with step disturbance. (a) Description of the frequency deviation re-
sponse curve. (b) Description of the tie-line power bias. (c) Description of change in SOC. 

According to the experimental analysis results in Figure 6 and Table 3, we observed 
that the following. 
(1) In Figure 7a,b, and Table 3, we compare the proposed method with Method 1(with-

out BESS) and Method 2 (PI). From the results, we obtained the maximum values and 
root mean square values of system frequency deviation, the maximum values and 
root mean square values of tie-line power deviation, and the adjustment time, all of 
which decreased with our proposed method and Method 2. The overshoot of the pro-
posed scheme is the smallest, indicating that the dynamic stability is superior to the 
other two methods. 

(2) The system’s response time is significantly faster in the MPC method than in Method 
2, which fully uses the rapid response characteristics of the BESS. Figure 7c shows 
that SOC has a better maintenance effect. 

Table 3. Frequency regulation evaluation index under step disturbance. 

Evaluation Index The Proposed Method Method 1 Method 2 

/ p.u.mfΔ  9.560 × 10−4 1.998 × 10−3 1.690 × 10−3 

rms / p.u.fΔ
 2.084 × 10−4 5.722 × 10−4 4.365 × 10−4 

_ m / p.u.tiePΔ
 7.298 × 10−4 2.776 × 10−2 9.718 × 10−3 

_ rms / p.u.tiePΔ  1.016 × 10−3 1.995 × 10−3 1.483 × 10−3 

oc_rmsS  9.560 × 10−4 1.998 × 10−3 1.690 × 10−3 

  

Figure 7. System response with step disturbance. (a) Description of the frequency deviation response
curve. (b) Description of the tie-line power bias. (c) Description of change in SOC.



Energies 2023, 16, 1228 13 of 16

According to the experimental analysis results in Figure 6 and Table 3, we observed
that the following.

(1) In Figure 7a,b, and Table 3, we compare the proposed method with Method 1(without
BESS) and Method 2 (PI). From the results, we obtained the maximum values and root
mean square values of system frequency deviation, the maximum values and root
mean square values of tie-line power deviation, and the adjustment time, all of which
decreased with our proposed method and Method 2. The overshoot of the proposed
scheme is the smallest, indicating that the dynamic stability is superior to the other
two methods.

(2) The system’s response time is significantly faster in the MPC method than in Method
2, which fully uses the rapid response characteristics of the BESS. Figure 7c shows
that SOC has a better maintenance effect.

Table 3. Frequency regulation evaluation index under step disturbance.

Evaluation Index The Proposed Method Method 1 Method 2

∆ fm/p.u. 9.560 × 10−4 1.998 × 10−3 1.690 × 10−3

∆ frms/p.u. 2.084 × 10−4 5.722 × 10−4 4.365 × 10−4

∆Ptie_m/p.u. 7.298 × 10−4 2.776 × 10−2 9.718 × 10−3

∆Ptie_rms/p.u. 1.016 × 10−3 1.995 × 10−3 1.483 × 10−3

Soc_rms 9.560 × 10−4 1.998 × 10−3 1.690 × 10−3

5.2.2. Scene under Continuous Load Disturbance

Typical continuous load disturbance conditions of 100 min in a certain area are selected,
as shown in Figure 8a; the simulation time is set to 6000 s, and the range of the prediction
model is 0.1 s. Figure 8 compares the system response curves of the proposed method,
Method 1, and Method 2 in area 2.

From the simulation analysis results in Figure 8 and Table 4, we observed that:

(1) The maximum value of frequency deviation and the root mean square value of
frequency deviation for the proposed method are the minimum values compared to
the other two methods, and the frequency control effect is significantly improved.
In addition, the frequency decline rate of the proposed method is minor, and the
recovery speed is faster.

(2) Figure 8b shows the final ACE signal allocation. The high-frequency component is
assigned to the BESS and the traditional unit bears the low-frequency component of
the ACE. According to Figure 8d,e and Table 4, the operation frequency of the unit is
reduced and the operation loss is reduced. Moreover, the unit can contribute more
energy, which is beneficial to frequency control. At the same time, the output of BESS
is reduced, which reduces the frequency control capacity configuration requirements
of BESS.

(3) In Figure 8f, the SOC fluctuation range of our strategy is between 0.3 and 0.7, the
state-keeping effect is better, and the burden of BESS is reduced. In addition, it can be
seen that when SOC is lower than 0.3, the SOC falling speed is significantly reduced
and the rising speed is increased. It is proven that changing the component of high
frequency for energy storage in real time is beneficial to maintain SOC state. The ACE
signal’s high-frequency component has the characteristics of zero mean value and
small amplitude. Assuming the ACE signal’s high-frequency component by the BESS
has its advantages of fast response speed and maintaining SOC.
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Table 4. Frequency regulation evaluation index under continuous disturbance.

Evaluation Index The Proposed Method Method 1 Method 2

∆ fm/p.u. 1.100 × 10−3 6.463 × 10−3 2.316 × 10−3

∆ frms/p.u. 2.763 × 10−4 1.933 × 10−3 6.015 × 10−4

Wgen 0.242 0.274 0.265
Wess 0.021 _ 0.0189

Soc_rms 0.019 _ 0.038
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6. Conclusions

In this paper, EMD was used to decompose the ACE signal into high- and low-
frequency signals. Considering the ACE signal and SOC, the MPC output weighting matrix
and constraints were determined to change the high-frequency component of BESS in
real-time and perform SOC self-recovery. The simulation results showed that the strategy
fully used the advantages of BESSs and traditional thermal power units, reduced the
frequent operation of thermal power units, and dynamically adjusted the distribution of
frequency control demand signals. It improved the frequency control effect, maintained a
good SOC, and simultaneously reduced the capacity configuration demand for BESS. In
actual engineering applications, the performance index of frequency control, the benefit
of the frequency control effect, and the interaction between them will be considered. Our
future research work will include a more comprehensive study of this content.
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