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Abstract: Non-intrusive load monitoring is a blind source separation task that has been attracting
significant interest from researchers working in the field of energy informatics. However, despite
the considerable progress, there are a very limited number of tools and libraries dedicated to the
problem of energy disaggregation. Herein, we report the development of a novel open-source
framework named Torch-NILM in order to help researchers and engineers take advantage of the
benefits of Pytorch. The aim of this research is to tackle the comparability and reproducibility issues
often reported in NILM research by standardising the experimental setup, while providing solid
baseline models by writing only a few lines of code. Torch-NILM offers a suite of tools particularly
useful for training deep neural networks in the task of energy disaggregation. The basic features
include: (i) easy-to-use APIs for running new experiments, (ii) a benchmark framework for evaluation,
(iii) the implementation of popular architectures, (iv) custom data loaders for efficient training and
(v) automated generation of reports.

Keywords: non-intrusive load monitoring; energy disaggregation; nilm; deep learning; pytorch

1. Introduction

Energy management of households is a non-trivial and important task both to the users
and the environment [1,2]. A viable, efficient and low-cost solution towards effective energy
management [1] is non-intrusive load monitoring (NILM) [3]. The purpose of NILM is to
estimate the appliance-level energy consumption given the total energy consumption of a
household, using only one active power mains meter. Following the continuous advances
of deep learning, most NILM research focuses on developing deep-learning solutions and
artificial neural networks to tackle this blind source separation problem.

The two main software tools when conducting deep-learning-based experiments
include an efficient data loader that effectively handles any preprocessing steps and a
computational framework for rapid model development. The most known and effective
data toolkit for loading and preprocessing publicly available NILM datasets is NILMTK [4].
NILMTK is a Python [5] toolkit based on popular data science libraries [6,7]. Most NILM
experiments have thus far been implemented using NILMTK in conjunction with machine-
learning libraries such as scikit [8], Tensorflow [9], Keras [10] etc.

An alternate very popular framework among researchers is Pytorch [11,12]. This work
aims to introduce a pytorch-based library to NILM research that exploits the benefits of
this framework. After the introduction of Pytorch Lightning [12] in the Pytorch ecosystem,
the workflow is far more user friendly. In addition, debugging is performed with python
debuggers. Finally, Pytorch offers built-in extendable objects which can be used to load
and preprocess the data more efficiently.

In this research, we introduce Torch-NILM, the first Pytorch-based toolkit for NILM.
This toolkit can be used to design, test and benchmark deep learning architectures in the
problem of NILM in an efficient and clean way, writing only a few lines of code. The usual
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problem that NILM researchers face is that there is not a standardised way of composing
and executing reproducible experiments. Thus, each researcher ends up developing their
own way of conducting NILM experiments. Without an experiment norm, reading and
understanding other people’s code may be stressful and inconvenient. In comparison to
computer vision or other classic deep learning problems, NILM is becoming harder to start.
On top of that, another possible barrier towards reproducible results is the lack of a clear
benchmarking methodology alongside specific training and testing data.

Torch-NILM contains six known NILM models, two different deep learning training
techniques, a benchmarking framework with four kinds of generalization tests, three
popular preprocessing methods used in NILM, three experiment APIs and an automated
reporting process with comparative plots. In addition, Torch-NILM is compatible with
NILMTK; in fact, it uses NILMTK as a bridge to load the desired measurements into the
customised dataset objects, where preprocessing is executed. This paper contributes to the
NILM-related research in the following ways. Firstly, it provides a complete NILM-specific
Python toolkit based on Pytorch and compatible with the old-time favourite NILMTK in
order to produce huge amounts of experiments and results effortlessly, with minimum
coding from the user. Secondly, it offers a structured and clean way of creating reproducible
and easy-to-read NILM experiments. Thirdly, it provides a set of easily modified, well-
known NILM deep learning architectures developed in Pytorch. These models could be
used as a guide by researchers when designing their own architectures. Finally, it provides a
complete set of specific energy data for training and testing, containing enough end-uses for
proper disaggregation. These data are used alongside the benchmark framework described
in [13], which contains four different categories of training and testing scenarios.

2. Related Work

The objective of blind source separation research is to extract individual signal sources
from the main signal [14]. Non-intrusive load monitoring is essentially a type of blind
source separation problem where the goal is to estimate the individual appliance active
power consumption using only the total consumption of a household. The term “non-
intrusive” refers to the fact that only one meter is used for gathering the measurements of
the total house consumption. It is worth noting that even though NILM research focuses on
energy estimation, it is a different problem from energy forecasting or prediction [15–17].

With the rise of deep learning in the mid 2010s, researchers started to develop NILM
applications with neural networks. The work of Kelly and Knottenbelt [18] showed great
results and triggered the use of neural networks. Soon, deep learning achieved state-of-the-
art results [19–22] and seems to be the go-to solution for NILM.

In NILM literature, data measurements are provided in a low or high sampling
frequency. Low sampling means that measurements are produced at frequencies of 1 Hz
and lower. High-frequency measurements are sampled at frequencies in the range of 1 kHz.
The majority of NILM research designs algorithms and methods using low-frequency data,
due to the fact that most of the smart meters draw measurements in low frequencies. Thus,
the majority of the publicly available data sets have been recorded at low frequency [23].

Two machine learning approaches are commonly used to tackle NILM; regression
and multi-label classification. In regression approach, the power consumption of a single
appliance is estimated [24–28]. Thus, one model per device is created. In multi-label
classification approach, the model identifies operating states of various devices. Hence,
one model learns to disaggregate a set of devices. Recently published research showed that
a multi-label approach achieves good results [29–31].

Compared to other classic machine learning problems, NILM has the disadvantage
that there are not many domain-specific libraries. NILMTK [4] was introduced in 2014
in order to fill the gap. The main purpose of NILMTK was to help researchers build
reproducible results. NILMTK provides data parsers for almost all publicly available
datasets alongside baseline models to compare with. Even though NILM data sets usually
consume many gigabytes of ROM, NILMTK uses a very efficient format to store all the
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information. In addition, it provides many built-in functionalities to extract useful energy
data statistics. The code is maintainable and often updated by the owners and the NILM
community, providing it with new data parsers and architectures. Hence, NILMTK is
rightfully established as the standard solution for conducting NILM research. Although
this library has been used by the majority of related researchers over the years, it does not
provide a standard benchmarking methodology. Moreover, in order to develop and execute
experiments, a great amount of coding is necessary.

In an attempt to overcome these barriers and make the library more user friendly, in
2019 some well-known NILM researchers contributed in developing an updated NILMTK
API [32] with a cleaner data flow. Two key points of merit can be derived. At first glance,
the data preprocessing, architecture, training process and inference are all tangled up in a
single “disaggregator” class. Therefore, any changes demand a deep understanding of each
“disaggregator” object. Furthermore, even though comparison of algorithms is easier and
demands less code writing, a standard set of experiments serving as a benchmark is not
provided. This makes data investigation necessary to specify which data sets can be used,
which households to choose and which time periods contain proper measurements for
training and testing. Moreover, simple performance comparisons between models cannot
provide reliable metrics regarding their performance.

Torch-NILM is composed of simple decoupled components; the model, the data
handling, the training and the inference are separate processes. Thus, any modification of a
process could be performed easily without relying on code deciphering. In addition, the
proposed toolkit encapsulates the benchmark developed by Symeonidis et al. [13], which
includes multiple types of tests for evaluating model performance in various scenarios.
With the underlying use of NILMTK to parse the necessary data for each situation, Torch-
NILM is a novel approach to conduct clean, modifiable and reproducible experiments. It
should be noted that currently, Torch-NILM supports only regression approaches where one
model per device is required. It is available at https://github.com/Virtsionis/torch-nilm,
accessed on 10 February 2022.

3. Architecture of Torch-NILM

The proposed toolkit consists of the following key components, organised in sepa-
rate modules:

• The datasources module is responsible for loading and preprocessing the data.
• The lab module contains the NILM trainer, the deep learning training tools and the

APIs to build new experiments.
• In the neural networks module, all the baseline deep learning architectures are located.
• Module utils consists of the reporting processes, the metrics and some helper functions.
• The benchmark module contains the appropriate configuration files for all categories of

experiments. Each file contains the selected datasets, households and dates needed
for the corresponding experiment.

A simplified overview of the Torch-NILM experiment setup is depicted in Figure 1.
The processes under the dashed lines are fully automated and easily modifiable. Hence, the
user is only responsible for the experiment configuration and the API selection, whereas
every component can be altered to fit different use-cases.

https://github.com/Virtsionis/torch-nilm
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Figure 1. A rough overview of the data flow in Torch-NILM. The dashed lines denote the fully
automated process.

4. Torch-NILM APIs

Torch-NILM experiment APIs are callable methods of the NILMExperiments class,
which is located in lab modules under nilm experiments. Currently, three basic APIs are pro-
vided: the benchmark, the cross-validation and the hyperparameter-tuning cross-validation.
The function and usefulness of the provided APIs are discussed in the next subsections.

Every experiment API follows the basic set of steps presented in Figure 2. The user
is responsible for only two things. For starters, to define the basic experiment configura-
tions such as the target appliances, the number of epochs, the desired models and their
hyperparameters, the project name, etc. These configurations are analysed in one of the
following sections. Secondly, to create a NILMExperiments object to pass the configurations
to. The rest of the procedure is controlled entirely of the NILMExperiments object and it
consists of three main processes which repeat for every appliance, model and experiment
category in an automated manner. At first, the input and the output of the model are
calculated depending on the user-defined preprocessing schema. Then, the dataloaders and
the training parameters are prepared. Finally, all the settings are passed to the Torch-NILM
Trainer to conduct the training and inference.

Figure 2. The basic steps of an experiment API execution.
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4.1. Benchmark API

The Benchmark is essentially a four-part stress test with gradual difficulty. The
model under evaluation goes through four different scenarios based on the methodology
presented by Symeonidis et al. [13]. The first scenario contains experiments where training
and inference are performed on data measurements collected from a single house. Inference
and training time periods should not overlap. These experiments are considered easy for
powerful models. The second benchmark category is composed of experiments where
inference is applied on data measurements from different households in comparison to
the training process. Obviously, the difficulty in this scenario is higher since different
households demonstrate different energy activity and probably different appliances.

In both the remaining two benchmark scenarios, training is executed on data that are
drawn from different buildings of the same dataset, but the evaluation differs for each
scenario. In particular, in the third scenario, data are drawn from the same dataset as the
dataset that was used during training. On the other hand, in the last category of experiment,
a different dataset is used for inference.

In Torch-NILM, the benchmark is used under a specific nomenclature. This was
because scenarios 1–2 and 3–4 share the same training process and only the inference data
are different. Thus, the benchmark is executed faster. Scenarios 1–2 refer to training in
one house and testing on a different house, which resulted in the name Single. Similarly,
scenarios 3–4 are noted as Multi experiments. The name conventions between the original
work of Symeonidis et al. [13] and Torch-NILM are summarised in Table 1.

Table 1. The benchmark name conventions used in Torch-NILM.

Category 1 Category 2 Category 3 Category 4

Torch-NILM Single Single Multi Multi

Benchmark [13] Single-building
NILM

Single-building
learning and

generalisation
on the same

dataset

Multi-building
learning and

generalisation
on the same

dataset

Multi-building
learning and

generalisation
on a different

dataset

4.2. Cross-Validation API

As the name suggests, cross-validation could be used in order to perform K-fold
cross-validation on preselected dates. Cross-validation is mostly used in situations where
the data are limited [33,34]. In NILM research, this is a very common scenario since many
public data sets contain limited period of measurements and/or from single households.
The pseudo-code of the developed cross-validation is presented in Algorithm 1. In cross-
validation API implementation, the configuration is the same as the Benchmark API. The
main difference is that due to the nature of K-fold cross-validation, training and inference
are applied on the same data. The result is the average of the performance metrics for all
the folds.

Algorithm 1 cross-validation Implementation

1: folds = K
2: time_period = [0, 1, . . . , T]
3: Split time_period in K equal vectors: v = [v1, . . . , vk]
4: for f old = 1, . . . , K do
5: train = v
6: test = v[fold]
7: Remove v[fold] from train
8: Return train, test
9: end for
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4.3. Hyperparameter Tuning Cross-Validation API

Hyperparameter tuning is an unavoidable step in machine learning during definition
of the best parameters per situation. This can be performed with multiple repetitions of the
benchmark, followed by results comparison. In order to save time, cross-validation can be
used to search the hyperparameter space. Hence, we implemented the hyperparameter-
tuning cross-validation experiment.

To conduct a hyperparameter search, multiple versions of the model should be defined.
Then K-fold cross-validation for each version is executed. Finally, the user can decide which
model is the best by comparing the results produced by the different model versions.

5. Data Preparation

A crucial step before the training of a neural network is data preparation, a set of
methods that arrange the data into an appropriate format. The preparation consists of
three main processes: the data parsing, the preprocessing and the data loading to the deep
learning training. Based on the experiment, data preparation was conducted with the use
of a different custom Dataset class. These classes were implemented to cover Single and
Multi building experiment categories and can be found inside the datasources module.

5.1. Data Parsing

The parsing of the data is being handled by the NILMTK package. The data should
be in a NILMTK-compatible format. This format was inspired by the REDD dataset
arrangement [35]. In order to properly load a dataset, two classes were implemented and
can be found in the datasources module; the DatasourceFactory; and the Datasource. Datasource
objects contain methods that load the desired meter measurements. The DatasourceFactory
is responsible for creating different Datasources objects that are based on various data sets.

5.2. Datasets and Appliances

Currently, Torch-NILM is compatible with all the public datasets that NILMTK can
parse. In the current study, the following datasets are used: UK-DALE [36], REDD [35]
and REFIT [37]. UK-DALE and REFIT are composed of measurements drawn from UK
households, while REDD contains data from the USA. These datasets were chosen based
on the following factors:

• The popularity among NILM researchers.
• The variety of appliances and households.
• The volume of the data. REFIT contains up to 20 households for more than a year of

measurements and UK-DALE contains 5 households for 3 years of data.
• The granularity of the data, which is from 1 Hz up to 1/8 Hz.

Household electrical appliances are divided into three categories based on their opera-
tion cycle [3,38]: Single state, continuous and Multi-state operation appliances. Single-state
appliances operate on a certain power level without any intermediate stages of operation.
A common example is the resistive type of appliances, where a resistor is heated until it
reaches a desired temperature and then it is turned off. Multi-state appliances have interme-
diate stages in their operation cycle. The power level of each stage may differ, resulting in a
more complicated power-consumption signature. Appliances with continuous operation
follow an all-day repeated consumption pattern with a varying power level.

For all the benchmark experiments, five electrical appliances were used: the washing
machine, the dishwasher, the fridge, the kettle and the microwave. These appliances are
found in the majority of NILM papers due to their different operation characteristics and
their popularity among households. The active power level of operation for washing
machines and dishwashers is within a range of 1200 to 2500 Watts. Hence, these devices
are considered power intensive and accurate disaggregation is critical for a household
energy-management system. The fridge operates at a very low power level; usually under
200 Watts. Although it is not a power-intensive appliance, it operates 24 h a day all year
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round. Its accumulated energy consumption is an important part of the total household
consumption over a given period.

The kettle and the microwave are cooking micro-appliances. These type of appliances
are very popular and they come in many variations among manufacturers. Usually, their
operation cycle lasts for limited time periods during the day. The operation of the kettle is
simple; it boils water very quickly. Hence, kettle end-uses produce low-duration pulses
with relatively high active power from 1000 to 2000 W. On the other hand, the microwave
has a more complicated operation with many different programs in various power levels
and duration cycles. Thus, accurate disaggregation of these appliance could reveal the
power of the model in detecting short appliance end-uses during a given time period.

5.3. Data Preprocessing

The data preprocessing contains the following steps which are summarised in Table 2.
For starters, the time series are aligned in terms of time. Next, the missing values are filled.
Currently two methods are supported for filling the missing values; zero replacement and
linear interpolation. Then, normalisation of the data is applied. Data normalisation or data
scaling is important because neural networks are easier to train when dealing with small
values. This is due to the gradient descent optimisation algorithm [39]. Values on the same
or a similar scale help the gradient descent algorithm to converge more quickly towards the
minima. In Torch-NILM, two methods of data normalisation are provided: max division
normalisation and standardisation. The user can choose between these two methods by
defining the proper argument for Normalisation.

Table 2. An overview of data preprocessing steps in Torch-NILM.

Process Description

Time series alignment The mains and meter consumption time series are aligned in time axis.

Fill missing values All the missing values in both mains and meter time series are either
filled with zeros or with values calculated by linear interpolation.

Data scaling
The scaling or normalisation of the data is used to bring the data
values in the same scale.
The data scaling method is selected using the variable Normalisation.

Input/output schema The alignment of the input/output is controlled by the variable
Preprocessing Method.

Gaussian noise addition
Adding noise to the signal can function as a regulariser to tackle
overfitting.
The percentage of the added noise is controlled by the noise factor.

Standardisation is a normalisation technique where the values are centred around the
zero mean with a unit standard deviation. Standardisation is given by (1):

Z =
x− µ

σ
(1)

where Z is the standardised value, x the observed value, µ the mean of the sample and σ
the standard deviation.

Another common scaling method in NILM [18,20] is the division by the max value of
the time series, resulting in simply normalised values by the max as shown in (2):

Xnorm =
x

max(x)
(2)

where Xnorm is the normalised value, x the observed value and max(x) the max value of
the sample.
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After the scaling of the data, the arrangement of input and output is performed. Often,
NILM is seen as a sequence-to-sequence type of problem [18,40], where the output has
the same length of the input. Over the years, more methods were proposed and adapted
by researchers. Some methods use sliding windows on the input in order to estimate
only one point in the output [20,41]. Other methods consider different sizes of input and
output as proposed by [42]. Torch-NILM supports the following four popular methods:
sequence-to-sequence learning, proposed by [40]; sliding window, introduced by [20]; the
sequence-to-point method proposed by [41] and sequence to subsequence [42].

On the other hand, sequence-to-point learning receives a window of mains measure-
ments and outputs the appliance power consumption at the midpoint of the window:
Y(t : t + W − 1) -> Ximidpoint. A variation of this method is the sliding window ap-
proach, where the network estimates the appliance power consumption at the last point
of the window. Sequence to subsequence is a mix between sequence-to-sequence and
sequence-to-point methods, where the output is a smaller sequence of points than the input
sequence, centred at the midpoint of the input window as shown in Figure 3. In order to
select between these options, the Torch-NILM user should define the proper value for the
Preprocessing Method.

Figure 3. An example of sequence-to-subsequence preprocessing method.

As the final step of data preparation, Torch-NILM provides a method to add Gaussian
noise on the input series. In situations of data shortage, adding noise can function as a
regulariser for the neural network and can reduce overfitting. The percentage of the added
noise can be controlled with a noise factor, a factor to multiply a Gaussian noise signal,
which will be added to the normalised mains timeseries. The noise factor is within the range
0–1, with zero meaning no added noise. The noise follows Gaussian distribution (mu = 0,
sigma = 1). The final input mains signal is given by (3):

mains = mains + noise factor×N(0, 1) (3)

After the data preprocessing is finalised, the data are ready to be provided to the
NILM-Trainer for training and inference. For efficient data loading, Pytorch provides
built-in Dataloader objects.

6. Training and Inference

Torch-NILM comes with six different neural network models developed in Pytorch.
These models are proven to have different qualities, pros and cons. Hence, NILM re-
searchers are given a powerful set of baseline models with which to compare their original
network. Additionally, the architectural differences of these models may inspire the re-
searchers to design and implement their own solution. A brief introduction for each model
is presented below. For more information, please refer to the corresponding papers.

6.1. Torch-NILM Models

Denoising autoencoder architecture was originally proposed by Vincent et al. [43].
This model attempted to remove noise from an input and create a clean output. It was
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adapted in NILM by Kelly and Knottenbelt [18], where the mains power consumption was
considered as the noisy signal and the appliance consumption as the target. In that work,
DAE was used in a sequence-to-sequence learning framework. To adapt the architecture
to accept more framing methods, a final linear layer was added. This layer adjusted the
output to the desired shape. The architecture is presented in Figure 4:

Figure 4. Architecture of DAE.

Sequence-to-point (S2P)was proposed by Zhang et al. [19]. The model consisted of
a series of convolutional layers with ReLU activations between them. Even though the
model has millions of parameters, the training time was considerably small due to the fact
that convolution operations were executed in parallel. Originally the output of the model
was the appliance consumption at the midpoint of the input window. The architecture is
shown in Figure 5.

Figure 5. Architecture of S2P.

The main component of Window GRU (WGRU) is a pair of two bidirectional GRU
layers. The GRU layer [44] is a type of recurrent neural network which is more computa-
tionally efficient than the LSTM. WGRU was proposed by Krystalakos et al. [20] and has
four intermediate layers in total. Between the layers, dropout is used [45]. In the original
paper, a sliding window approach was used to estimate the power consumption of the
device at the end of the input window. The architecture is depicted in Figure 6.

Figure 6. Architecture of WGRU.

Inspired by WGRU, Virtsionis-Gkalinikis et al. [24] proposed Self-Attentive Energy
Disaggregator (SAED), architecture that combines GRU with an attention mechanism. The
attention mechanism after the convolution layer helps the model to focus on the most
important features of the input sequences. Compared to WGRU, SAED is many times faster
and smaller in size. In the current work, the multi-head attention is also supported. This
network was also proposed with the sliding-window learning schema. Figure 7 summarises
the SAED architecture.

Figure 7. Architecture of SAED.

Langevin et al. [22] proposed a UNET [46] type of variational autoencoder (VAE) with
skip connections to tackle the problem of NILM. VAE was originally proposed by Kingma
and Welling [47] in an effort to conduct variational inference [48] on large-scale datasets in
an efficient manner. Essentially, a VAE model aims to approximate the posterior distribution,
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which is intractable in most of the cases. The authors of VAE-NILM [46] claimed that the
proposed architecture learns more complex power consumption signatures, resulting in
better disaggregation and generalisation compared to other state-of-the-art deep learning
solutions. In the original implementation, a sequence-to-sequence scheme is used, where
the output is the same size as the input. The main component of VAE-NILM is IBN-Net
block, which contains a series of convolution and batch normalisation layers. VAE-NILM is
presented in Figure 8.

(a) (b)

Figure 8. The VAE network. (a) UNET VAE architecture; (b) the IBN-NET block .

NFED is architecture proposed by Nalmpantis et al. [25] in 2022. This a rather deep
neural network that was inspired by the FNET [49], a variant of the Transformer architec-
tures [50–53] where the attention layer was replaced by Fourier transformation. Fourier
transformation is used as a more efficient alternative to the attention mechanism. In the
original paper, NFED was compared with WGRU and a S2P model performing on par
with less learning parameters using the sliding window approach. NFED consists mainly
of fully connected and normalised layers as shown in Figure 9, with some additional
residual connections.

6.2. Torch-NILM Training Tools

One of the goals that drove the creation of Torch-NILM was the need to create many
deep learning models easily. Often, the architecture and the training loop are implemented
together in a large-scale code block. Even though using this design pattern may seem
easy and fast, it has some drawbacks. To begin with, the code could become difficult to
read and maintain. Furthermore, developing a new model necessitates re-implementing
the training loop code again, which is inefficient. Finally, difficulties may arise when
introducing alterations to the training loop or the model. As a result, this design pattern
makes the creation of many architectures a non-trivial task.
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Pool
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Input

Output

Linear

(b)

Figure 9. The NFED neural network. (a) Fourier block; (b) NFED architecture.

In Torch-NILM the training loop is separated from the model architecture. Hence, the
development and modification of models and the training process is easier and maintain-
able. In order to achieve the latter, Torch-NILM offers deep learning training tools. These
tools are based on Pytorch Lightning, a framework to simplify Pytorch code into clean and
easy-to-modify snippets.

The training tools are organised into different classes to match every training occasion.
Each training tool class contains all the necessary steps to train, evaluate and save a model
in Pytorch such as forward and backward pass, loss function and optimiser configuration,
etc. In addition, all the available Pytorch Lightning callbacks can be used to modify the
training loop during execution. Callbacks are blocks of reusable code which are called after
finishing a training epoch and can be easily customised to fit many needs. Some of these
callbacks are early stopping and model-checkpoint saving.

Currently, two types of training tools are provided: ClassicTrainingTools and VIBTrain-
ingTools. Inside ClassicTrainingTools, the necessary steps for applying training inference on
regression type problems are contained, where mean square error loss function (MSE) is used.
MSE loss is calculated as shown in (4), where n is the number of data points, Yi the i-th
actual value and Y′i the prediction.

The set of VIBTrainingTools supports variational inference training, where the loss
function is the evidence lower bound (ELBO) given by (6). Given an input xεR, variational
inference aims to learn posterior distribution rather than discrete values. This means that
the model could approximate data points that have not been encountered during training.
Resulting from the Bayes rule, as shown in (5), the posterior distribution p(z|x) is equal
to the likelihood p(x|z) times the prior p(z) divided by the evidence p(x). Due to the
fact that the evidence is intractable, the true posterior can not be computed analytically in
most cases. In order to estimate the true posterior, the ELBO loss function is used, where
q(z|x) is the approximation of the true posterior. To measure the information lost when
approximating the posterior, Kullback Leibler divergence (KL) is used [54].

MSEloss =
1
N

n

∑
i=1

(Yi −Y′i )
2 (4)

p(z|x) =
p(x|z)p(z)

p(x)
(5)
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ELBO = Eq(z|x)[log(p(x|z))]−KL(q(z|x)||p(z)) (6)

All the supported models are trained using ClassicTrainingTools, except the VAE model
where VIBTrainingTools are used. In order to use the training tools that match each model,
the TrainingToolsFactory class was implemented. This class is the bridge between the model
and the training tools. It should be noted that the Torch-NILM training tools also provide
methods to compute the desired performance metrics after the inference is concluded. The
metrics used are described in the following section.

6.3. Evaluation Metrics

In order to evaluate the performance of a NILM model, three metrics are used: F1
score, mean absolute error (MAE) and relative error in total energy (RETE). F1 score measures
the ability of the model to detect the change of state (On/Off) of an appliance. As shown
in (7), it is the harmonic mean of precision and recall given by the Equations (8) and (9),
accordingly. MAE is used to quantify how much the estimated power consumption differs
from the ground truth consumption. It is an absolute measure computed in Watts and
calculated is given by (10), where T is the length of the predicted sequence, y′t the esti-
mated electrical power consumption and yt the true value of active power consumption
at moment t. Likewise, RETE evaluates the model’s ability to predict the actual electric
power consumption of an appliance. It is a dimensionless measure and is calculated by (11),
where E′ and E are the estimated and the true value of total energy correspondingly. All
the aforementioned metrics are implemented in class NILMmetrics in the utils module.

F1 = 2
Precision× Recall
Precision + Recall

(7)

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

MAE =
1
T ∑ |y′t − yt| (10)

RETE =
|E′ − E|

max(E′, E)
(11)

6.4. Torch-NILM Benchmark

The benchmark module was created considering the reproducibility of the results. This
module contains files with preselected dates for all the training and testing testing scenarios
for the five appliances of interest: the washing machine, dishwasher, fridge, kettle and
microwave. All the dates were selected in such a way that they contained enough appliance
end-uses for producing disaggregation results.

Inside the module, three volumes of dates are provided to cover the potential needs
of the researcher. For all scenarios, the large volume contains 8 and 4 months for training
and testing, correspondingly. Similarly, the small volume contains 4 months for training
and 2 months for testing, whereas the cv volume provides 10 months of training dates.
Some of the selected houses for all the experiment categories are depicted in Table 3. In
the provided code there are more selected households for each case, but we found those
presented in Table 3 to contain enough appliance end-uses for proper disaggregation.
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Table 3. Selected households for training and inference. For categories 1–3, UK-DALE houses were
used for training and testing. For the Category 4 experiments, UK-DALE was used only in training.
REFIT was used to evaluate the performance of the models in the disaggregation of the dishwasher
and the kettle, whereas REDD was used for inference of the rest of the appliances.

Single Multi

Electrical Appliance
Category 1 Category 2 Category 3 Category 4

Train Test Train Test Train Test Train Test

Washing Machine 1 1 1 4 1, 5 2 1, 5 3
Dishwasher 1 1 1 2 1, 2 5 1, 2 2
Fridge 1 1 1 2 1, 2, 4 5 1, 2, 4 3
Kettle 1 1 1 5 1, 2, 4 5 1, 2, 4 2
Microwave 1 1 1 2 1, 2 5 1, 2 1

7. Torch-NILM Reporting

Torch-NILM provides a reporting module to easily conduct comparisons between
models. This module is responsible for executing two tasks. Firstly, it creates the report files
for every training and inference session of a model. The report files contain the performance
evaluation files, the output of the model and the model weights file for each run. Secondly,
it compiles all of the assessment reports and builds a final report file along with a set
of comparison graphs between the models for fast visual inspection of the results. The
reporting module is built mostly on core Python, Pandas [6] and Plotly [55] libraries.

In order to obtain more reliable results, a common approach is to execute each experi-
ment multiple times. The final result is then computed as the average of all the different
executions. The variance of the experiment results indicate how stable a model is; low
variance means a stable model, high variance shows that the model produces very different
predictions every time. In NILM applications, models with low variance are preferred. The
reporting module supports the calculation of various statistical measures over the results
of different runs of the same model. The statistical measure that are currently supported in
the reporting module are presented in Table 4.

Table 4. The supported statistical measures in Torch-NILM.

Measure Description

mean The average of all the values of the desired performance metric across
different runs.

median The middle value of the desired performance metric across different runs.

minimum The minimum of all the values of the desired performance metric across
different runs.

maximum The maximum of all the values of the desired performance metric across
different runs.

25th quartile 25% of the observations are lower than this value.

75th quartile 75% of the observations are lower than this value.

The final report is exported in xlsx format with multiple sheets. Each sheet contains
the results for the electrical appliance of interest. In every sheet, each row contains the
statistical measures of the performance metrics for every model. The exported comparison
graphs are based on the final report results. Two type of graphs are currently supported:
bar plots and radar/spider plots.
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8. Experiment Configurations

In order to create an experiment object, there are some basic configurations to be set. To
begin with, the user must provide the general experiment parameters. These parameters are:

• The maximum number of training epochs. Torch-NILM uses the early stopping callback,
which stops the training if the loss does not decrease after a number of patience epochs.

• The number of iterations that every experiment will be executed.
• The sample period of the data. In case the sampling period is lower or higher than the

original sampling of the data then sub-sampling or up-sampling is applied to match
the desired sample period.

• The batch size that will be used for training and inference.
• The preprocessing method. Currently, four methods are supported: sequence-to-sequence

learning, the sliding-window approach, the midpoint-window method and the sequence-
to-subsequence approach.

• The inference cpu parameter controls whether the inference should be executed on CPU
or GPU.

• The iterable dataset setting defines whether the training data should be loaded in
memory gradually in batches or in one go.

• The train test split parameter defines the ratio of test and validation data.
• The cv folds setting is the number of folds in cross-validation experiments.
• The noise factor parameter controls the percentage of noise to add to the mains signal.
• The fixed window parameter is the length of the input sequence. If None is given then

predefined windows are used for each model.
• The sub sequence setting is the length of the output sequence when sequence-to-

subsequence preprocessing method is chosen.
• The list devices contains the target appliances.
• The experiment categories is the list of the desired benchmark categories (Single or

Multi) to be executed.

After setting the general experiment parameters, the model hyperparameters for each
API are required. The Benchmark and the CrossValidation APIs receive their settings in the
same format, in a list called model hparams where all the desired architectures and their
respective parameters are stored. On the other hand, the Hyperparameter tuning API receives
a list that contains all the desired versions of the models of interest.

The final step is to define the project name, the experiment volume and which files should
be exported. Specifically, if the parameter save timeseries is true then Torch-NILM saves the
output of the models in a .csv format. Similarly, the parameters export plots and save model
control whether comparison graphs and model weights will be saved.

All exported files, graphs and reports in Torch-NILM are saved in distinct project
folders within the output folder. As a result, each project is structured in a logical manner,
allowing the users to find the files they need easily. Figure 10 depicts an example of the
file structure. There are three directories in each project, one for each API. The experiment
results, exported graphs and saved models are all kept in distinct folders in each API
directory. The results directory, which contains the final report, and the plots directory,
which contains the performance comparison graphs, are the two key areas of interest for
the user in this structure.
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Figure 10. Torch-NILM results structure.

9. Torch-NILM in Use

This section presents the properties of Torch-NILM through a set of experiments. The
structure is as follows. At first, a short performance verification is conducted in order to
confirm the fact that Torch-NILM performs as expected. The verification was investigated
through a performance comparison of the proposed solution with another already validated
toolkit on the same input data. Then a benchmark case study was performed to highlight
some important qualities of Torch-NILM.

9.1. Performance Verification

The reliability of the results is crucial for open source projects. Regarding Torch-
NILM, the verification was performed with a results comparison between the suggested
solution and a previously validated framework. The closest framework to Torch-NILM
is the NILMTK-Contrib API [32], a software where state-of-the-art and baseline models
are offered. In fact, some of the provided models are also included in Torch-NILM due to
their popularity and effectiveness. As summarised in Table 5, the comparison results for
one state-of-the-art model and three electrical appliances on the same data input confirm
that Torch-NILM produces similar results to the verified software with 1.66% maximum
percentage difference and 3.27% maximum percentage error. It should be noted that these
toolkits are based on different deep learning frameworks, Pytorch and Tensorflow, and
small differences are expected. All the experiments were executed on data from UK-DALE
and the comparison was performed only on the MAE performance metric due to NILMTK-
Contrib metrics shortage. Two weeks of data were used for training and one week for
testing. Each experiment was executed five times with a different seed for five epochs. The
same seeds were used between the two frameworks. All the experiments were performed
on the same machine with a Titan Xp GPU.

9.2. Case Study

In order to demonstrate some of the qualities of the suggested toolkit, the benchmark
was executed through the Benchmark API for three models as a case study: S2P, NFED
and DAE, in both Single and Multi categories. The settings used for the experiments are
presented below in Figure 11. All the scenarios were executed three times for 10 epochs,
and batch size 1024 and inference was performed in GPU. The sliding-window schema
was used and 10% of noise was added in the mains signal during training. Some of the
produced results for the microwave are presented in Figures 12–15. These graphs were
generated automatically by Torch-NILM’s reporting module.
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Table 5. Torch-NILM versus NILMTK-Contrib: Performance verification. For the experiments, S2P
architecture was used. The training for all experiments was performed with 15 days of data and
the testing with 7 days of data. For all the scenarios, training and testing were applied on house 1
of UK-DALE.

Appliance Model Torch NILM
MAE [W]

NILMTK
Contrib MAE

[W]

Mean
Absolute

Difference [W]

Mean
Percentage

Difference [%]

Mean
Percentage
Error [%]

Washing M. S2P 16.6± 1.03 17.1± 1.3 0.56 1.66 3.27

Dishwasher S2P 17.4± 0.92 17.8± 0.73 0.46 1.29 2.56

Microwave S2P 6.8± 0.87 7.01± 1.28 0.22 1.61 3.17

As shown in the results for the microwave, all models performed on par in terms of F1
in Single-type experiments, with S2P achieving better scores. Regarding MAE, the DAE
showed the largest values, whereas NFED and S2P achieved similar performances. On
the multi-type scenarios for the microwave, S2P showed the best performance with NFED
being relatively close regarding the MAE error.

(a) (b)

Figure 11. Experiment parameters for case study using the Benchmark API: (a) Generic experiment
parameters; (b) model hyperparameters.

Figure 12. Average model performance for Single categories of experiments.
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Figure 13. Average model performance for Single categories of experiments.

(a) (b)

Figure 14. Benchmark results for Microwave: (a) F1 comparison for Single category; (b) MAE
comparison for Single category.

(a) (b)

Figure 15. Benchmark results for Microwave: (a) F1 comparison for Multi category of experiments;
(b) MAE comparison for Multi category of experiments.

10. Conclusions

Despite the fact that deep learning is a popular approach for energy disaggregation,
there are only a few NILM-oriented tools that properly assist the development and compar-
ison of neural network topologies. As a result, without an organised pathway or a template,
researchers must design their own set of tools, which often leads to non-reproducible
results and difficult-to-read implementations. Additionally, the lack of a widely accepted
benchmark poses further difficulties regarding the comparability of architectures. The
proposed toolkit was created to address these issues. Torch-NILM offers APIs in order to
easily develop experiments and comparisons with repeatable results. The combination
of Pytorch’s strengths with an integrated benchmark process, a set of powerful baseline
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models and an effective set of training and reporting modules renders the proposed tool a
robust solution to perform and develop NILM research.

Torch-NILM could be further developed/improved in the future in the following
ways. Initially, implementing a modern looking graphical user interface would make the
procedure of performing experiments much easier. In addition, further data-processing
techniques and display graphs could be introduced. It would be also beneficial to add
methods and models that support Multi-label classification techniques.
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