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Abstract

:

Electrification of transportation is gaining traction as a viable alternative to vehicles that use fossil-fuelled internal combustion engines, which are responsible for a major part of carbon dioxide emissions. This global turn towards electrification of transportation is leading to an exponential energy and power demand, especially during late-afternoon and early-evening hours, that can lead to great challenges that electricity grids need to face. Therefore, accurate estimation of Electric Vehicle (EV) charging loads and time of use is of utmost importance for different participants in the electricity markets. In this paper, a scalable methodology for detecting, from smart meter data, household EV charging events and their load consumption with robust evaluation, is proposed. This is achieved via a classifier based on Random Decision Forests (RF) with load reconstruction via novel post-processing and a regression approach based on sequence-to-subsequence Deep Neural Network (DNN) with conditional Generative Adversarial Network (GAN). Emphasis is placed on the generalisability of the approaches over similar houses and cross-domain transferability to different geographical regions and different EV charging profiles, as this is a requirement of any real-case scenario. Lastly, the effectiveness of different performance and generalisation loss metrics is discussed. Both the RF classifier with load reconstruction and the DNN, based on the sequence-to-subsequence model, can accurately estimate the energy consumption of EV charging events in unseen houses at scale solely from household aggregate smart meter measurements at 1–15 min resolutions.
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1. Introduction


Decarbonisation of transportation is a major activity worldwide towards “securing global net zero by mid-century and keeping 1.5 degrees within reach” [1]. Transportation was responsible for 27% of the United Kingdom (UK)’s carbon dioxide (  CO 2  ) emissions in 2019, of which over 90%, or 111 Mega-tonnes (Mt), of   CO 2   were a product of road transport vehicles. Cars, including taxis, have played a major role in these emissions as, combined, they produced 68 Mt of   CO 2  , corresponding to 61% of the road transport vehicle emissions or a staggering 15% of UK’s annuals emissions [2]. As transportation is an essential part of our daily activities, and therefore cannot easily be reduced, electric vehicles (EVs) are a promising solution to tackle this challenge. The short- to medium-term aim is to replace vehicles that run with internal combustion engines with electric ones, especially if the electricity is produced by renewable energy sources.



Driven by global climate change goals, and transition to net-zero economies, many governments world-wide have provided attractive incentives to EV users leading to a tremendous boom in EV purchase for domestic and business use. Indeed, according to the International Energy Agency [3], the share of EVs on roads in 2020 has exceeded the 10 million mark—a jump from 7 million in 2019 [4].



With the increasing penetration of EVs in the market, power grids face great challenges regarding the ability to supply, transfer and distribute power. Indeed, the exponential increase of electric car sales—both plug-in hybrid and fuel cell, which are fuelled from the grid—requires major changes in the energy markets and grid infrastructure as electrification of transportation poses numerous challenges for the existing power networks. In particular, modelling shows that large-scale residential charging of EVs could result in overloading of distribution networks during peak hours if infrastructure upgrades and smart grid management are not implemented [5,6].



Understanding where and when EVs are charging is important for uptake modelling, supply planning, and grid infrastructure reinforcement [7]. Knowledge of EV charging patterns is also required for smart grid solutions such as Demand Response (DR) [8] and Vehicle-to-Grid (V2G) [9]. Future energy polices and transport planning would also benefit from accurate information on EV charging patterns. In addition, information about household consumption as a result of EV charging could be useful for customers to manage running costs of EVs in a similar manner to fuel costs for petrol and diesel cars. Awareness of the financial and carbon footprint implications of EV charging at home may incentivise customers to charge at public points and places of work, or opt-in to DR-based tariffs and V2G programmes, alleviating the overloading of distribution systems during peak hours as a result and maximising charging from solar feed-in.



There are two options for monitoring the presence of EV charging on power networks. The first is Intrusive Load Monitoring, a popular approach which sub-meters the EV charger at charge point, requiring additional hardware installation and maintenance costs; while this may benefit the end user and car manufacturer who have access to the EV’s charging consumption statistics, the data are often not readily available to utilities, grid operators and network operators for infrastructure planning and grid demand management. A preferred alternative is Non-Intrusive Load Monitoring (NILM), from which energy consumption and time-of-use of the EV chargers is obtained via advanced signal information processing of aggregate power data, collected at a single point of measurement, e.g., a smart meter. The aim of NILM estimation of consumption—a regression problem—and time of use—a classification problem—algorithms is to match the equivalent submetered readings, therefore acting as a virtual sub-meter.



NILM has been an active area of study for over 30 years, but with the ongoing roll-out of millions of smart electricity meters globally, the deployment of large-scale residential NILM systems is emerging. Early work in the area often assumed the availability of mid- to-high frequency power measurements in the region of 1 Hz and above, as well as current and voltage measurements. However, due to storage limitations and potential privacy concerns, current real-world smart meter readings are only available at 15 to 60 min intervals, and providing only aggregate consumed power. The Smart Meter Equipment Technical Specifications Version:2 (SMETS2) framework in the UK, for example, permits regular smart meter readings to be taken at a 30 min resolution [10]. This motivates the need for for low- (1–60 s) to very low-resolution (15–60 min) NILM algorithms operating on power measurements only [11]. Recent years have seen an explosion of low-frequency NILM approaches, mostly based on Deep Neural Networks (DNNs). Indeed, according to [12], which provides a thorough literature review of DNN approaches for NILM, there were 87 DNN-NILM publications in the period 2018 to 2020. However, these DNN-NILM approaches focus primarily on typical household appliances, excluding EVs, and do not report results with meaningful performance metrics to truly evaluate consumption estimation. This is partly because of the limited availability of EV charging consumption datasets and generic, non-application-specific regression and classification metrics for evaluating DNN approaches for benchmarking.



Besides DNN approaches, the low-frequency NILM problem has also been tackled via other supervised and unsupervised approaches over the years, the former requiring training on labelled data unlike the latter—an up-to-date review can also be found in [13]. Examples of supervised NILM approaches are Graph Signal Processing (GSP) approaches [14], Support Vector Machines (SVM) [15], Decision Trees (DTs) [16] and k-Nearest Neighbour (kNN) [17]. Some unsupervised approaches include Combinational Optimisation, unsupervised GSP [11], Hidden Markov Models (HMM) [18,19] and Dynamic Time Warping [16]. Unsupervised methods have the advantage of not being limited by appliances available in training data, but achieving good performance is challenging. Supervised approaches could equally be viable for practical large-scale deployment as long as sufficient labelled training data are available, and generalisability to similar unseen data and cross-domain transferability to other data can be demonstrated [20]. Most supervised approaches have mainly focused on NILM on seen houses and, more recently, unseen houses on the same dataset, and even fewer on cross-domain transferability [12,13].



The most popular electrical measurements’ datasets on which NILM approaches are generally validated in the literature are REDD [21], UK-DALE [22], REFIT [23] and Pecan Street Dataport [24]—see [13] for some other examples of commonly used datasets, none of which include EVs. Only Dataport includes EV sub-metering and aggregate meter readings for multiple houses for a few months. A thorough review of available EV load datasets including charging point locations, historical and real-time charging sessions which refer to the period of time an EV is charged, traffic counts, travel surveys and registered vehicles, is presented in [25] in order to improve EV load modelling. However, none of the vehicle-centric data contain actual consumption readings from charging points, but rather spatial and temporal EV charging sessions to artificially reconstruct synthetic house-level and aggregated load consumption. This is not used in this study since synthetic loads do not reflect true consumption from the grid, and are not integrated into the household overall mains metering with other interfering loads and prosumers.



While NILM models have been developed for disaggregation of most conventional household appliances, NILM techniques for the disaggregation of EV loads is still an emerging area of study. Although, at first glance, EV load disaggregation may seem a relatively simple problem due to its high power level and being a single state load, houses nowadays use many electric devices with complex electrical signals and high energy consumption that make the separation of the EV signal a challenge. These include households with electric heaters, heat pumps, electric showers, Air Conditioning (AC) and Heating, Ventilation and Air Conditioning (HVAC) units, or prosumers, i.e., consumers that also produce electricity through solar panels and/or other renewable energy sources—tend to have quite complex load signals.



In this article, a detailed and robust methodology for large-scale robust evaluation of EV load disaggregation from household smart meter data are presented, leveraging on prior NILM algorithms that have been shown to have excellent classification performance, namely the Random Decision Forest (RF) classifier as used for EV load classification in [26], and the sequence-to-subsequence DNN of [27], which was shortlisted in [12]’s review paper to have one of the best regression performance on standard household appliances. Sequence-to-sequence and sequence-to-point DNN are used to perform a sequence transformation and therefore are appropriate for identifying electrical load signatures. The sequence-to-subsequence network was chosen as a trade-off between convergence speed of sequence-to-sequence, and computational load of sequence-to-point, as the proposed methodology should be both accurate and computationally efficient for scalability. The main contributions of this paper are:




	
A critical review of the emerging literature on disaggregation of EV loads using supervised and unsupervised NILM;



	
Implementation of RF bagging—based on [26]—and a suite of boosting-based ensemble algorithms, namely AdaBoost (ADA), XGBoost (XGB), Light Gradient-Boosting Machine (LGBM) and CatBoot, for binary classification of EV charging load;



	
Novel, low-complexity post-processing steps for mitigating false positives arising due to high load interference, and for accurately estimating the EV load based on RF classification output, using time information;



	
Adapting sequence-to-subsequence DNN-based NILM from [27] to EV load estimation, providing full details to enable reproducibility of the work including hyper-parameter tuning and post-processing steps;



	
Evaluation on 15 real houses from two geographical regions in the USA from the Dataport dataset, with 1 and 15 min resolution data containing high power interference from AC and different EV load profiles, where the EV charging power, duration of EV charging events, sparsity of charging events, and the relative noise or interference from unknown loads that could negatively affect disaggregation performance, are calculated and reported for each house;



	
Rigorous evaluation of the above NILM approaches, with a focus on creating realistic test scenarios including generalisability on unseen households with EVs with similar EV load profile from Austin, Texas and cross-domain transferability evaluation on unseen houses with a different EV load profile from New York;



	
Quantifying generalisability and cross-domain transferability of the proposed methods by adapting metrics of [28,29];



	
Evaluation of meaningfulness of standard and NILM-specific metrics and recommendations for EV load disaggregation for network operators.








For NILM evaluation, the most popular metrics include the standard   F − score   for classification and the standard Mean Square Error (MSE) or Mean Absolute Error (MAE) for regression, as well as more meaningful NILM specific metrics such as Accuracy (  A c c  ) and Match Rate (MR). These and other NILM metrics are reviewed in [30]. The choice of the dataset and how challenging it is to disaggregate loads of interest can be measured through the noisiness of the dataset metric of [28]. Additional metrics to calculate the generalisation loss that occurs when testing a NILM model on unseen houses is described in [29]. Given the potential impact of residential EV charging on the smart grid and the benefits of NILM for EV charging consumption and time-of-use for network operators and energy consumers, this paper will present and discuss results using all the above metrics.



The rest of the paper is organised as follows. In Section 2, supervised and unsupervised NILM approaches that are specifically designed for EVs are reviewed. In Section 3, a rigorous approach to evaluate the generalisability and transferability of ensemble methods and a sequence-to-subsequence DNN for classification of time of use of EVs and consumption estimation is proposed. In Section 4, the proposed methodology is evaluated using generic classification and regression metrics, as well as NILM specific consumption metrics. This is followed by Section 5, where observations are discussed in detail in relation to EV load estimation to inform grid demand. Lastly, conclusions are summarised in Section 6.




2. Background on NILM Approaches for EV Charging


This section, is focused on unsupervised and supervised NILM approaches developed and evaluated specifically for EV load disaggregation. For general NILM algorithms, we refer readers to recent review papers [12,13,30].



2.1. EV Load Disaggregation-Unsupervised Approaches


To the best of our knowledge, load disaggregation of EV charging is first tackled in [31], where a training-free approach, based on time-series signal thresholding, filtering and denoising, is proposed that uses knowledge of known appliance signatures to remove contributions from other loads and estimate power consumption of EVs. The approach is validated with over a year of 1 min data from Dataport [24] between 2012 and 2013, across 11 houses, randomly picked out of hundred of houses from Austin area. Monthly consumption error and MSE were used to evaluate the performance of the method and results were benchmarked against the HMM algorithm of [18]. Results outperformed HMM, which had difficulty distinguishing between EV loads and AC “spike trains”, which becomes particularly challenging in the summer months. However, the calculation of error in terms of monthly consumption is not as rigorous as the   A c c   and MR that have emerged more recently and are often calculated based on daily consumption estimates [11,30]. The authors of [31] do not provide the IDs of the households that were used, and therefore the results cannot be reproduced and compared.



Another unsupervised approach is proposed in [32], where Independent Component Analysis (ICA) is used to extract EV loads from aggregated signals. This is followed by a series of complex processing steps to remove interference from appliances with similar load characteristics and rebuild an estimated EV load profile. Validation of the method is carried out on 1-min Dataport [24] from 34 houses, and on 5 min resolution samples, obtained by re-sampling the measured 1 min readings. Results were evaluated using EV load reconstruction error, calculated sample-by-sample and a modified   F − score   that takes Accurate/Inaccurate True Positives into account as used in [33]. However, when tested on 5 min resolution data performance was significantly reduced. As with [31], the authors of [32], do not provide the IDs of the households that were used, hence the results cannot be reproduced.




2.2. EV Load Disaggregation-Supervised Approaches


In [17], a Mean Sliding Window algorithm is used to detect and extract features from ON/OFF events, i.e., an appliance switched ON and OFF—which are subsequently classified as AC and EV charging, using a kNN classifier. The method is validated on 1 min data collected by Dataport [24], from June to August 2014. The classifier was trained on 15 days of data collected at house 26 and tested on 4 days from the same house achieving   F − scores   of 83% and 91% for EV charging ON and OFF events, but   F − scores   fell to 86% and 75%, respectively, for 5 min data. Generalisability to unseen house 3036 in the Dataport dataset was attempted using a pre-trained model but optimal k-values were chosen based on misclassification error rate for each house individually; this requires labelled data for both houses and therefore fails to fully test generalisability to house 3036. Although classification results are promising, a testing period of only 8 days from 2 houses is inadequate to fully evaluate the effectiveness of the method. It is also unclear how the test days and houses were chosen. No energy consumption estimations were calculated from the classifications and hence no consumption-based metrics were used for evaluation.



Another low-complexity supervised method is proposed in [26] where active power data are split into overlapping windows that are fed into an RF classifier. Principal Component Analysis (PCA) is used for feature extraction. Once again, the method is validated on 1 min data from Dataport [24]—6 houses were considered over the period January 2016 to December 2017. The data for each house were split into 10-minute overlapping windows and used directly as input to the RF classifier achieving an   F − score   of 92.61%. In [26], PCA is applied to the windows and all 10 principal components (PCs) are used, resulting in a reported improvement in classification performance. However, the   F − score   was only changed by 0.08% which is far from a significant increase. The authors discuss the use of PCA for removing redundant information and show that over 95% of the variance in their dataset is explained by 2 PCs, but no attempt is made to reduce dimensionality. It is also unclear whether PCA was applied to the train and test datasets separately, which is important for ensuring that no bias is imparted on the training data through implicit knowledge of the test data. The application of PCA to the windows resulted in a small reduction in false negatives with marginally improved   F − score   of 92.69%. According to [26], this outperforms the ICA unsupervised approach of [32]. However, the direct comparison with [26] is hard to make for two reasons. Firstly, the RF classifier is given a balanced dataset for testing, i.e., 50% of windows contain EV charging and 50% only contain other household appliances which is achieved by random under-sampling. This does not represent the real proportion of EV charging vs. non-charging windows, which is reported to be 6% in the initial, unbalanced dataset. As a result, it is not demonstrated how robust the classifier is against false positives that may arise from interference from other large loads. Secondly, labelled data from all 6 houses were used for training, and therefore generalisability on unseen houses is not demonstrated.



Building upon [26], in [34] RF is evaluated alongside kNN and Artificial Neural Network (ANN) approaches for EV load disaggregation. Models are trained and tested with a selection of 18 houses for a period of a month from Pecan Dataport [24]—however, which houses are used exactly for training and testing is not specified. Therefore, the results cannot be reproduced or compared. In the pre-processing step, since only one month was considered with insufficient EV charging events, the authors simulated additional EV load charging patterns instead of using real data from other days. Training and testing sets were created by selecting only one month of data from selected houses that included both EVs and PVs. Generic classification and regression metrics are presented, without taking into account NILM-specific metrics such as MR or   A c c   [30]. The RF model outperformed the other two models, with results presented only for two set-ups—classification (  F − score   = 93% and 75% for training and testing on a selection of houses and testing on one unseen house, respectively) and regression (MAE = 500 W and 630 W for training and testing on a selection of houses and testing on one unseen house, respectively).




2.3. Summary of State-of-the-Art


In summary, there is limited previous work on EV classification and load consumption estimation using a range of signal information processing methods. The main gaps are the lack of transparency in reporting sufficient details—such as specifics and number of houses and days used for training and testing—for reproducing and comparing results, lack of transparency in the choice of experimental data—including quality and quantity metrics. Furthermore, performance evaluation in current literature tends to be non-rigorous, especially on generalisability and cross-domain transferability of the methods, which is needed for practical deployment. This paper addresses all the aforementioned gaps, and proposes a novel rigorous methodology for EV load disaggregation and evaluation, leveraging upon supervised ensemble and DNN-based approaches that have already been shown to outperform other learning approaches for NILM classification and regression.





3. Methodology


The proposed methodology is described in order, except for Section 3.4 and Section 3.5, where either ensemble classification with load reconstruction or regression based on DNN can be chosen, before proceeding with generalisability and cross domain transferability evaluation.



3.1. Experimental Data Selection and Preparation


The data acquisition process for the development of a supervised NILM methodology involves the selection and preparation of a dataset with aggregate and sub-metered appliance power measurements, sampled at low to very-low sampling rates, constituting “labelled data” for algorithm training and testing. As discussed previously, the Dataport [24] dataset has been primarily used for EV NILM evaluation in the past, as it contains many households in different areas of the USA with different appliances, including EVs, that have been monitored continuously for a long period of time. The data portal was accessed through a University research account, providing free access to 1 s, 1 and 15 min data collected from 73 houses across Austin, Texas, California and New York. Of these 73 houses, 8 from Austin, 7 from New York and 0 from California were listed as owning EVs. Available data for Austin houses span over a period of 12 months—from 1 January 2018 until 31 December 2018—and for New York houses over a period of 6 months—from 1 May 2019 until 31 October 2019.



Table 1 represents a summary of the Dataport houses used for the experiments, including metadata on the presence of Air Conditioning (AC) and solar generation, and the total amount of EV charging time per household as well as the sparsity of EV load. The latter information, i.e., the total amount of EV charging time and the sparsity of EV load—that is rarely stated in the literature—but provides an indication of the amount of data available for training and testing. Houses 2335, 3517 and 5058 were omitted from Table 1 as either their EV sub-metering was found to be null or contained no EV charging activity. From the remaining houses, 3 were discarded as the data were faulty and/or scarce: House 3000 appeared to have erroneous data as the addition of mains reading, i.e., the amount of energy consumed in the household, and solar power generation, which is either consumed or fed back into the grid if the production is greater than usage, did not add up to the grid reading, i.e., the total energy equilibrium that is apparent from the connection point of the house to the grid; House 7719 included only 71 h of charging events throughout a period of 12 months, which was equivalent to only 10 activations of a charge and insufficient to produce meaningful results; House 9053 had noisy sub-metering, i.e., there were unusually long periods where the load pattern did not resemble a typical EV charging signal, probably because there was another load metered on that plug. Lastly, house 4767 appears to have changed the EV charger from 4 kW to 6.6 kW after 3 July 2018 and therefore, in the experimental results later on, results are presented for 4767-1 and 4767-2, to represent House 4767, before and after this change of the charge, respectively.



All 9 selected houses have solar panels and all but one have high power AC interference, making the NILM task challenging. The whole dataset of each of these 9 houses is used for the experimental tests, so that different energy usage patterns can be observed across different seasons of the year. Austin houses contain data that spread across all seasons in a year, whereas New York houses contain data from late Spring until early Autumn.




3.2. Quantifying Interference


NILM is a source separation problem, where any consumption measurement other than target loads of interest are considered as interfering signals, or noise. Therefore, the noisier a dataset, i.e., the more unknown or non-submetered loads, the more challenging the classification and disaggregation problem, directly impacting the accuracy. To quantify the difficulty of successfully estimating individual loads from aggregate, Ref. [28] introduced a “noisiness” measure (NM) given by Equation (1):


  % − N  M  ( T )   =    ∑  t = 1  T    y t  −  ∑  m = 1  M   y t  ( m )       ∑  t = 1  T   y t    ,  



(1)




where T is the total monitoring duration—in the number of samples—  y t   is the aggregated load measured at time sample t and   y t  ( m )    is the submetered measurement of load/appliance m at time sample t. The above measure assumes that there is an equal interest in estimating all M “targeted”/submetered loads. In the case discussed, and in Table 1, the noisiness metric for   M = 1   is presented where the only m of interest is the EV, and denotes    y t  ( 1 )   =  y t  ( E V )    . Since this research is interested only in disaggregating EV loads, all other loads contributing to the aggregate would be considered as noise. Therefore, Equation (1) i slightly revised such that the noise, i.e., unknown loads, are only considered during EV charging times, to capture better their interfering effect:


  % − N  M  ( E V )   =  ∑  t = 1  T   c t   1 −   y t  ( E V )    y t    ,  



(2)




where an indicator    c t  = 1   if EV charging is ON during time sample t, i.e.,    y t  ( E V )   > 0  , and zero, otherwise.



Table 1 includes the noise metrics   % − N  M  ( T )     and   % − N  M  ( E V )     from Equations (1) and (2), respectively, for all the households under consideration. The higher the noise metric the more interference from unknown loads, and therefore the more challenging to accurately estimate energy consumption. It can be observed that a lower   % − N  M  ( T )     metric does not always imply a lower   % − N  M  ( E V )     metric. Both metrics will be reviewed in an attempt to explain classification and regression performance.




3.3. Train–Test Split


The entire dataset is split into train and test datasets at the pre-processing stage. A rigorous approach to split training and testing data is proposed where a small number of days are randomly selected from each month to make up the test dataset. The number of days selected from each month is set such to obtain a train–test split ratio of around 70:30, resulting in 10 days of each month kept for testing purposes. Days are chosen at random to guarantee a natural distribution of EV charging vs. non-charging windows, and to demonstrate that days have not been “hand-picked”. Selecting the same number of days from each month ensures that the method is tested equally across all seasonal variations in solar generation and appliance use, e.g., AC in summer, furnace in winter. Leaving the test windows in-order creates a more realistic simulation of a real-world NILM system and allows for complete EV loads to be reconstructed for visualisation and evaluation of performance in terms of consumption metrics. After the test dataset has been formed, the remaining windows are randomly under-sampled—by removing windows with no EV charging—to obtain a balanced train dataset that is randomly ordered to ensure no bias in the training of the classifier. This process is summarised in Figure 1 and repeated for each house.




3.4. Classification and Load Estimation via Ensemble Learning


Classification is performed by first adapting an RF classifier using sliding windows of raw power data and performing feature extraction using PCA, as per [26] for validation and comparison. RF is a bagging ensemble algorithm comprising multiple unpruned DTs, each trained on a randomly selected subset of the input features, and making a binary classification decision—EV charging or EV disconnected—based on majority voting or averaging of decision tree decisions. Four popular ensemble algorithms are also implemented based on boosting, which operate by combining many weak learners, e.g., a single decision tree—into strong learners, to determine the best ensemble-based classifier for EV NILM. These are ADA based on canonical boosting, and three gradient-boosting algorithms, namely XGB, LGBM and CatBoot.



3.4.1. Sliding Window Process


A sliding window is used to split the data into small, overlapping windows suitable for training and testing of the classifier. There are two variables that can be adjusted: window size,  ω , and overlap,  δ . Given the size of the windows  ω  and the overlap  δ , both expressed in the number of samples, the number of windows, N, over a period of T [samples], is calculated as:


  N  ( T )  =   T − ω   ω − δ   + 1 ,  



(3)




where all variables are given in samples to generalise for 1 and 15 min data.



It is expected that increasing window size  ω  leads to improved robustness against interference from other large loads, due to relatively long duration of EV charging sessions. For example, some AC systems operate at a similar power to EV charging, but in general, AC spikes have a width of less than 30 min, compared to EV charges which typically last between 30 and 200 min [31]. A window that is larger than the typical duration of spikes caused by AC or other large loads is more likely to be correctly classified as “EV disconnected” in this circumstance, and therefore a reduced number of false positives would be expected. However, this comes at the cost of potential loss in accuracy when reconstructing the EV load profile as the exact start and end times of charging would harder to determine. Similarly, increasing the overlap is also expected to improve classification performance due to better monitoring of every transition between windows. An improvement may also be observed simply due to the fact that more windows would be generated for training the classifier according to Equation (3)—although the increased size of train and test sets will of course come with the cost of increased running times.



In the results section, the window size  ω  and overlap  δ  are varied experimentally, and final values are chosen that optimise performance for 1 and 15 min disaggregation.




3.4.2. Post-Processing


Given classification outcomes from the ensemble classifier, a low-complexity correction algorithm is proposed to reduce overall classification errors using knowledge about expected characteristics of EV charging loads. Since EV charging duration typically spans 30 to 200 min, a series of EV Charging classifications, i.e., EV charging is ON—for a duration of less than 30 min is likely to be false positives caused by interference from another large load such as AC. Any series of possible misclassifications that meet these criteria would be corrected to the class EV Disconnected by the proposed algorithm.



Similarly, a charging EV is unlikely to be unplugged and then reconnected within a short period of time. Therefore, a short series of EV Disconnected classifications in the middle of a charging block would be reclassified as EV Charging. The correction algorithm is described below and applied to each test day, where a state-change refers to a change from an EV Disconnected classification to EV Charging or vice versa, and the correction window is the maximum length of Charging/Disconnected blocks for which corrections will be applied. The steps of the correction algorithm are:




	
Iterate through the original classifications and record each state-change that is observed as well as the time index at which it occurs;



	
As every state change is observed, compare the current time index to the previous recorded index;



	
If the difference is less than or equal to the correction window, overwrite all the classifications between the previous and current time indices with the current state, remove the record of the previous state change, and continue.








The algorithm is designed to be computationally efficient and would be able to apply corrections as data are being collected in a real-world system, with a small delay equal to the size of the correction window. This would still therefore allow near real-time observations in a NILM system for smart grid management applications. The exact values for the correction window are optimised for 1 and 15 min data through a series of tests in the results section to follow.




3.4.3. EV Load Reconstruction Following Classification


Using the corrected classifications, as described in Section 3.4.2, that show when each EV charging started and ended, an EV load profile can be reconstructed if the EV model, or simply the charging power of the EV at a given house, is known. For the purposes of this study, the charging power of EVs at each house is estimated as shown in Table 1. In a real-world NILM application this information could be obtained through an appliance survey, a widely proposed concept in NILM research that would involve requesting appliance information from customers, or from manufacturer manual.



Estimated energy consumption over a period of T samples is given by Equation (4) as:


   E  e s t   =  S 60   ∑  n = 1   N ( T )    C n  p  ( ω − δ )    [ kWh ]  ,  



(4)




where S is the sampling interval in [mins], i.e.,   S ∈ { 1 , 15 }   mins,   C n   is the classification outcome for the   n th   window,    C n  ∈  { 0 , 1 }   —EV not charging/charging—p is the charging power of the EV expressed in kW (3.3, 4, or 6.6 in this case),  ω  is the window size and  δ  is the overlap—in the number of samples.



True energy consumption over the period of T samples is given by Equation (5) as:


   E  t r u e   =  S 60   ∑  t = 1  T   P t    [ kWh ]  ,  



(5)




where   P t   is the power in kW, at time sample t of the EV ground truth signal. Both   E  e s t    and   E  t r u e    are calculated for each day in the test dataset such that   T =  1440 S   , the number of samples in a day, and   N ( T )   is the number of overlapping sliding windows per day computed as in Equation (3).



Besides total consumption, the number of charges is also recorded by counting the blocks of windows classified as EV charging. Each time that the end of a charge is detected, a small correction is made to   E  e s t    to account for the slightly over-estimation that would otherwise occur due to the classification of overlapping windows. Using the classifications and   E  e s t    directly, the consumption for each charge would be over-estimated by    S 60  p × δ  , so this value is subtracted from   E  e s t   , every time the end of a charging block is detected.





3.5. Regression Based on DNN


Sequence-to-subsequence learning is adapted and optimised, with conditional Generative Adversarial Network (GAN), using publicly available code [35], to disaggregate EV loads. Sequence-to-subsequence network targets the middle part of a sequence, and therefore a shorter sequence compared to sequence-to-sequence DNN, making convergence faster. Additionally, since the network targets a subsequence instead of a point, as is the case with the sequence-to-point DNN architectures [36,37], training is faster and less computationally expensive. For the disaggregation algorithm to work successfully, it is essential that the whole EV charging event is included in the targeted subsequence of the DNN. Thus, the optimal sequence-to-subsequence window size  ω  is set as:


  ω ≳   2 × L  S  , ω ∈  {  2 0  ,  2 1  , . . . ,  2 n  , . . . }  ,  



(6)




where L [in mins] is the usual length of EV charging period, and S [in mins] is again the resolution of the data samples—1 or 15 min. The above equation is proposed based on the following criteria: the subsequence has a width that is equal to half of the window size and the window size must be a power of 2—a requirement of the DNN architecture. Note that different window sizes will be used on 1 and 15 min data. The epoch number—the number of times that the learning algorithm worked through the entire training dataset—was also varied, and the number of epochs that maximise performance was used using early stopping criterion on the validation set. In addition, other hyperparameters, including the number of generator filters as well as the number of discriminator filters, were tuned using the validation set, and depend on the sampling rate. Lastly, the number of layers was adapted based on the window size. The selected values are reported in Section 4.



Given the produced sub-sequences of EV load, a simple correction procedure is applied. As with the classification discussed earlier, it was observed that the sequence-to-subsequence model produced some false positive results, mostly due to interference from other similar loads. All of these false positive sub-sequences had one feature in common: their maximum value appeared to be very small, around 5 W. Therefore, these values are simply zeroed. Additionally, negative values that were produced from the DNN were also zeroed as negative values have no physical significance.




3.6. Performance Evaluation Metrics


To evaluate classification performance,   A c c u r a c y =   TP + TN   TP + FP + TN + FN    ,   P r e c i s i o n =  TP  TP + FP    ,   R e c a l l =  TP  TP + FN     and   F − score =   2 × TP   2 × TP + FP + FN     are used, where  TP  are the True Positives,  TN  are the True Negatives,  FP  are the False Positives and  FN  are the False Negatives. All these metrics are calculated on a sample-by-sample basis, e.g., TP is the number of samples when EV charging is used that were classified as EV changing.   F − score   captures both false positives and false negatives, while giving a more rigorous evaluation than   A c c u r a c y  , particularly for datasets with a significant imbalance. For example, suppose data are split into windows for a given house and only 10% of windows are labelled as containing EV charging. A model that classifies every window as EV Disconnected would achieve an   A c c u r a c y   of 90% but an   F − score   of 0%.



Typical regression metrics MAE (Equation (7)) and normalised Signal Aggregate Error (SAE) (Equation (8)) are used for evaluation of the network performance. Additionally, the following two NILM-specific metrics are used to estimate how well the load estimation from both classification and regression learning approaches estimate the energy consumed by EV charging:   A c c  —sometimes referred to as Total Energy Correctly Assigned (TECA) (Equation (9)) and MR (Equation (10)).


  MAE =    ∑  d = 1  D   |  E  e s  t d    −  E  t r u  e d    |   D  ,  



(7)






  SAE =    ∑  d = 1  D   E  e s  t d    −  ∑  d = 1  D   E  t r u  e d       ∑  d = 1  D   E  t r u  e d      ,  



(8)






  A c c = 1 −    ∑  d = 1  D   |  E  e s  t d    −  E  t r u  e d    |    2 ×  ∑  d = 1  D   E  t r u  e d      ,  



(9)






  MR =    ∑  d = 1  D  min  {  E  e s  t d    ,  E  t r u  e d    }     ∑  d = 1  D  max  {  E  e s  t d    ,  E  t r u  e d    }    ,  



(10)




where   E  e s  t d     and   E  t r u  e d     refer to estimated and ground truth consumption for day d, and D is the number of days in the test dataset. MR is generally considered to be a better load estimation metric [30] for the same reason   F − score   is considered a better measure of performance than classification   A c c u r a c y  , as it can better indicate the match between the estimated and the true energy. When compared to  MAE , MR is more robust and deviates less when an experiment is repeated. On the other hand, the  MAE  metric calculates the average of errors, i.e., a large error for one subsequence or point would significantly affect the value.




3.7. Generalisability and Transferability Evaluation


Since labeled data are scarce, hard to collect, and thus only available for a small portion of households, it is essential that the proposed methods are able to produce reliable results on unseen houses in a similar dataset—generalisability—and unseen houses, i.e., houses without any labelled data, from another domain—transferability. To this effect, generalisation loss is proposed in [29] to evaluate the performance of a NILM algorithm for both event detection from classification and load estimation on an unseen house. For event detection, Generalisation Loss, as a percentage, is given by Equation (11)—a comparison between the classification accuracy on unseen (  Acc u  ) and seen houses (  Acc s  ), where ACC can be the   A c c u r a c y   or   F − score   metric. Similarly, for regression accuracy, Generalisation Loss, as a percentage, is given by Equation (12)—a comparison between the error on the unseen houses (  ERR u  ) and seen houses (  ERR s  )—where ERR can be any of the standard regression metrics such as MAE, SAE, Root Mean Square Error (RMSE).


   G  loss  class  =  1 −   Acc u   Acc s    % ,  



(11)






   G  loss  reg  =    ERR u   ERR s   − 1  % .  



(12)







For the experimental evaluation of generalisation loss of classification performance,   Acc = F − score   is used. For consumption accuracy, however, the use of Equation (13) instead of Equation (12) is proposed. This approach is preferred as a more accurate measurement of performance of consumption estimation, and is calculated based on the   Acc   metric (Equation (9)).


   G  loss  energy  =  1 −   Acc u   Acc s    % .  



(13)







The same Generalisation Loss equations can be used to evaluate generalisability and transferability. In the former case, unseen houses would be those from similar datasets. In the case cross-domain transferability evaluation, unseen houses would be from another domain.





4. Experimental Results


This section, first describes the evaluation strategy, then present the experimental results for classification, regression and generalisability/transferability for EV NILM as per Section 3.4, Section 3.5 and Section 3.7, respectively.



4.1. Evaluation Strategy


Firstly, to validate correct implementation of the RF classification methodology proposed in [26], the balanced test conditions were replicated. Following that, the additional stages of the methodology described in Section 3 are used for EV disaggregation from a realistic test dataset, with a natural imbalance, in-order windows and randomly selected days. The training set is split 60% for training, and 10% for cross-validation to determine the best set of parameters, which are then fixed for final results of testing on an unseen 30% of the samples. As explained in Section 3.3, the testing set used for presented results below comprised a total of 120 days for each Austin house and 60 days for each New York House when testing and training on the same household. For generalisability and cross domain transferability tests, all data available from unseen houses, i.e., 12 months for each Austin house and 6 months for each New York house—were used as testing sets. Repeatability of experiments is also performed by repeating testing on the same conditions and data ten times.



Simulations were carried out such that classifiers are trained and tested on the same houses individually to observe how accurately EV consumption can be estimated under these ideal conditions. Generalisability tests were then carried out to fully evaluate both NILM approaches under conditions required for implementation in a real-world NILM system. This procedure involved training classifiers and regression models on a selected number of houses and testing on unseen houses belonging to the same geographic area and similar EV load signatures. Transferability tests were carried out on unseen houses in a different geographical area and different EV load signatures.




4.2. Classification and Load Reconstruction via Ensemble Algorithms: Experimental Setup


In this section, the classification results as well as results of load reconstruction based on EV detection events, obtained via ensemble algorithms, are discussed.



4.2.1. Replicating Balanced Train–Test Conditions


The RF approach of [26] is first replicated for validation, using the same experimental conditions reported. Note that [26] did not specify the house IDs used in the reported experimental results and therefore results cannot be fully reproduced. Data from all Dataport houses from Table 1 were split into   ω =  10 min windows with   δ =   5 min overlap and windows were randomly under-sampled to obtain balanced train and test datasets. A total of around 900,000 windows were generated, reduced to 144,000 after under-sampling and split into 115,000 windows for training and 29,000 for testing. In the first experiment, windows were used directly as feature input to the classifier.



For the next experiment, feature extraction via PCA on the same raw windows was carried out and all resulting 10 PCs were fed to the classifier as features, as per [26]. The same experiments were repeated with the effects of solar feed-in artificially removed by subtracting from the self-consumption—demand+solar—by the sub-metered PV generation data. All results were compared to results from [26], as shown in Table 2.



The RF model was built with 500 DTs estimators and   E n t r o p y   was chosen for the splitting criterion to match hyperparameters selected in [26]. However, as it is found in [38], the criterion does not affect splitting performance in a meaningful way, so   G i n i  I m p u r i t y   was chosen for all results that follow, since the calculation of a logarithm is avoided. Bootstrapping is set to be   T r u e  , and the maximum features considered by each DT is chosen to be the square root of the total feature set.



As can be seen from Table 2, overall, the results are comparable to those achieved in [26], where a larger dataset—2 years of data compared to 1 year—was used and a greater number of windows were therefore generated for training and testing. Removing the contributions of solar generation improved the performance—an expected improvement as with the removal of solar generation the stochastic element of PV production that may interfere with the load signal is eliminated—resulted in a near identical   F − score   when raw data windows were used directly as input to the classifier. This may indicate that solar generation was also removed from—or simply not present in—the dataset used by [26]; however, small differences could equally be explained by the larger volume of training data or the investigation of different houses from Pecan Street Dataport [24]. Contrary to the findings of [26], the use of PCA reduced the   F − score   achieved under both test conditions. Once again, this might be the result of differences in the datasets used. The effectiveness of PCA is further investigated so as to decide whether the feature projection stage should be used as part of the methodology whatsoever. The shortcomings of this balanced testing strategy have been discussed in Section 2, and therefore the results presented above are only included for validation purposes. In the following, tests on a realistic unbalanced dataset are conducted.




4.2.2. Window Size Optimisation


The effect of varying window size,  ω , on performance was heuristically studied. As  ω  is increased, classification performance—measure by   F − score  —gradually improves, while regression performance—measured by MR—increases at first but quickly converges and starts to decrease as window size increases. This behaviour is expected, as an increased window size constitutes more “features” for the classifier, and therefore improved robustness is achieved against interference from other loads which may operate at a similar power to EV charging but typically over shorter periods of times. These load characteristics may be learned by the RF classifier when larger windows are used, resulting in better classifications. Conversely, larger windows result in more ambiguity when determining start and end times for EV charging, and subsequent consumption estimates—regression performance—are less accurate.



Similarly, the effect of window overlap,  δ , was heuristically studied. It was observed that both, classification and regression metrics were improved as overlap was increased. When overlap was maximised, the exact transition between every window is monitored and one window is generated for every minute of data; resulting classification, correction and EV load reconstruction are therefore more accurate. As discussed previously, part of the improvement in performance might also be a result of more training data for the classifier, since the number of windows in a given time period increases with overlap according to Equation (3). This of course comes with the cost of increase running times, but the additional computation is deemed to be acceptable given the subsequent improvements in performance and the low-complexity nature of the methodology as a whole.



To strike a balance between a larger feature set for the classifier and good time-resolution for reconstructing EV load, a window size of   ω = 5   and   δ = 4   are selected for 15 min data, and   ω = 30   and   δ = 29   samples for 1 min data.




4.2.3. PCA


For all houses in the dataset, and for both sampling rates, the   ω = 5  - or 30-dimensional input data could be reduced to 2 dimensions with no significant impact on performance as two most significant PCs combined explained more than 90% variance. Indeed, increasing the number of PCs above 2 resulted in little or no improvement in classification performance. To assess the performance with PCA, the RF classifier described in the previous section is used, where PCA was applied to the same windows and all PCs were used to train and test the classifier.



It is clear from Figure 2 that PCA significantly reduces performance in terms of   F − score   and MR at both sampling rates when compared to using the windows directly. These findings are contrary to those in [26], where a marginal improvement is reported as a result of PCA, however, this was observed under balanced test conditions, i.e., a non-realistic scenario. The results above show that PCA has quite the opposite effect when testing on the naturally unbalanced data—mostly due to an increase in false positives. Clearly, good results in a balanced scenario do not necessarily translate to good performance on unbalanced data, especially when the imbalance is significant—in this case EV charging windows make up only 5–15% of total windows in dataset, as indicated by the sparsity highlighted in Table 1.




4.2.4. Classification Probability Threshold


When a trained DT ensemble classifier is given test data to classify, each input is evaluated by every DT in the model and all classifications can be averaged to calculate a probability for a sample to belong to the given class. By default, the threshold for making a classification decision is a probability greater than 0.5. In this experiment the probability threshold was gradually increased up to a maximum of 0.95 to observe the effect on performance. A higher probability is expected to decrease the number of FP, but also increase FN. At both data resolutions, a probability threshold of 0.7 appears to be the optimal balance between FPs and FNs, resulting in a 10% improvement in MR for 1 min data and over a 5% increase for 15 min data compared to the default value of 0.5. So, the value of 0.7 is selected for the following experiments.




4.2.5. Correction Window


As discussed in Section 3.4.2, any two state changes that occur in a time smaller than the correction window are corrected to the current state. It was experimentally verified that the optimal correction window length is 20-samples for 1 min granularity and 2 samples, i.e., 30 min—for 15 min data. Intuitively, these values seem reasonable given the goal of the correction algorithm—to remove short periods of false positives and false negatives—and knowledge of typical EV charge times—30 to 200 min. A correction window greater than 30 min may remove short EV charges or merge separate charges, resulting in under-or over-estimation of consumption, respectively.




4.2.6. Comparison with Other DT Ensemble Algorithms


The performance of RF was compared against other boosting ensemble algorithms, namely ADA, XGB, LGBM and CatBoost as well as a single DT. Figure 3 presents both   F − score   and MR of these algorithms, where classifiers were trained and tested on house 1642, as per the 70:30 train:test split described in Section 3.3. House 1642 was chosen because it had the second largest number of EV charging hours (see Table 1), providing sufficient data samples for training and testing. All classifiers used 500 estimators.



The same ensemble algorithms were evaluated for transferability to observe how classifiers perform when tested on unseen houses (Figure 4). The same classifiers, trained on house 1642, were now tested on all remaining houses from Table 1 to find overall   F − scores   and MR. Transferability tests results are shown in Figure 4, and indicate a drop in   F − score   and MR performance across all algorithms compared to Figure 3.



As expected, all ensemble algorithms outperform the DT algorithm. Overall performance for all algorithms is slightly poorer on 15 min data compared to 1 min data. The two gradient-boosting algorithms, especially XGB, have similar performance to RF.





4.3. Regression–Sequence-to-Subsequence: Simulation Setup


For the sequence-to-subsequence with conditional GAN network, the window size is set to 512 and 64 samples, for 1 and 15 min data, respectively, as these values led to the best performance on the validation set. L1 (Least Absolute Deviation) loss was used in both setups, whereas Stochastic Gradient Descent (SGD) and ADAM optimiser were used for discriminator and generator filters, respectively. The initial learning rate was 0.001 (for SGD) and 0.0005 (for ADAM). The momentum term of ADAM was equal to 0.5, and the weights on L1 and GAN term for the generator gradient were 100 and 1, respectively. For 1 min data, a total of 7 layers were used and thirty-two generator and discriminator filters in the first convolutional layer. For 15 min data, a total of 5 layers were used and 4 generator and discriminator filters in the first convolutional layer. Using early stopping criterion on the validation set, it was concluded that the best value for the number of epochs is 120.




4.4. Simulation Results


In this section, results are presented using the optimised experimental settings described in Section 4.2 and Section 4.3 for the RF classifier and sequence-to-subsequence DNN, respectively.



First, classification and regression models are trained and tested on the same house, referred to as “observed” scenario, to demonstrate the ideal performance of the methodology under realistic test conditions, i.e., randomly selected days of in-order windows that have not been balanced. Secondly, generalisability and transferability are evaluated on unseen houses that are not part of the training set. The metrics that are presented, are the product of ten independent executions of the same algorithm to ensure experimental repeatability. Both the mean value and the standard deviation of each metric are presented, in order to further underline the meaningfulness of each metric. A metric with a low standard deviation is more robust to randomness that is introduced due to the random initialisation of algorithms. Therefore, these metrics are considered to produce much more concise results as they present a more accurate performance of the models.



4.4.1. Performance: Observed Scenario


Table 3 and Table 4 present the results obtained by training and testing on the same household for 1 min resolution for RF-based classification and load reconstruction, and DNN-based regression, respectively. The standard deviation for all metrics over 10 runs of the experiment, in identical conditions, is less than 2%, which indicates that all the experiments are repeatable. However, in Table 4 it is observed that the MAE metric has a significantly larger standard deviation of 10–15%. This is a common observation of DNN-based regression networks and therefore why presenting results exclusively with the MAE metric, which is rife in recent NILM literature, can often be misleading especially if repeatability of experiments is not demonstrated.



Comparing   A c c   and MR metrics between load reconstruction from classification vs. load estimation via regression, it can be seen, as expected, that the DNN network is more susceptible than RF to insufficient samples in the training set, as exemplified by house 1222 results, which has the fewest EV charging hours. For the same reason and the fact that house 4767 changed its EV charger, with a significantly different wattage, in the middle of the year—as discussed in Section 3.1—the regression network also performs relatively poorly. Otherwise, the   A c c   and MR performance measures are consistent for EV load estimation from both RF classification and load reconstruction with post-processing, and from the regression approach. Furthermore, House 6139 has relatively poorer classification and load estimation performance compared to others because it has the highest noisiness metric value as shown in Table 1. Classification and load reconstruction was also performed on 15 min data and a summary of the produced results is presented in Table 5. Results obtained when training on 15 min data are overall poorer, but not much so, than results with 1 min data, for all metrics, as expected.



Table 6 presents results produced from training and testing on the same household on 15 min data for the DNN-based, sequence-to-subsequence regression network. Using 15 min granularity data, as the available activation windows were fewer—approx. 7% less activation windows than in the 1 min data—training and testing on the same household produced poorer results. This is a result of the combination of fewer activation windows and lower data granularity. As discussed previously, DNN networks are more susceptible to the number of training samples than RF.



Table 7 demonstrates the loss incurred in classification and consumption estimation performance by reducing the granularity of meter readings from 1 min to 15 min. Loss was calculated as:   L o s s =  1 −   F −  score  15 min     F −  score  1 min      %   and   L o s s =  1 −   A c  c  15 min     A c  c  1 min      %   for classification and consumption estimation, respectively. As expected, the loss in   F − score  , i.e., accuracy of detecting EV load charging events, is very small except for House 6139, which had a relatively high noise metric—as per Table 1—and House 1222, which had insufficient training. Energy estimation using RF classification and load reconstruction is more robust to lower frequency data when compared to sequence-to-subsequence regression. As it was already stated, this can be the result of multiple factors, mainly due to insufficient activation windows when training the sequence-to-subsequence algorithm and also due to the fact that compared to the load reconstruction method using RF classification results, sequence-to-subsequence network does not have a priori knowledge of the EV charging level. Additionally, the loss in energy estimation performance for both approaches is correlated with the noisiness metrics as per Table 1, where Houses 6139, 8156 from Austin area and House 1222 from New York area, have relatively higher noisiness metrics and therefore greater losses in performance when using lower frequency data.




4.4.2. Generalisability Results


As with any real-world NILM scenario, the proposed solutions should be able to transfer knowledge from known houses to unknown ones that belong to the same area or, in this case, they use a similar EV charging load. This is essential, as the collection of metadata and/or labeled data for all households is a costly and time consuming process, and end-users are not always keen on sharing their personal information. Generalisability evaluation performs testing in houses, not included in the training set, that:




	
belong to the same geographical area as the houses in the training set;



	
use the same EV charging level as houses in the training set.








Table 8 presents results obtained by testing in the same area as training houses using the sequence-to-subsequence network. Each of the experiments was performed by testing on all houses in an area apart from one, which was kept for testing purposes. For example, results presented in Table 8 for Austin House 661, were obtained by training on the entire period for all Austin houses except House 661, and testing on the entire period of House 661. Results of Table 8 are compared against those of Table 4, in order to see the difference in performance when testing on an observed house vs. testing on an unseen house in a similar geographic area, namely Austin or NY. This is also captured via the   G  loss  reg   and   G  loss  energy   metrics of Equations (12) and (13), respectively, which indicate the MAE and   A c c   loss in performance. The two loss metrics are generally in agreement in terms of relative performance, except for the NY houses. The   G  loss  reg   of House 27 is unusually high because it is the only house in NY with a 3.3 kW EV, and the regression network was trained on the other two houses with 6.6 kW EVs, and therefore the energy consumption is overestimated. However, this is less pronounced in the   G  loss  energy   metric. Overall, the performance loss is negligible across all metrics, except for the marginal drop in performance for Austin Houses 661, 4373 and 8156. This is captured by the positive G-loss for these values which are less than 15%. Houses 1222 and 5679 experience a more significant drop in performance, as captured by both   G  loss  reg   and   G  loss  energy  , because they are both trained on House 27, which has about 50% more EV load charging events at 3.3 kW and therefore the energy consumption is underestimated for these two houses with 6.6 kW EVs.



Furthermore, as captured by the large negative G-loss values, Houses 4767-1 and 4767-2 now have significantly improved EV load estimation performance because the issue of insufficient training data previously encountered has been resolved with training on all other houses.



Table 9 and Table 10 present the results of generalisability tests for training on all houses with 3.3 kW loads regardless of geographical area, except House 1642, and testing on unseen House 1642, for both 1 and 15 min resolutions for the RF and sequence-to-subsequence DNN approaches, respectively. Comparing both Table 4 and Table 6 with Table 10 for the regression network, and as indicated by   G  loss  reg   and   G  loss  energy  , it can be seen that while the 1 min results are similar on observed and unseen scenarios, there is a significant improvement in performance for the 15 min results due the availability of additional training data from multiple houses. Similarly, comparing Table 3 and Table 5 with Table 9, and as indicated by   G  loss  class   and   G  loss  energy  , insignificant change in classification and energy estimation performance for both 1 min and 15 min resolutions is observed, since as it was discussed before, RF is less susceptible to the amount of training data. it can therefore be concluded that both the RF and regression network results are generalisable, without loss of performance, for similar EV charging levels.




4.4.3. Transferability Results


In this subsection, evaluation of cross-domain transferability to assess how robust a model is to training and testing on different geographical area and different EV charging levels, is aimed. Thus, transferability tests can be summarised as follows:




	
Testing on an unseen house in NY and training on all other houses from Austin, regardless of EV charging level;



	
Testing on an unseen house with and EV charge level of 6.6 kW and training on all houses with EV charge level of 3.3 kW, regardless of geographical area;



	
Testing on two unseen houses and training on a generic mix of houses from different areas and different EV charging levels.








Table 11 and Table 12 show the outcome for transferability tests 1 and 2, for both 1- and 15 min resolutions, with the RF and sequence-to-subsequence network approach, respectively. House 5679 from NY with an EV charging level of 6.6 kW was tested on RF and DNN regression models trained with all Austin houses containing EVs with 3.3 kW charging level. The training set comprised Houses 661, 1642, 4373, 6139, and 8156.



Comparing Table 3 and Table 5 with Table 11, a slight increase in classification and energy consumption estimation performance on 1 min data is observed, as indicated by   G  loss  class   and   G  loss  energy   which could be a result of more data available to train the RF classifier since House 5679 had relatively fewer EV charging hours. On the contrary, for 15 min data granularity, there is a larger drop in   G  loss  energy   than   G  loss  class  , i.e., consumption vs. classification performance. This could indicate that a lower granularity of training data from different geographical area and EV charging level does impede transferability. Comparing Table 4 and Table 6 with Table 12, and captured by   G  loss  energy   than   G  loss  reg  , a drop in load estimation performance for both granularities is observed. The drop is more pronounced for 1 min granularity. Interestingly, from the regression network’s output load reconstruction plots, it is observed that while the sequence-to-subsequence algorithm is correctly detecting EV charging events, it underestimates the EV load charging level since the network was trained on lower EV charge loads.



Similarly to Table 7, Table 13 demonstrates the loss introduced by using data with granularity of 15 min compared to 1 min.   F − score   and   A c c   metrics were used for classification and regression problems, respectively. As expected, the granularity loss is more pronounced during transferability than in the observed scenario—see House 5679 in Table 7. The regression network is less affected by reduced granularity when directly compared to RF classification and load reconstruction, as observed in Table 13.



Finally, a practical approach, as per transferability test 3, was taken whereby generic learning models were trained using a mix of houses across different geographic areas and contained different EV charging loads. The training set comprises Houses 661, 4373, 4767, 6139, 8156, 27, and 1222. Testing was performed on unseen Austin House 1642 and NY House 5679, with EV charge loads of 3.3 kW and 6.6 kW, respectively. Results are presented in Table 14 and Table 15. As previously, results of Table 3 and Table 5 were compared with Table 14 and a very small drop in classification   F − score   performance during transfer learning for House 1642 was observed. More importantly, consumption metrics   A c c   and MR were unaffected. This is not the case with House 5679 where both classification and consumption metrics are lower. These are also captured by the   G  loss  energy   and   G  loss  class   metrics, which are higher than the equivalent loss for transferability tests 1 and 2 for House 5679. This could be because there were more 3.3 kW than 6.6 kW EV charge loads in the training dataset, which makes the classifier more transferable or biased to 3.3 kW EV charge loads, as is the case with House 1642. Comparing Table 4 and Table 6 with Table 15, significant drop in performance is observed when testing on House 5679. This could be the result of more houses that are charging in 3.3 kW in the training set compared to 6.6 kW. On the other hand, results for 15 min data on House 1642 are significantly improved, which is a result of more data available to the network during training process. The   G  loss  energy   than   G  loss  reg   loss metrics for this transferability test 3—as shown in Table 15—compared to transferability tests 1 and 2, as shown in Table 12, are relatively unchanged for 1 min granularity but there is less loss for 15 min granularity. This shows that the sequence to subsequence regression model performs equally well on all transferability tests.



This experiment demonstrates that if an adequate number of houses of a certain wattage level are included in the training set, then when testing on an unseen house that uses a same power level charger, the model is agnostic to the other EV power levels that are presented in the training set, and produces an accurate result.



Table 16 demonstrates the loss introduced by using data with granularity of 15 min compared to 1 min.   F − score   and   A c c   metrics were used for classification and regression problems, respectively.






5. Discussion


During data processing and algorithm tuning, it was observed that, in the presence of houses with solar panels, it was better to extract EV load charge events without solar generation. EV load signatures have a distinctly high power levels, and therefore the drop in amplitude caused by solar generation is insufficient to completely obfuscate the EV signal. In the Dataport [24] houses considered in the study, EVs were connected to the grid in the evening and night hours, when solar generation is either very low or non-existent. This pattern agrees with the daily routines, as people tend to use their vehicles to commute to work during morning and afternoon—when solar generation is at its peak. It is therefore worth exploring the possibility of storage of energy produced during the daytime and use that energy later so as to charge EVs and help reducing grid peaks that usually occur in the late afternoon/evening.



  F − score   is more suitable to evaluate how accurately EV charging events are detected compared to metrics like   A c c u r a c y  , especially for realistic, unbalanced testing datasets. Complementary metrics for measuring the accuracy in estimating the load consumption of the EV charging events are   A c c   and MR, whilst MAE and SAE can explain the performance of regression networks. Similarly, generalisation loss as a metric based on   F − score  ,   A c c   and MAE, provide a good representation of performance loss of these measures due changes in granularity of the meter readings, as well as due to generalisability to unseen houses in a similar geographic area and with similar EV charging loads, and transferability to unseen houses in different geographic areas and with different EV charging loads.



The ensemble classification models were more robust to insufficient EV charging events for training than the DNN-based regression models. That is, the sequence-to-subsequence DNN is especially sensitive to the amount of training samples, which takes precedence over the noisiness level of the house due to interfering loads. Otherwise, it was observed that both ensemble-based classification and regression models accurately performed EV load estimation on the same house the models were trained on, as well as showed excellent generalisability performance when tested on unseen houses for similar EV charging levels in different geographic areas. During generalisability and transferability experiments, it was observed that the regression network is less affected by lower granularity readings than the RF classification and load reconstruction approach. The proposed final recommendation for EV charging event detection, as well as accurate energy consumption for each charging event, is therefore a sequence-to-subsequence DNN, when plenty of training data are available in a mixed mode approach, with data from different geographic areas, and especially with a balanced number of EV charging load levels to avoid bias towards a particular EV charging level.




6. Conclusions


This paper demonstrated the feasibility of accurately estimating EV load charging consumption at scale by energy providers, using only smart meter measurements at resolutions of 1 min and 15 min. Specifically, several classifier approaches based on ensemble learning, including RF and gradient-boosting algorithms, together with regression networks based on deep learning sequence-to-subsequence architecture with conditional GAN were evaluated. The RF model of [26], initially proposed for classification of EV charging events, were replicated with a realistic train–test data split and unbalanced, realistic testing datasets, and supplemented with a proposed post-processing step for minimising false positives and load reconstruction. In addition, the regression network of [27], showing good disaggregation performance on typical household appliances, excluding EVs, was replicated for EV disaggregation. Evaluation was carried out for three scenarios: (i) training and testing on different portions of an observed house—observed scenario, (ii) generalisability across houses with similar geographic area and EV load charge, and (iii) cross-domain transferability in unseen houses from different geographic areas and different EV load charge levels. The merits of typically used classification, regression and NILM-specific energy consumption metrics were presented for all experiments and discussed, in conjunction with generalisation loss metrics and noisiness metrics, which are an indicator of unknown loads interfering with the EV load in the aggregate meter readings.



Further work is needed to evaluate cross domain transferability across distinct geographical areas, including Europe and Asia, as well as in datasets with different EV wattage levels. This is quite a challenging domain as EV load datasets are scarce in the literature, and useful next direction is to make more EV submetering or labelled datasets publicly available as EV roll-out is increasing. In addition, three-phased EV loads—that are common on continental Europe—should also be explored and adaptations of the proposed methodology should be performed. Lastly, as EV charging consumes a substantial amount of energy, and there is a degree of flexibility in charging times, unsupervised EV load forecasting should be researched, as it can facilitate novel DR solutions that avoid localised load shedding and high load appliances being cut off from the power supply via smart switches that are embedded in the smart grid.
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	Demand Response



	DT
	Decision Trees
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	Generative Adversarial Network
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	Graph Signal Processing
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	ICA
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	kNN
	k-Nearest Neighbour



	LGBM
	Light Gradient-Boosting Machine



	MAE
	Mean Absolute Error



	MR
	Match Rate



	MSE
	Mean Squared Error



	NILM
	Non-Intrusive Load Monitoring



	NM
	Noisiness Metric



	PC
	Principal component



	PCA
	Principal component analysis



	RF
	Random Decision Forests



	RMSE
	Root Mean Square Error



	SAE
	Signal Aggregate Error



	SGD
	Stochastic Gradient Descent



	SMETS2
	Smart Meter Equipment Technical Specifications Version:2
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	Support Vector Machines
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Figure 1. Visual demonstration of the proposed method for obtaining a balanced train dataset and a realistic in-order test dataset for each house, where n is the number of months in the data collection period for a given house. Note that in the train dataset, the blue block contains periods without EV charging and the orange block is formed from the periods with EV charging and other households appliances running in parallel. 
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Figure 2. Effect of PCA on performance in terms of   F − score   and MR (a) 1-minute data. (b) 15 min data. 
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Figure 3. Ensemble classifiers   F − score   and MR performance on house 1642 for (a) 1 min data; (b) 15 min data. 
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Figure 4. Ensemble classifiers   F − score   and MR performance trained on data from house 1642 and tested on all other houses for (a) 1 min data; (b) 15 min data. 
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Table 1. Summary of EV charging in Dataport houses used for the experiments, including noisiness metrics [28] of the considered households in dataport Dataset. EV Sparsity is calculated as the charging duration divided by the total monitoring duration.
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Area

	
House

	
EV Charging Power [kW]

	
Charging Duration [h]

	
EV Sparsity

	
AC/Solar

	
    NM  ( T )     

	
    NM  ( EV )     






	
Austin

	
661

	
3.3

	
781

	
8.92%

	
Yes/Yes

	
86.35%

	
39.34%




	
1642

	
3.3

	
982

	
11.21%

	
Yes/Yes

	
82.37%

	
39.19%




	
4373

	
3.3

	
1359

	
15.51%

	
Yes/Yes

	
75.91%

	
44.48%




	
4767-1

	
4.0

	
485

	
10.98%

	
Yes/Yes

	
86.60%

	
36.49%




	
4767-2

	
6.6

	
485

	
11.16%

	
Yes/Yes

	
85.65%

	
26.12%




	
6139

	
3.3

	
622

	
7.10%

	
Yes/Yes

	
90.50%

	
40.31%




	
8156

	
3.3

	
615

	
7.02%

	
Yes/Yes

	
90.67%

	
47.34%




	
NY

	
27

	
3.3

	
338

	
7.65%

	
Yes/Yes

	
74.99%

	
21.15%




	
1222

	
6.6

	
139

	
3.15%

	
No/Yes

	
82.86%

	
25.54%




	
5679

	
6.6

	
210

	
4.76%

	
Yes/Yes

	
76.76%

	
30.67%
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Table 2. Classification results achieved when RF classifier is trained and tested on balanced datasets, with comparison to results reported in [26]—raw windows (Raw) & PCs as features. Note that the houses used for training and testing are different since house IDs were not provided in [26].
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	Experimental Setup
	    Accuracy     (Raw, PCs)
	    Precision     (Raw, PCs)
	    Recall     (Raw, PCs)
	    F − Score     (Raw, PCs)





	Solar
	87.92%, 84.41%
	87.86%, 83.16%
	88.20%, 85.79%
	88.02%, 84.45%



	No-Solar
	90.70%, 87.10%
	89.22%, 84.37%
	92.96%, 91.62%
	91.05%, 87.85%



	[26]
	92.58%, 92.34%
	92.33%, 92.66%
	92.88%, 93.03%
	92.61%, 92.69%
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Table 3. Assessment metrics, training and testing on the same household, using RF classifier and load reconstruction, 1 min data.
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Classification Metrics

	
Consumption Metrics






	
Area

	
House

	
  Accuracy  

	
   F − Score   

	
   A c c   

	
MR




	
Austin

	
661

	
92.32%

	
73.91%

	
82.54%

	
71.07%




	
1642

	
94.61%

	
81.35%

	
84.94%

	
72.22%




	
4373

	
95.30%

	
86.73%

	
92.24%

	
85.47%




	
4767

	
95.72%

	
85.96%

	
78.63%

	
57.96%




	
6139

	
94.74%

	
67.95%

	
75.03%

	
61.17%




	
8156

	
94.71%

	
76.21%

	
77.26%

	
62.68%




	
NY

	
27

	
94.10%

	
77.41%

	
80.39%

	
61.45%




	
1222

	
97.74%

	
87.92%

	
88.50%

	
80.78%




	
5679

	
99.21%

	
96.41%

	
98.76%

	
97.55%
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Table 4. Mean values and standard deviations of assessment metrics, training and testing on the same household, using sequence-to-subsequence, 1 min data.
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Area

	
House

	
    MAE   μ , σ     

	
    SAE   μ , σ     

	
    Acc   μ , σ     

	
    MR   μ , σ     






	
Austin

	
661

	
(45.45 W, 6.28 W)

	
(8.41%, 0.25%)

	
(89.09%, 1.51%)

	
(79.55%, 1.24%)




	
1642

	
(55.13 W, 11.52 W)

	
(4.19%, 0.14%)

	
(88.87%, 0.74%)

	
(79.59%, 0.79%)




	
4373

	
(82.33 W, 14.09 W)

	
(1.72%, 0.07%)

	
(89.57%, 1.11%)

	
(80.94%, 0.98%)




	
4767

	
(210.6 W, 41.86 W)

	
(5.47%, 0.27%)

	
(58.19%, 3.57%)

	
(48.52%, 1.89%)




	
4767-1

	
(219.1 W, 48.55 W)

	
(59.94%, 0.88%)

	
(46.84%, 2.59%)

	
(41.22%, 1.26%)




	
4767-2

	
(490.2 W, 74.57 W)

	
(83.36%, 0.86%)

	
(30.98%, 2.10%)

	
(24.78%, 0.97%)




	
6139

	
(103.2 W, 13.97 W)

	
(4.15%, 0.11%)

	
(70.36%, 1.47%)

	
(53.53%, 1.05%)




	
8156

	
(82.33 W, 14.09 W)

	
(1.72%, 0.06%)

	
(89.57%, 1.10%)

	
(80.94%, 0.98%)




	
NY

	
27

	
(86.78 W, 19.74 W)

	
(3.47%, 0.08%)

	
(79.14%, 0.49%)

	
(74.38%, 1.14%)




	
1222

	
(148.1 W, 28.17 W)

	
(5.73%, 0.07%)

	
(53.27%, 1.97%)

	
(45.11%, 1.47%)




	
5679

	
(73.65 W, 6.75 W)

	
(16.22%, 0.72%)

	
(85.29%, 1.72%)

	
(79.51%, 1.18%)
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Table 5. Assessment metrics, training and testing on the same household, using RF classifier and load reconstruction, 15 min data.
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Classification Metrics

	
Consumption Metrics






	
Area

	
House

	
  Accuracy  

	
   F − Score   

	
  A c c  

	
MR




	
Austin

	
661

	
90.52%

	
69.16%

	
76.50%

	
62.84%




	
1642

	
93.58%

	
83.17%

	
77.70%

	
65.16%




	
4373

	
91.67%

	
81.27%

	
82.40%

	
71.49%




	
4767

	
95.61%

	
86.04%

	
72.00%

	
50.49%




	
6139

	
86.44%

	
50.93%

	
49.25%

	
44.98%




	
8156

	
91.91%

	
70.93%

	
57.50%

	
45.41%




	
NY

	
27

	
95.83%

	
84.84%

	
85.60%

	
71.53%




	
1222

	
94.47%

	
74.04%

	
70.66%

	
61.09%




	
5679

	
97.80%

	
91.34%

	
88.77%

	
81.05%
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Table 6. Mean values and standard deviations of assessment metrics, training and testing on the same household, using sequence-to-subsequence, 15 min data.
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Area

	
House

	
    MAE   μ , σ     

	
    SAE   μ , σ     

	
    Acc   μ , σ     

	
    MR   μ , σ     






	
Austin

	
661

	
(100.6 W, 4.52 W)

	
(22.67%, 0.14%)

	
(75.47%, 1.11%)

	
(56.65%, 0.87%)




	
1642

	
(143.0 W, 6.81 W)

	
(23.66%, 0.75%)

	
(69.12%, 1.22%)

	
(58.12%, 0.88%)




	
4373

	
(317.2 W, 23.61 W)

	
(71.81%, 2.49%)

	
(60.22%, 0.74%)

	
(23.41%, 1.44%)




	
4767

	
(281.0 W, 21.57 W)

	
(23.15%, 0.18%)

	
(41.31%, 0.09%)

	
(31.06%, 0.54%)




	
6139

	
(156.5 W, 3.98 W)

	
(18.34%, 1.41%)

	
(54.58%, 1.01%)

	
(33.33%, 0.25%)




	
8156

	
(150.1 W, 4.77 W)

	
(28.42%, 1.29%)

	
(59.27%, 1.05%)

	
(35.62%, 0.09%)




	
NY

	
27

	
(95.57 W, 4.73 W)

	
(30.46%, 0.42%)

	
(75.48%, 0.97%)

	
(64.91%, 0.57%)




	
1222

	
(173.0 W, 11.50 W)

	
(22.15%, 1.16%)

	
(29.58%, 0.92%)

	
(29.58%, 0.54%)




	
5679

	
(169.8 W, 11.26 W)

	
(23.38%, 1.09%)

	
(63.25%, 1.53%)

	
(54.58%, 1.89%)
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Table 7. Classification and regression granularity loss based on   F − score   and   A c c   metrics, respectively, using RF classifier and load reconstruction and sequence-to-subsequence (seq2subseq) network.
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Area

	
House

	
Classification (RF)

	
Load Reconstruction (RF)

	
Regression (seq2subseq)






	
Austin

	
661

	
6.43%

	
7.32%

	
15.29%




	
1642

	
−2.24%

	
8.52%

	
22.22%




	
4373

	
6.3%

	
10.67%

	
32.77%




	
4767

	
−0.09%

	
8.43%

	
29.61%




	
6139

	
25.05%

	
36.25%

	
22.43%




	
8156

	
6.93%

	
25.58%

	
33.83%




	
NY

	
27

	
−9.60%

	
−6.48%

	
4.62%




	
1222

	
15.10%

	
20.16%

	
44.47%




	
5679

	
5.26%

	
10.12%

	
25.84%
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Table 8. Mean values of assessment metrics and   G − loss  , training on all houses of an area apart from one, and testing on the unseen house from the same area, using sequence-to-subsequence algorithm, 1 min data.
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Area

	
House

	
MAE

	
SAE

	
   Acc   

	
MR

	
    G  loss  reg    

	
    G loss energy    






	
Austin

	
661

	
73.54 W

	
6.29%

	
81.79%

	
70.00%

	
61.8%

	
8.19%




	
1642

	
52.26 W

	
1.02%

	
89.46%

	
80.84%

	
−5.21%

	
−0.66%




	
4373

	
99.16 W

	
4.33%

	
87.86%

	
77.92%

	
20.44%

	
1.88%




	
4767

	
198.8 W

	
29.92%

	
63.60%

	
40.05%

	
5.60%

	
−9.3%




	
4767-1

	
72.47 W

	
9.09%

	
82.48%

	
71.29%

	
−66.92%

	
−76.09%




	
4767-2

	
278.6 W

	
50.9%

	
58.92%

	
28.94%

	
−43.17%

	
−90.19%




	
6139

	
95.68 W

	
6.94%

	
71.61%

	
54.56%

	
−7.29%

	
−1.78%




	
8156

	
97.08 W

	
12.63%

	
76.31%

	
63.56%

	
17.92%

	
14.8%




	
NY

	
27

	
177.8 W

	
4.37%

	
63.62%

	
47.49%

	
104.9%

	
19.61%




	
1222

	
189.3 W

	
58.42%

	
36.56%

	
34.14%

	
27.82%

	
31.37%




	
5679

	
110.6 W

	
2.21%

	
76.56%

	
61.69%

	
50.17%

	
10.24%
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Table 9. Mean values of performance and generalisation metrics, training on all houses that were charging on 3.3 kW, and testing on unseen House 1642, using RF classification and load reconstruction, with 1 min and 15 min granularity data.






Table 9. Mean values of performance and generalisation metrics, training on all houses that were charging on 3.3 kW, and testing on unseen House 1642, using RF classification and load reconstruction, with 1 min and 15 min granularity data.





	

	

	
Classification Metrics

	
Consumption Metrics






	
Granularity

	
House

	
  Accuracy  

	
   F − Score   

	
   G loss class   

	
   A c c   

	
MR

	
   G loss energy   




	
1 min

	
1642

	
95.17%

	
77.48%

	
4.76%

	
84.21%

	
72.31%

	
0.86%




	
15 min

	
1642

	
94.27%

	
78.36%

	
5.78%

	
78.38%

	
63.48%

	
−0.88%
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Table 10. Mean values of assessment metrics and   G − loss  , training on all houses that were charging on 3.3 kW, and testing on unseen house 1642, using sequence-to-subsequence algorithm, with 1 min and 15 min granularity data.






Table 10. Mean values of assessment metrics and   G − loss  , training on all houses that were charging on 3.3 kW, and testing on unseen house 1642, using sequence-to-subsequence algorithm, with 1 min and 15 min granularity data.





	Granularity
	House
	MAE
	SAE
	   Acc   
	MR
	    G  loss  reg    
	    G loss energy    





	1 min
	1642
	50.41 W
	6.70%
	89.83%
	80.96%
	−8.56%
	−1.08%



	15 min
	1642
	76.30 W
	14.97%
	84.60%
	71.47%
	−46.64%
	−22.4%
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Table 11. Mean values of performance and generalisation loss metrics for transferability tests 1 and 2, using RF classification and load reconstruction, with 1 min and 15 min data.






Table 11. Mean values of performance and generalisation loss metrics for transferability tests 1 and 2, using RF classification and load reconstruction, with 1 min and 15 min data.





	

	

	
Classification Metrics

	
Consumption Metrics






	
Granularity

	
House

	
  Accuracy  

	
   F − Score   

	
   G loss class   

	
   A c c   

	
MR

	
   G loss energy   




	
1 min

	
5679

	
98.54%

	
86.30%

	
−11.38%

	
90.37%

	
82.96%

	
−7.32%




	
15 min

	
5679

	
95.45%

	
73.39%

	
6.35%

	
64.44%

	
57.41%

	
17.79%
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Table 12. Mean values of performance and generalisation loss metrics for transferability tests 1 and 2, using sequence-to-subsequence algorithm, for 1 min and 15 min data.






Table 12. Mean values of performance and generalisation loss metrics for transferability tests 1 and 2, using sequence-to-subsequence algorithm, for 1 min and 15 min data.





	Granularity
	House
	MAE
	SAE
	   Acc   
	MR
	    G  loss  reg    
	    G loss energy    





	1 min
	5679
	183.4 W
	24.32%
	61.15%
	58.67%
	149.0%
	28.30%



	15 min
	5679
	201.5 W
	29.60%
	56.92%
	48.83%
	18.67%
	10.01%
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Table 13. Classification and regression granularity loss based on   F − score   and   A c c   metrics, respectively, using RF classifier and load reconstruction and sequence-to-subsequence for transferability tests 1 and 2.






Table 13. Classification and regression granularity loss based on   F − score   and   A c c   metrics, respectively, using RF classifier and load reconstruction and sequence-to-subsequence for transferability tests 1 and 2.





	Area
	House
	Classification (RF)
	Load Reconstruction (RF)
	Regression (seq2subseq)





	NY
	5679
	14.96%
	28.69%
	6.92%










[image: Table] 





Table 14. Mean values of performance and generalisation loss metrics, for transferability test 3, using RF classification and load reconstruction, for 1 min and 15 min data.






Table 14. Mean values of performance and generalisation loss metrics, for transferability test 3, using RF classification and load reconstruction, for 1 min and 15 min data.





	

	

	
Classification Metrics

	
Consumption Metrics






	
Granularity

	
House

	
  Accuracy  

	
   F − Score   

	
   G loss class   

	
   A c c   

	
MR

	
   G loss energy   




	
1 min

	
1642

	
95.15%

	
77.24%

	
5.05%

	
84.05%

	
71.91%

	
1.05%




	
5679

	
98.65%

	
87.40%

	
9.35%

	
91.17%

	
84.40%

	
7.69%




	
15 min

	
1642

	
94.26%

	
78.19%

	
5.99%

	
78.40%

	
63.16%

	
−0.9%




	
5679

	
95.57%

	
74.10%

	
18.87%

	
65.17%

	
58.23%

	
26.59%
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Table 15. Mean values of performance and generalisation loss metrics, for transferability test 3, using sequence-to-subsequence algorithm, for 1 min and 15 min data.






Table 15. Mean values of performance and generalisation loss metrics, for transferability test 3, using sequence-to-subsequence algorithm, for 1 min and 15 min data.





	
Granularity

	
House

	
MAE

	
SAE

	
   Acc   

	
MR

	
    G  loss  reg    

	
    G loss energy    






	
1 min

	
1642

	
50.49 W

	
4.54%

	
89.81%

	
81.12%

	
−8.42%

	
−1.06%




	
5679

	
178.4 W

	
26.94%

	
62.21%

	
49.21%

	
142.23%

	
27.06%




	
15 min

	
1642

	
78.66 W

	
11.69%

	
84.13%

	
71.15%

	
−44.99%

	
−21.72%




	
5679

	
183.6 W

	
33.00%

	
60.75%

	
46.04%

	
8.13%

	
3.95%
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Table 16. Classification and regression granularity loss based on   F − score   and   A c c   metrics, respectively, using RF classifier and load reconstruction and sequence-to-subsequence for transferability test 3.






Table 16. Classification and regression granularity loss based on   F − score   and   A c c   metrics, respectively, using RF classifier and load reconstruction and sequence-to-subsequence for transferability test 3.





	Area
	House
	Classification (RF)
	Load Reconstruction (RF)
	Regression (seq2subseq)





	AU
	1642
	−1.24%
	6.72%
	6.32%



	NY
	5679
	15.22%
	28.52%
	2.35%
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