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Abstract: Empirical-statistical downscaling (ESD) can be a computationally advantageous alternative
to dynamical downscaling in representing a high-resolution regional climate. Two distinct strategies
of ESD are employed here to reconstruct near-surface winds in a region of rugged terrain. ESD is
used to reconstruct the innermost grid of a multiply nested mesoscale model framework for regional
climate downscaling. An analog ensemble (AnEn) and a convolutional neural network (CNN) are
compared in their ability to represent near-surface winds in the innermost grid in lieu of dynamical
downscaling. Downscaling for a 30 year climatology of 10 m April winds is performed for southern
MO, USA. Five years of training suffices for producing low mean absolute error and bias for both ESD
techniques. However, root-mean-squared error is not significantly reduced by either scheme. In the
case of the AnEn, this is due to a minority of cases not producing a satisfactory representation of high-
resolution wind, accentuating the root-mean-squared error in spite of a small mean absolute error.
Homogeneous comparison shows that the AnEn produces smaller errors than the CNN. Though
further tuning may improve results, the ESD techniques considered here show that they can produce
a reliable, computationally inexpensive method for reconstructing high-resolution 10 m winds over
complex terrain.

Keywords: empirical-statistical downscaling; analog method; convolution neural network; planetary
boundary layer climatology

1. Introduction

In climate modeling, empirical-statistical downscaling (ESD) is a valuable technique
with a prime objective of reliably depicting a region’s climate details not resolved in a rela-
tively coarse-resolution global climate model or in reanalysis data. These regional climate
details simultaneously depend on the large-scale weather and climate patterns and also
on the local topography and other surface details. In contrast with ESD, dynamical down-
scaling employs a high-resolution numerical model furnished with initial and boundary
conditions from a relatively coarse-resolution prediction or reanalysis to directly simulate
smaller-scale details of a region’s climate. The latter approach is usually preferred when
seeking the most accurate representation of the fine-scale atmospheric state of a region.
However, ESD can be a computationally attractive alternative to dynamical downscaling
when dealing with climate timescales and large regional climate datasets.

The essential objective of ESD is to establish empirical relationships from historical data
between large-scale atmospheric conditions and local-scale weather and climate patterns.
The majority of ESD approaches fall into three categories: regression-based techniques,
weather classification approaches, and stochastic weather generators [1]. Regression-based
techniques and weather classification methods are the primary emphasis of this study, so
the reader is referred to [1] for further information on the weather generator technique.
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Regression-based ESD varies widely in complexity from multilinear regression [2]
and generalized learning models [3] to machine learning and artificial intelligence mod-
els [4–6]. Regression techniques establish either linear or nonlinear relationships between
a set of predictors and a predictand. The typical application of regression-based ESD is
spatial downscaling.

One of the primary weather classification approaches is the analog-based methods of
ESD. The inception of analog techniques dates back to Lorenz’s [7] paper on using historical
analog weather patterns to predict future weather. A fundamental challenge of the analog
technique, however, is that a best matching historical event will not evolve in exactly the
same way as the current pattern. This challenge is typically overcome by constructing an
ensemble of best matching historical events and combining them in a way that optimally
reproduces the target pattern [8–13]. Limitations to analog methods include the following:
the requirement of a large historical record of observations to adequately identify an analog
atmospheric state, simulated predictands cannot be found if they occur outside the range
of historical analogs, and the method may suffer in the case of a non-stationary baseline
climate [8,14–16].

While there are now many applications of downscaling in the geosciences at numer-
ous timescales, ranging from weather to climate applications, a relatively novel area for
downscaling applications is in deriving from climatology typical regional mesoscale flow
patterns in the planetary boundary layer (PBL). One example is a climatological-based
typical-day dispersion pattern for hazardous releases of a given tracer field [17]. Another
area concerned with PBL flow patterns is in quantifying a region’s wind power capabili-
ties from regional climate characteristics [18]. Moreover, while ESD techniques typically
use both historical model data and observations to downscale climate variables from a
global circulation model to a regional scale, ESD can be used simply as an alternative to
high-resolution inner nests in dynamical models to reconstruct regional climate variables.

In this paper, two ESD downscaling strategies are applied to reconstruct climatological
10 m wind speeds in lieu of high-resolution dynamical downscaling in a region with com-
plex terrain. The first method is a simple analog method known as the analog ensemble [10],
and the second method is a regression-based technique that is the convolutional neural
network. These two ESD schemes were also used in [19] but for downscaling precipitation
in complex topography instead of 10 m winds. It will be shown that both techniques
perform well in producing a low mean absolute error, but some outlier cases contribute to
a higher root-mean-squared error.

2. Methods

The overall purpose of this work was to demonstrate and compare two types of ESD
techniques for PBL parameters. The focus of the present study was on reconstructing 10 m
winds. It should be noted, however, that the methods of this work can be generalized to
other PBL parameters in a straightforward manner. The two ESD techniques demonstrated
here are the analog ensemble and the convolutional neural network methods. A mesoscale
model with nested grids was used to perform high-resolution dynamical downscaling over
a domain of interest, which provided the two ESD techniques with sufficient training and
testing data. These ESD techniques were applied to the innermost grid nest to achieve a
computationally inexpensive high-resolution reconstruction of near-surface winds over a
climate timescale.

Dynamical downscaling was performed using the Weather Research and Forecasting
(WRF) model [20]. The WRF model version applied here was 3.5.1, and the WRF was
run using the Global Climatology Analysis Tool (GCAT) [17]. In particular, GCAT was
used here to produce a regional 30 year climatology of PBL parameters over the years
1988–2017 and for a period of 1 month (0000 UTC 1 April–2300 UTC 30 April). Each
year’s initialization and lateral boundary conditions, the latter of which are available in 6 h
increments, came from the NOAA Climate Forecast System Reanalysis (CSFR) dataset and
were nudged toward the Global Data Assimilation System (GDAS) observations. The WRF



Energies 2022, 15, 1718 3 of 17

was run with four 66 × 66 grids centered at 36.8◦ N and 91.39◦ W (Figure 1) to downscale
the CSFR 0.5 ◦C dataset on the nested grids containing 30, 10, 3.3, and 1.1 km grid spacings.
The model configuration also included 56 vertical levels extending up to 50 hPa. The center
of the innermost high-resolution grid (grid 4) was in southern Missouri USA. The WRF
model was restarted every 5 days at 0000 UTC. The physics parameterizations included
WRF single-moment microphysics, Kain–Fritsch cumulus parameterization on grids 1 and
2, the rapid radiative transfer model (RRTM) with Dudhia long- and short-wave radiation
schemes, the Yonsei University (YSU) PBL scheme, and the Noah land-surface model.
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Figure 1. (a) A geographic representation of the four nested WRF domains used in this study with
surface elevation (m) above sea level shown in green shading; (b) a more detailed presentation of the
surface elevation above sea level (m) in the innermost grid (i.e., grid 4).

Two post-processing techniques were used to statistically downscale WRF grid 3 (the
penultimate nest at 3.3 km grid spacing) and grid 4. As mentioned previously, the two
schemes demonstrated here are the analog ensemble (AnEn) and the convolutional neural
network (CNN). The AnEn is a weather classification technique, and the CNN is a nonlinear
regression, machine learning technique. The details of each method are summarized below.

The AnEn algorithm was initially developed in [10] for the ensemble prediction of PBL
parameters. More recently, the AnEn was successfully applied in downscaling precipita-
tion [19,21]. In the current application, the AnEn was used to downscale 10 m winds from
the 3.3 km WRF grid 3 to the 1.1 km grid 4. The most fundamental goal was to produce a
representation of high-resolution winds that was more accurate than simply interpolating
grid 3 10 m winds to grid 4. To this end, the 30 years of WRF April simulations covering
1988–2017 were divided into training and testing groups, with 2013–2017 arbitrarily chosen
as training data and 1988–2012 serving as testing and evaluation data. In both the training
and testing groups, certain PBL-related fields from grid 3 were interpolated to grid 4 to
compare against the dynamically downscaled grid 4. The particular fields considered in
this study included the 10 m components of the horizontal wind (u and v), mean sea-level
pressure (ps), the Monin–Obukhov length (L), and the PBL height (HPBL). These interpo-
lated data were used as AnEn predictors to determine the downscaled u and v at each grid
point in grid 4.

The details of the AnEn downscaling methodology are described as follows. For each
grid point on grid 4, the AnEn was run to downscale for grid 4 u and v using grid 3 data.
At each grid point, the interpolated u, v, ps, L, and HPBL were used as AnEn features (also
known as predictors in prediction applications). The AnEn downscaling strategy for each
grid point is sketched out in Figure 2. When evaluating the testing data for each hour
and grid point on grid 4, there were 5 years of hourly training data covering a certain
time period (e.g., a month). In other words, for reconstructing high-resolution winds in
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the month of April, there were 5 years × 24 h × 30 days = 3600 hourly training cases
per grid point (for the period between 2013 and 2017). By similar reasoning, there were
18,000 hourly testing cases per grid point (for April data between 1988 and 2012). Similar
to the case in [22], AnEn predictor weighting was optimized individually for each grid
point. Optimal weighting as determined from finding weights that minimize bias in the
training data is shown in Figure 3. It is worth noting that this was done using brute force
and may not be practical to do in a real-time setting, but there are more efficient forward
selection features [23]. The downscaled value for u and v was the mean of 20 ensemble
members. Twenty members and the simple mean were chosen since they performed the
best in trial-and-error testing. While not considered in the current study, a neighborhood
averaging method for downscaling at each grid point as described in [11] may be a way to
further improve this method.
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Figure 2. A conceptual diagram of the AnEn method applied to a given grid point and time in the
testing period. The top curve shows a timeseries of a particular variable (i.e., u, v, ps, L, or HPBL)
interpolated from the coarse grid to the fine grid, with the left-hand timeseries representing the
testing period and the right-hand series representing the training period. The bottom curve and
ensemble spread at the left is constructed from the AnEn estimates of the dynamically downscaled
variable whereas the bottom right curve is the actual WRF downscaled variable. In this example,
three analogs to the given grid point and time are found in the training period using the five AnEn
variables (or “predictors”) u, v, ps, L, and HPBL. Furthermore, real-world applications of the AnEn
typically have many more ensemble members (20 are used in this study). The three-member ensemble
shown here, then, provides a range of values of the empirically downscaled variable (u and v in the
current application). The mean is used in this situation for the downscaled u and v values. This figure
was adapted from Figure 1 in [24].

As an alternative regression-based method to the weather-classification AnEn method,
a convolutional neural network (CNN) was applied to the entire grid 3 and grid 4 fields
to empirically reconstruct u and v from grid 3 to grid 4. CNNs are a type of artificial
neural network that are applied to imagery to discern nonlinear relationships between
input data and a predictand. The derivation of a CNN entails training a kernel weighting
matrix that is passed over an image to abstract relevant image features. This process can be
continued over a number of times (layers). Weights are found iteratively through backward
optimization and gradient descent. In particular, each iteration is performed to minimize
the cost of a loss function, which is the mean-squared error between the CNN output and
the target post-processed variable. In each iteration, the gradient field of the weights with
respect to the loss function is calculated and a step is taken in the opposite direction of
the gradient.
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for variables (predictors) u, v, ps, L, and HPBL, respectively, chosen for downscaling u. The bottom
row (f–j) is the same as the top row except for downscaling v. The weights in each row add up to 1 at
every grid point.

In a similar vein to [19], the CNN in the current application used multiple PBL fields
to reconstruct u and v from the 66 × 66–sized grid 3 to the higher-resolution 66 × 66–sized
grid 4. The PBL fields input into the CNN were the same five u, v, ps, L, HPBL variables used
in the AnEn method. As before, the downscaling application was conducted in the month
of April. Per sample, the input data formed a 66 × 66 × 5 variable matrix, which provided
a spatial relationship that the convolutional kernels learned. After two convolutional layers,
the resulting salient feature maps were flattened and used as input in a feed-forward neural
network producing downscaled u or v fields on the high-resolution 66 × 66–sized grid 4. It
is worth emphasizing that CNNs are derived individually for downscaling u and v. The
actual downscaled WRF variables on grid 4 were used to establish the mean-squared error
(MSE) that served as the loss function. To train the CNN, the years 1988–1992 were used.
Years 1996–2017 were used as validation in the training process. The CNN was tested on
years 1993–1995. To later compare with the AnEn, the AnEn was retrained on data from
the years 1988–1992 and tested on the years 1993–1995 in order to ensure a homogeneous
comparison. The CNN architecture parameters are summarized in Table 1 and were guided
by Meech et al.’s [19] successful application of the CNN to downscaling. Considerable
trial and error runs were performed on the CNN architecture parameters to seek optimal
performance, but the configuration in [19] worked best. The Python library Keras [25] with
a TensorFlow Backend [26] was used to train the CNN.

To ensure a reduced computational cost in using the AnEn or CNN for a 30 year
regional climatology of high-resolution winds, this study chiefly considered the scenario
where 5 years of training data were generated by the high-resolution configuration of
WRF (i.e., with four grids) and where 25 years of data were generated using the coarser-
resolution configuration of WRF (i.e., with three grids). In practice, spatially constant
predictor weighting in the case of the AnEn and a fixed architecture (i.e., set number of
convolutional layers) of the CNN can be imposed without any major impact on the quality
of the reconstructed 10 m grid 4 winds. In these scenarios, the computational cost savings of
using either ESD scheme to reconstruct 25 years of grid 4 10 m winds resulted in a roughly
10 times faster execution than that of running the full-resolution WRF for all 30 years.
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Table 1. The architecture of the CNN used to reconstruct both u and v. Input is 66 × 66 grid points
and five input forecast fields (u, v, ps, L, and HPBL). Leaky ReLU activation is used in every layer
except in the final layer, which is activated through a linear function for the final downscaled field.
The loss is defined as the mean-squared error (MSE) between the output and actual grid 4 WRF
downscaled variable.

Layer No. Type Input Size Output Size Parameters

1 Input 66 × 66 × 5 66 × 66 × 6 —

2 Conv2D 66 × 66 × 6 66 × 66 × 6

Filter size (6), kernel (5,5),
activation: leaky ReLU

(alpha = 0.2), batch norm,
dropout (0.2)

3 Max
Pooling 66 × 66 × 6 33 × 33 × 6 Pool size: (2,2)

4 Conv2D 33 × 33 × 6 33 × 33 × 12

Filter size (6), kernel (5,5),
activation: leaky ReLU

(alpha = 0.2), batch norm,
dropout (0.2)

5 Flatten 33 × 33 × 12 1 × 13,068 —

6 Dense 1 × 13,068 1 × 100
Nodes (100), activation:

leaky ReLU (alpha = 0.2),
batch norm

7 Dense 1 × 100 1 × 4356 Nodes (4356), activation:
linear

8 Output 1 × 4356 1 × 4356 Loss (MSE), Adam
optimizer (0.001)

3. Results
3.1. The Analog Ensemble

As stated earlier, 20 analog ensemble members were averaged at each grid point on
grid 4 to reconstruct u and v from grid 3 with the AnEn ESD method. The performance of
the AnEn was examined here with basic statistics, including spatial mean absolute error
(MAE), spatial bias, and spatial root-mean-squared error (RMSE). These error metrics were
computed for the testing period (1988–2012) by comparing the AnEn and interpolated
fields to the dynamically downscaled result for grid 4. This evaluation included all 30 days
of April at each hour of day.

Figure 4 shows the MAE on grid 4 associated with both simple interpolation and the
AnEn reconstruction of 10- m winds. It is immediately clear that the AnEn performs better
than interpolation in terms of MAE for both the u and v components of 10-m wind. The
area-averaged MAE for u improved from 0.052 to 0.019 m s−1 when using the AnEn instead
of interpolation. The improvement in MAE for v was from 0.066 to 0.010 m s−1. Both the
interpolated and AnEn error spatial distributions seen in Figure 4 are noisy. It is possible
that this cellular error pattern was related to complex terrain effects on low-level flow, but
further investigation would be required to confirm this.
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Another vital error metric is the bias, which is closely related to MAE in that it is the
same metric but without an absolute value applied to each term in the summation of errors
across the entire sample. Unlike MAE, the area-averaged AnEn bias did not appear to be
superior to that of simple interpolation. In fact, there was a negative bias of −0.019 and
−0.007 m s−1 for the AnEn downscaled u and v. Compared to the area-average biases
for interpolated u and v (0.004 and 0.006 m s−1), the AnEn was mildly worse. However,
the spatial distributions of bias tell a significantly different story. Figure 5 shows that
interpolated fields of bias have relatively high-amplitude regions of negative and positive
bias (with magnitudes of about 0.25 m s−1). The area-average of bias happened to obscure
localized peaks in the bias for the interpolated results. This mirage is unveiled in the
MAE panels of Figure 4a,c, which reveal that the area-average leads to the cancelation
of oppositely signed regions of enhanced error. On the other hand, the AnEn produced
comparatively less noisy bias fields, indicating that its small overall area-average bias was
representative of most grid points. The MAE confirmed this result.
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Figure 5. The grid 4 spatial distribution of bias for (a) interpolated u (domain average
biasave = 0.004 m s−1), (b) the AnEn-produced u (biasave = −0.019 m s−1), (c) interpolated v
(biasave = 0.006 m s−1), and (d) AnEn-produced v (biasave = −0.007 m s−1). Here, solid contours are
plotted every 0.1 m s−1, with negative contours plotted at the same interval indicated by dotted lines.

At first glance, the RMSE results for the AnEn were not as successful as the MAE
and bias results (Figure 6). The RMSE domain averages and overall spatial distribution of
errors were similar for both interpolation and the AnEn. However, the peak magnitudes of
RMSE were not as high in the AnEn RMSE fields as in the interpolated fields. Therefore,
the spatial peaks in RMSE-type errors were reduced by the AnEn, which implies that RMSE
errors must have been a bit worse in other regions to obtain its area-average result. This
was confirmed in a cumulative distribution function of domain-average wind speed RMSE
shown in Figure 7. Here, the RMSE was sorted from best to worst for both the AnEn
and interpolation for all 18,000 cases in the testing dataset. The best performing AnEn
cases did not produce RMSE as low as the best performing interpolation cases, but for
the majority of cases where interpolation produced worse errors (RMSE > 0.31 m s−1),
the AnEn performed better. Shown in Figure 7b is a scatter diagram of the RMSEs for
the AnEn versus interpolation. The scatterplot emphasizes that, more often than not, the
AnEn reduced the error, but there is a wide range of scatter above the one-to-one diagonal,
showing that the AnEn’s overall RMSE was being penalized by a relative minority of cases.
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Figure 6. The grid 4 spatial distribution of RMSE for (a) interpolated u (domain average
RMSEave = 0.347 m s−1), (b) the AnEn-produced u (RMSEave = 0.371 m s−1), (c) interpolated v
(RMSEave = 0.399 m s−1), and (d) AnEn-produced v (RMSEave = 0.398 m s−1). Here, solid con-
tours are plotted every 0.3 m s−1, with negative contours plotted at the same interval indicated by
dotted lines.

An inspection of the case studies showed that the majority of AnEn reconstructed wind
fields scrupulously reproduced the fine-scale details of WRF grid 4 wind speed patterns
when compared against a smoothed-out interpolated field. However, as can be discerned
in Figure 7b, there were a minority of instances where the downscaled AnEn field did
not faithfully reproduce the verifying WRF solution for grid 4. Figure 8 shows a typical
example of one of the poorly behaved AnEn cases for total wind speed (RMSE = 1.6 m s−1)
for 0400 UTC 23 April 2006. Here, the AnEn structurally resembled the interpolated field
more than the WRF field. In fact, the interpolated field better resolved some of the higher-
amplitude winds. However, the majority of case studies were consistent with the results of
Figure 7, showing that the AnEn better resembled the WRF’s dynamically downscaled fields
for grid 4. A typical example is shown in Figure 9 for 1200 UTC 1 April 1988. The AnEn
was able to better resolve small-scale details that were not resolved by interpolation from
grid 3. Nonetheless, future research should be conducted to more closely investigate the
few pathological cases in order to understand why the empirical downscaling technique
does not work well in some cases. One hypothesis is that the testing sample contains
weather patterns that are not well captured in the training data. Indeed, a sensitivity
experiment (not shown) using 15 years of training data greatly reduces all types of AnEn
errors, including the RMSE.
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RMSEs less than 1 m s−1.
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Figure 9. An example of a typical AnEn reconstruction of the total wind speed (RMSE = 0.2 m s−1).
Plotted here is the grid 4 wind speed (m s−1) at 1100 UTC 1 April 1988 produced by (a) the AnEn,
(b) the interpolation, and (c) the WRF.

3.2. The Convolutional Neural Network

The evaluation of the CNN ESD method for reconstructing high-resolution winds
was done in exactly the same manner as in the AnEn error analysis above. For example,
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Figure 10 shows the fields of MAE for the 10-m u and v wind components downscaled from
grid 3 to grid 4 through simple interpolation and with the CNN. Qualitatively, the MAE
results were similar to the AnEn versus interpolation results. The CNN improved area-
averaged MAE, though the fractional improvement was not as great as that for the AnEn.
However, it is important to note that the AnEn was tested for many more years than the
three (1993–1995) used in the evaluation of the CNN. To more rigorously compare the AnEn
and CNN, a homogeneous comparison of the two ESD techniques follows in Section 3.3.
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Figure 10. The grid 4 spatial distribution of MAE for (a) interpolated u (domain average
MAEave = 0.050 m s−1), (b) the CNN-produced u (MAEave = 0.029 m s−1), (c) interpolated v
(MAEave = 0.068 m s−1), and (d) CNN-produced v (MAEave = 0.041 m s−1). Here, solid contours are
plotted every 0.1 m s−1.

Figure 11 depicts the spatial distributions of bias for both the interpolated and CNN-
reconstructed u and v fields. Once again, the spatial distribution of error for the CNN was
better than that obtained by simply interpolating data from grid 3 to grid 4, though the
relative improvements were not as great as seen in the case of the AnEn. Offsetting biases
are an issue for both the interpolation and CNN results, so area averages are deceptive
when comparing performance, though once again the interpolated fields and offsetting bias
errors across the domain yielded smaller area-averaged bias magnitudes for both u and v.
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interpolation for both u and v. However, simple interpolation does result in some isolated 
regions of enhanced RMSE exceeding the maxima in CNN-based RMSE. 

Figure 11. The grid 4 spatial distribution of bias for (a) interpolated u (domain average
biasave = 0.002 m s−1), (b) the CNN-produced u (biasave = 0.012 m s−1), (c) interpolated v
(biasave = 0.009 m s−1), and (d) CNN-produced v (biasave = 0.017 m s−1). Here, solid contours are
plotted every 0.1 m s−1, with negative contours plotted at the same interval indicated by dotted lines.

Finally, the RMSE for the CNN versus interpolation is displayed in Figure 12. As in
the case of the AnEn, RMSE was not improved with CNN-based downscaling. In fact, in
the case of the CNN, the RMSE was actually qualitatively worse than that resulting from
interpolation for both u and v. However, simple interpolation does result in some isolated
regions of enhanced RMSE exceeding the maxima in CNN-based RMSE.

Figure 13 shows a typical case study of CNN-based ESD for reconstructing high-
resolution wind speed. This specific example was for 1400 UTC 2 April 1993. When
comparing with the elevation data in Figure 1, it becomes evident that the higher wind
speeds occurred on ridges, giving the wind speed its conspicuous tendril-like structure.
Similar to the AnEn case studies, the CNN-based ESD method produced a more fine-scale
wind structure on grid 4 than did the simple interpolation of grid 3 data to grid 4. In
this example, the fine-scale details qualitatively agreed with the verifying dynamically
downscaled winds produced by WRF. However, the CNN did not quite capture the highest
and lowest values of wind speed in the domain, contributing to some of the nonzero RMSE
values. Systematically, these types of case-by-case amplitude errors sum up to the elevated
RMSE errors seen in Figure 12.
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Figure 12. The grid 4 spatial distribution of RMSE for (a) interpolated u (domain average
RMSEave = 0.333 m s−1), (b) the CNN-produced u (RMSEave = 0.414 m s−1), (c) interpolated v
(RMSEave = 0.380 m s−1), and (d) CNN-produced v (RMSEave = 0.553 m s−1). Here, solid contours are
plotted every 0.3 m s−1, with negative contours plotted at the same interval indicated by dotted lines.
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Figure 13. An example of a typical CNN downscaling for the total wind speed (RMSE = 0.24 m s−1).
Plotted here is the grid 4 wind speed (m s−1) at 1400 UTC 2 April 1993 produced by (a) the CNN,
(b) the interpolation, and (c) the WRF.

3.3. A Homogeneous Comparison of the AnEn and the CNN

To fairly evaluate the relative performance of the AnEn versus the CNN ESD methods,
it is necessary that the two techniques are trained and tested on the exact same data samples.
To achieve this, both the AnEn and CNN were trained over the 1988–1992 time period.
Here, the weighting scheme devised in Figure 3 was used for the AnEn. The AnEn was
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then tested over the 1993–1995 time period as in the CNN evaluation. This was a strict
evaluation of the AnEn in that the CNN used data from 1996 to 2017 for validation purposes
in training the CNN, whereas the AnEn did not enjoy this advantage. On the other hand,
it is possible that the subjective and clearly imperfect process of trial and error did not
optimize the CNN, so general conclusions drawn from this comparison should still be
treated with some caution.

Figure 14 shows the difference fields in MAE and RMSE for the AnEn versus the CNN
as determined through homogeneous comparison. In this case, any positive region would
indicate that the AnEn produced higher errors, and any negative region would indicate
that the CNN produced worse errors. The differences in MAE in Figure 14a,b visually look
like a competitive draw between the two schemes in reconstructing the high-resolution
u and v, but a domain average shows that the CNN produced about 0.010 m s−1 higher
values of MAE overall for u. In the case of v, the AnEn’s relative performance in terms of
MAE was even better, with the area-average difference being twice as large as in the case
of u. More substantial differences appeared in the RMSE difference fields (Figure 14c,d),
especially in the case of the v field. Here, it was quite apparent that the RMSE error
increased away from the center in the CNN results relative to the AnEn results. This spatial
pattern is consistent with the individual RMSE results for the AnEn and CNN summarized
in Sections 3.1 and 3.2.
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ing setting, a 30 year climatology of hourly 10 m wind was considered for southern MO, 
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Figure 14. The grid 4 spatial distribution of differences in MAE between the AnEn and CNN for (a) u
(domain average DMAEave = −0.010 m s−1) and (b) v (DMAEave = −0.019 m s−1) and grid 4 spatial
distributions of differences in RMSE between the AnEn and CNN for (c) u (DRMSEave = −0.035 m s−1)
and (d) v (DRMSEave = −0.162 m s−1). In (a,b), solid contours are plotted every 0.05 m s−1, with
negative contours at the same intervals indicated by dotted lines. In (c,d), solid contours are plotted
every 0.15 m s−1, with negative contours at the same intervals indicated by dotted lines.
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4. Discussion and Conclusions

In this study, two distinct strategies for empirical-statistical downscaling (ESD) of
near-surface winds in a region containing rugged terrain were compared. The motivation
for ESD was derived from the fact that high-resolution dynamical downscaling with a
numerical mesoscale model often involves a series of nested grids, with the innermost
grid containing the smallest spatial grid spacing. ESD was proposed in this context as a
computationally inexpensive alternative to dynamical downscaling for reconstructing high-
resolution fields of 10 m winds in the innermost grid, with the potential to generalize to ESD
over multiple nests. To perform ESD on the innermost grid, an analog ensemble (AnEn)
was used as a weather classification ESD approach and a convolutional neural network
(CNN) was employed as a regression-based ESD option. In the current downscaling setting,
a 30 year climatology of hourly 10 m wind was considered for southern MO, USA, over the
month of April. The methods demonstrated here are readily extensible to other variables,
regions, and time periods.

The 30 year climatology of 10 m wind in this study covers the years from 1988 to
2017. This 30 year time period was divided into training and testing periods for the AnEn
and CNN. Using 5 years of training was sufficient to produce low mean absolute error
and bias for both ESD approaches. An ESD method that can reconstruct climatological
depictions of high-resolution 10 m winds as a computationally inexpensive alternative to
high-resolution dynamical downscaling and do so with low bias would be beneficial in
a number of applications, including studies involving wind power generation potential.
In contrast with the low bias and mean absolute error, the root-mean-squared error was
not significantly reduced by either ESD scheme, especially in the case of the CNN. For
the AnEn, this undesirable result was shown to be a consequence of a minority of cases
not producing a reliable reconstruction of low-level winds, which augmented the root-
mean-squared error while keeping the mean absolute error small. The CNN, on the other
hand, often underestimated the wind speed extrema in the grid 4 domain. Using a direct
homogeneous comparison, the AnEn produced smaller errors than the CNN. This does not
necessarily imply that one technique is fundamentally superior to the other because the
hyperparameters and architecture design of the CNN span a capacious space that is imprac-
tical to explore fully by trial and error. By the same token, the AnEn can likely be further
improved by including additional variables, changing the training strategy, or considering
a neighborhood approach similar to that produced in [11]. Nonetheless, the results here
show the existence of two distinct ESD techniques that offer a computationally inexpensive
alternative to high-resolution dynamical downscaling for 10 m wind over rugged terrain
with mean absolute errors that are significantly lower than those for simple interpolation.
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