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Abstract: In this paper, we investigate the secondary control problems of AC microgrids with
physical states (i.e., voltage, frequency and power, etc.) constrained in the process of actual control,
namely, under the condition of state constraint. On the basis of the primary control (i.e., droop
control), the control signals generated by distributed secondary control algorithm are used to solve
the problems of voltage and frequency recovery and power allocation for each distributed generators
(DGs). Therefore, the model predictive control (MPC) with the mechanism of rolling optimization is
adopted in the second control layer to achieve the above control objectives and solve the physical
state constraint problem at the same time. Meanwhile, in order to reduce the communication cost,
we designed the self-triggered control based on the prediction mechanism of MPC. In addition, the
proposed algorithm of self-triggered MPC does not need sampling and detection at any time, thus
avoiding the design of observer and reducing the control complexity. In addition, the Zeno behavior
is excluded through detailed analysis. Furthermore, the stability of the algorithm is verified by
theoretical derivation of Lyapunov. Finally, the effectiveness of the algorithm is proved by simulation.

Keywords: AC microgrids; model predictive control; self-triggered; physical and communication
state constraints

1. Introduction

The microgrid, as the newly emerging and rapidly developing smart grid, has good
integration capability, namely, it can integrate the energy generated by various small
distributed energy systems and power generation equipment [1–3]. Therefore, it is often
used in parallel power grids and isolated power grids [4,5]. In general, such a problem
needs to be solved in the operation of AC microgrids, namely, adjusting the voltage and
frequency of all DGs to be the same as that of the total grid [6–9]. The earliest method to
deal with this problem is droop control, but due to the droop coefficient, there is always a
certain deviation in the process of voltage and frequency regulation [10,11]. Therefore, on
this basis, centralized [12], decentralized [13] and distributed [14] secondary control ideas
are put forward, through the secondary control signal to adjust the voltage and frequency
deviation. The idea of distributed secondary control mainly comes from distributed multi-
agent system [15–17]. Due to the voltage and frequency deviation accurately being restored
to the same as the total grid by the secondary control, it has strong practical application
value for the realization of a high quality AC microgrid without deviation.

Furthermore, in order to reduce the operating cost and improve the working efficiency
of the microgrid, the active power of each DG is usually allocated optimally in a certain
proportion [18,19]. Usually the idea of hierarchical control is used to achieve this control
goal, namely, on the basis of secondary control, an additional controller is added to optimize
the distribution of active power [20–22]. However, due to the large number of control layers,
hierarchical control is usually easy to lead to long control time, slow system operation
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and other problems. Therefore, in [23], an effective scheme is proposed to further control
the optimal power distribution problem by using secondary control so as to save running
time. However, due to the need for additional control of incremental costs, redundant
control is often generated, which increases the computational burden of the system. Hence,
it is of great significance to design a control system which can not only recover voltage
and frequency deviation but also realize optimal active power allocation and reduce the
calculation burden and communication cost.

On the other hand, most of the states in the operation of microgrids have practical
physical significance, such as voltage, frequency active power and so on. Therefore, these
physical states are usually inevitably constrained to a certain extent [24], whereas the
existing secondary control and hierarchical control are basically lacking effective means
to solve the constraint problem. In comparison, the model predictive control (MPC) is
an effective solution to the state constraint problem [25–28]. Thanks to its unique rolling
optimization mechanism, the MPC is widely used to deal with control problems with
strong constraints. The MPC prediction mechanism and the optimization mechanism are
usually used to improve the control performance of AC microgrid [29,30], namely, to solve
the problems of voltage and frequency recovery and optimal active power allocation in
traditional secondary control. However, in the process of realizing the control goal of the
AC microgrid, only a few studies consider the physical state constraints [31]. Therefore, it
is of great reference significance to propose more effective MPC control algorithms to solve
the problem of physical state constraints in AC microgrids.

Moreover, due to the complex prediction mechanism of the MPC, it usually increases
the computational burden and the communication burden of the system. The triggered and
self-triggered events are traditional effective methods to reduce communication costs and
computational burden [32]. Compared with the event triggered model, the self-triggered
model does not need to detect the system state at any time, (i.e., without the observer),
thus reducing the computational complexity [33,34]. In addition, the self-triggered model
can obtain the exact time of the next triggered moment, so it is widely used in the control
of reducing the communication cost and calculation burden of the system [35]. As far
as we know, there is little research on using MPC to solve the constraint problem of AC
microgrids and reduce the communication cost, which are still in the blank stage. Therefore,
it is of great practical value to design a control system that can not only realize the voltage
and frequency recovery and optimal active power allocation of AC microgrids but also
meet the constraints of the physical state and the communication state.

Based on the above research background, we propose the self-triggered model predic-
tive control based on secondary control, which is used to solve the problems of voltage and
frequency recovery and optimal active power allocation for an AC microgrid with physical
and communication state constraints. In addition, the Zeno behavior is excluded through
systematic theoretical analysis. Finally, the effectiveness of the proposed algorithm is
verified by Lyapunov stability theory and simulation experiments. The main contributions
are three-fold:

(1) Due to the limitations of power generation equipment and other hardware facili-
ties (such as transformers, inverters, communication equipment, etc.), the physical
state (voltage, frequency, power, etc.) of an AC microgrid is inevitably constrained.
Compared with [1–3], the proposed algorithm based on the rolling optimization mech-
anism of MPC can also better solve the problem of physical state constraints on the
basis of realizing the above control objectives.

(2) In the problem of optimal active power allocation, the hierarchical control (the third
control) is usually used [20–22]. However, due to the increase in control times, the
control time side will be long, which is not conducive to the rapid recovery and
stability of the system. By contrast, the proposed algorithm can achieve the control
objectives of both voltage and frequency recovery and optimal active power allocation
in the secondary control to avoid the above shortcomings.
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(3) In an AC microgrid with a complex communication network, the problem of the exces-
sive communication cost has to be considered. Compared with [28–30], we designed
the scheme of self-triggered control for the prediction mechanism of the MPC, which
avoids the disadvantage of needing to sample at any time for the traditional event
triggered and does not require additional design of the observer. Meanwhile, the
scheme not only reduces the communication cost and computation burden but also
does not have Zeno behavior.

The organization of the remaining parts is as follows. The preliminaries are given in
Section 2. The self-triggered model predictive control in AC microgrids is presented in
Section 3. Section 4 presents the results. The simulations are shown in Section 5, and the
conclusions are drawn in Section 6.

Notations: R denotes the real number field. Rn represents the n-dimensional Eu-
clidean space. 11×n represents the n-dimensional row vector with its all elements being 1.
‖ · ‖ denotes the Euclidean norm. ‖x‖Q =

√
xTQx for all x ∈ Rn and Q ∈ Rn×n, where Q

is positive definite or semi-positive definite.

2. Preliminaries

In this section, we introduce the structure of traditional secondary control used to
solve the control objectives of an AC microgrid. Meanwhile, the various control objectives
of the AC microgrid are explained in detail.

2.1. Communication of AC Microgrids

In an AC microgrid, it needs to obtain useful information through the communication
exchange for each independent distributed generator (DG), so as to achieve the overall con-
trol goal cooperatively. In order to reduce the communication cost, we define a hierarchical
directed graph (Figure 1b) to simplify the general topology graph (Figure 1a) as follows.
Firstly, the general topology graph is divided into the following three layers according to
the number of adjacent DG. Secondly, the first layer is used as the leader to track the control
target directly, as well the subsequent layers track the previous layer in turn. The specific
tracking target Rl for each layer meets the following conditions:

Rl =

{
r0 Layer 1,

∑j∈Ni
xi

|Ni |
Layer 2, 3, . . . , n.

(1)

where l ∈ (1, 2, . . . , m), r0 represents the total tracking target, namely, the reference value.
xi represents the state of the i-th DG. Ni represents the adjacency matrix, i.e., the set of all
DGi adjacent to DGj.

(a) (b)

DG1 DG0 DG3

DG4 DG2 DG5

Reference 

value 

DG1

DG0

DG3DG2

DG4 DG5

Reference 

value 

Figure 1. The communication topology of an AC microgrid: (a) the general communication topology;
(b) the hierarchical topology after simplification.

Remark 1. These hierarchical directed graphs can simplify both directed graphs and undirected
graphs. Just make sure there is at least one communication between each layer.
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2.2. Secondary Control of AC Microgrids

We consider the AC microgrid composed of i DG, i ∈ (1, 2, . . . , n). The inverter-based
secondary control framework composed of various electrical components and control
circuits is shown in Figure 2. Please refer to [36] for the specific structure of various
electrical components. The control principle contained the two parts. Firstly, the voltage
and frequency are preliminarily adjusted by the droop control (namely, the primary control)
in the power controller. Secondly, the voltage and frequency are recovered by the secondary
control. Finally, the obtained voltage and frequency are input into the inverter-based DG
control framework to realize the control of the total current and voltage of the AC microgrid.

Voltage 

controller

Current 

controller

VSC

LC

filter

abc/dq

Power controller

**
iLqiLd ii ,, ,

iLqiLd ii ,, ,

ioqiod ii ,, ,

ioqiod vv ,, ,

**
ioqiod vv ,, ,

iw
iov ,

ioi ,

iLi ,

Output

connector

comv

abc/dq

Inverter-based i-th DG

Power controller

ioqioqiodiod iviv ,,,, +

ioqiodiodioq iviv ,,,, +

Low-pass 

filter

Low-pass 

filter

iodv ,

ioqv ,

iodi ,

ioqi ,

iiPin PK ,, -w

iiQin QKv ,, -

iw

*
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ioqv , 0

iP

iQ
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ioi ,

Secondary frequency control Secondary voltage control

Self-triggered MPC 

for Frequency 

Self-triggered MPC 

for Active Power

ò
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+

+
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ò
inv ,
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iQ&
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+

+

Figure 2. The framework of the inverter-based secondary control using the self-triggered MPC.

The traditional droop control in the power controller meets the following condi-
tions [37]: 

ωi = ωn,i − KP,iPi,
vod,i = vn,i − KQ,iQi,
voq,i = 0,

vi =
√
(vod,i)2 + (voq,i)2, i ∈ (1, 2, . . . , n).

(2)

where ωi and ωn,i represent the angular frequency and its nominal value, respectively. vod,i
and voq,i are the d-axis and q-axis voltages, respectively. vn,i represent the nominal value
of vod,i. Pi and Qi are the active and reactive power, respectively, and KP,i and KQ,i are
the droop coefficients. vi represents the terminal voltage, and vi = vod,i can be obtained
from (2). Therefore, vod,i is replaced by vi in the latter part in the paper.

The internal loop of the inverter-based DG control framework meets the following
conditions [37]: {

ẋi = fi(xi) + ki(xi)Di + gi(xi)ui,
yi = hi(xi).

(3)
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where the state vector xi = [δi, Pi, Qi, φd,i, φq,i, γd,i, γq,i, iLd,i, vod,i, voq,i, iod,i, ioq,i]
T ; a known

disturbance Di = [ωcom, vbd,i, vbq,i]
T ; δi represents the relative angle of DGi in the common

reference frame; the direct component φd,i and the quadratic component φq,i are regarded as
the auxiliary variable of the voltage controller; the direct component γd,i and the quadratic
component γq,i denote the auxiliary variable of the current controller, respectively; and
iLd,i, vod,i, voq,i, iod,i, and ioq,i are the variables associated with the LC filter and output
connector. Refer to [36] for detailed expressions of fi(xi), gi(xi), ki(xi) and hi(xi).

Based on the above research content, in order to achieve the goals of frequency and
voltage recovery and optimal active power allocation, taking the derivative of (2), the
following secondary control is designed:

ω̇i = ω̇n,i − KP,i Ṗi,
v̇od,i = v̇n,i − KQ,iQ̇i,
ω̇i = uω,i,
v̇i = uv,i,
Ṗi = uP,i,
Q̇i = ωc,i(vod,iioq,i − voq,iiod,i)−ωc,iQi,

(4)

where uω,i, uv,i and uP,i represent the secondary control signals of the frequency, voltage
and active power in turn. ωc,i represents the cutoff frequency of low-pass filter. According
to (4), ωn,i and Vn,i can be obtained as follows:{

ωn,i =
∫ t

0 (uω,i(s) + KP,iuP,i(s)ds,
vn,i =

∫ t
0 (uv,i(s) + KQ,iQ̇i(s)ds,

(5)

By substituting the secondary control signal obtained in (4) into (5), ωn,i and vn,i can be
acquired. As shown in Figure 2, the above control signals are applied to the inverter-based
DG control framework (Figure 2) to realize the overall regulation of AC microgrid.

2.3. Theory Basics

Model predictive control (MPC): The system is considered as follows:

xi(k + 1) = Axi(k) + Bui(k), i ∈ (1, 2, . . . , n) (6)

where xi(k) ∈ Rn and ui(k) ∈ Rm represent the state and control input of i-th DG, and A
and B are known stabilized matrices.

According to the tracking target (1) and the state Equation (6), the problem of the
following rolling optimization is constructed:

Problem P :

min J(xi(k), ui(k)) =
Np

∑
l=0

(‖xi(k + l|k)−Ri
l(k)‖

2
Q

+ ‖ui(k + l − 1|k)‖2
R) + ‖xi(k + Np|k)‖2

P. (7a)

xi(k + l|k) = Axi(k + l − 1|k) + Bui(k + l − 1|k). (7b)

xi(k + l|k) ∈ χi, ui(k + l|k) ∈ µi. (7c)

xi(k + Np|k) ∈ χ
f
i ∈ χi. (7d)

where Np represents the prediction horizontal, R is a semi-definite matrix, and Q and
P represent positive definite matrices. k + l|k in brackets denotes the state at time k + l,
predicted at time k, l = {1, 2, · · · , Np}. Equation (7b) is the prediction model, χi, χ

f
i and µi

are the compact set, representing state and control signal constraints. Equation (7d) stands
for the terminal constraint. Rl(k) are the tracking targets. The partial derivative of the
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above cost function J(xi(k), ui(k)) is taken to obtain the optimal control sequence U∗i (k).
Then, the first item of the sequence of optimal control is used as the control input ui(k|k):

ui(k|k) =

Np︷ ︸︸ ︷[
1 0 · · · 0

]
×U∗i (k). (8)

By putting the control input into the system (6), the tracking target can be achieved.
Self-triggered controller: Generally, define ti

k as the self-triggered instants of DGi and
{ti

k}, k ∈ {1, 2, · · · , N} as the sequence of self-triggered instants; namely, at time ti
k, the

rolling optimization mechanism of the MPC is updated to obtain the optimal control
sequence, as well to obtain the next self-triggered instants ti

k+1 according to the specific
self-triggered conditions [1], namely, ti

k+1 = ti
k + σ, σ ∈ [1, 2, . . . , Np]. In other words, the

controller of each DGi is only updated at the self-triggered instants ti
k, as well transmits the

newly acquired information to its neighbor DGj. In the time interval from ti
k to ti

k+1, the
controller stops updating but uses the control input obtained at the previous trigger time,
so as to reduce the communication cost and computation burden.

Assumption 1. The topology graph under consideration has a directed spanning tree, and the root
can be regarded as the leader of the layered directed graph.

Assumption 2. There exist corresponding Lipschitz constants L f ,i and Lg,i for Lipschitz continu-
ous functions fi and gi. Simultaneously, there is the K∞ function yi that makes L f ,i ≥ yi‖xi − Rl‖
true.

Lemma 1 ([38]). The discretized equation of the prediction model ẋi = Ax + Bui is rewritten as
follows based on the forward Euler method: xi(k + 1) = Āxi(k) + B̄ui(k), where Ā = 1 + TA,
B̄ = TB, T represents the sampling time.

Lemma 2 ([39]). If the Assumption 2 is satisfied, and the cost function (7a) is the Lipschitz
function, its corresponding Lipschitz constant LJ,i meets the following conditions:

J∗(xi(ti
k+1), ui(ti

k+1))− J∗(x̃∗i(t
i
k+1), ũ∗i (t

i
k+1)) < LJ,iEi(σ), (9)

where LJ,i = ∑
Np
l=0 L fi

‖eAlT‖+ Lgi‖eANpT‖, Ei(σ) =
K‖B‖
‖A‖2 (e‖A‖σT − 1)− K‖B‖

‖A‖ σT.

Refer to stability analysis for a detailed proof of Lemma 2.

3. Self-Triggered Model Predictive Control in AC Microgrids

In this part, we design a self-triggered model predictive control to solve the secondary
control problem in AC microgrid according to the specific prediction mechanism of the
MPC. In addition, the voltage and frequency recovery targets of AC microgrid are achieved,
simultaneously, the optimal active power allocation is also accomplished.

3.1. Self-Triggered Model Predictive Control

In general, model predictive control (MPC) only takes the first term as the effective
control input and abandons the remaining predictive control input, after solving the rolling
optimization problem to obtain the optimal control sequence. Although this will achieve a
better control effect, the abandonment of a large number for predicted values will cause
a large degree of calculation waste, as well as greatly increasing the calculation burden.
Therefore, we design a self-triggered control scheme based on the prediction mechanism
of the MPC, which can effectively choose the predicted control input in optimal control
sequence. Meanwhile, it can greatly reduce the communication cost and calculation burden
on the premise of ensuring system stability.
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Definition 1. If the Assumptions 1 and 2 are guaranteed and system (6) has a solution at time ti
k,

there exists αi ∈ (0, 1) and σ ∈ [1, 2, . . . , Np] satisfying:

LJ,iEi(σ)<αi∆1. (10)

Therefore, the next triggered time ti
k+1 can be selected according to the following conditions:

ti
k+1= ti

k+min{σ= inf{LJ,iEi(σ)−αi∆1=0}, Np}, (11)

where LJ,i and Ei(σ) are given in Lemma 2, and ∆1 is represented in (15).

First of all, the following feasible control inputs ûi(ls|ti
k+1) are constructed at time ti

k+1:

ûi(ls|ti
k+1) =

{
ũ∗i (ls|ti

k), ls ∈ [ti
k+1, ti

k + Np],
ûi(ls|ti

k+Np), ls ∈ (ti
k + Np, ti

k+1 + Np],
(12)

where ũ∗i (ls|ti
k) represents the optimal control input obtained by solving the optimization

problem at time ti
k, ûi(ls|ti

k+Np), which represents the feasible control input at terminal
time ti

k+Np. Put it into system (6) to obtain the corresponding feasible state x̂i(ls|ti
k+1) and

the optimal state x̃∗i (ls|ti
k) of ti

k.
Generally, in order to ensure the stability of the system using the MPC, it only needs

to satisfy that the value of the cost function at the next triggered instant is less than that at
the previous triggered instant, namely, J∗(xi(ti

k+1), ui(ti
k+1)) < J∗(xi(ti

k), ui(ti
k)).

Through substituting the feasible input (12) at time ti
k+1 into the cost function (7a), the

following feasible value of the cost function at time ti
k+1 can be obtained:

Ĵ(x̃∗i (t
i
k+1), ũ∗i (t

i
k+1)) =

ti
k+1+Np

∑
ls=ti

k+1

(‖x̂i(ls|ti
k+1)−Ri

l(t
i
k+1)‖

2
Q

+ ‖ûi(ls|ti
k+1)‖

2
R) + ‖x̂i(ti

k+1 + Np|ti
k+1)− Ri

l(t
i
k+1)‖

2
P,

= J∗(xi(ti
k), ui(ti

k)) +
ti
k+Np

∑
ls=ti

k+1

(‖x̃∗i (ls|ti
k+1)−Ri

l(t
i
k+1)‖

2
Q − ‖x̃∗i (ls|ti

k)−Ri
l(t

i
k)‖

2
Q)

−
ti
k+1

∑
ls=ti

k

(‖x̃∗i (ls|ti
k)−Ri

l(t
i
k)‖

2
Q − ‖ũ∗i (ls|ti

k)‖
2
R)− ‖x̃∗i (ti

k+Np|ti
k)−Ri

l(t
i
k)‖

2
P

+

ti
k+1+Np

∑
ls=ti

k+Np

(‖x̂i(ls|ti
k+Np)−Ri

l(t
i
k+1)‖

2
Q + ‖ûi(ls|ti

k) +Np‖2
R)

+ ‖x̂i(ti
k+1 + Np|ti

k + Np)− Ri
l(t

i
k)‖

2
P. (13)

Based on the fact that the value of the feasible cost function must be greater than or
equal to the value of the optimal cost function, namely, Ĵ(x̃∗i (t

i
k+1),

ũ∗i (t
i
k+1)) ≥ J∗(x̃∗i (t

i
k+1), ũ∗i (t

i
k+1)), therefore, (13) can be rewritten as follows:

J∗(xi(ti
k+1), ui(ti

k+1))− J∗(xi(ti
k), ui(ti

k)) ≤
J∗(xi(ti

k+1), ui(ti
k+1))− J∗(x̃∗i (t

i
k+1), ũ∗i (t

i
k+1))− ∆1 + ∆2 + ∆3 (14)

where ∆1 = −∑
ti
k+1

ls=ti
k
(‖x̃∗i (ls|ti

k)− Ri
l(t

i
k)‖

2
Q − ‖ũ∗i (ls|ti

k)‖
2
R), ∆2 = ∑

ti
k+1+Np

ls=ti
k+Np

(‖x̂i(ls|ti
k +

Np)− Ri
l(t

i
k+1)‖

2
Q + ‖ûi(ls|ti

k) + Np‖2
R) + ‖x̂i(ti

k+1 + Np|ti
k + Np)− Ri

l(t
i
k)‖

2
P − ‖x̃∗i (ti

k +

Np|ti
k)− Ri

l(t
i
k)‖

2
P, ∆3 = ∑

ti
k+Np

ls=ti
k+1

(‖x̃∗i (ls|ti
k+1)− Ri

l(t
i
k+1)‖

2
Q − ‖x̃∗i (ls|ti

k)− Ri
l(t

i
k)‖

2
Q).



Energies 2022, 15, 1170 8 of 16

Therefore, the stability of the system can be guaranteed, namely: J∗(xi(ti
k+1),

ui(ti
k+1)) < J∗(xi(ti

k), ui(ti
k)) if the following conditions are met:

J∗(xi(ti
k+1), ui(ti

k+1))− J∗(x̃∗i(t
i
k+1), ũ∗i (t

i
k+1))− ∆1 + ∆2 + ∆3 < 0. (15)

If the condition (15) above is violated, i.e., the self-triggered condition is triggered,
the control state of the system will be updated. However, in order to calculate the next
triggered time ti

k+1 more easily, we reconstructed the condition (15) as follows:

J∗(xi(ti
k+1), ui(ti

k+1))− J∗(x̃∗i(t
i
k+1), ũ∗i (t

i
k+1))<αi∆1, (16)

where αi ∈ (0, 1) is chosen differently for each DGi.

Remark 2. Compared with the self-triggered condition (15), the triggered requirement of self-
triggered condition (16) becomes higher due to ∆2 and ∆3 being discarded. This causes the cost
function of the system to increase briefly during the phase in which condition (15) is triggered but
condition (16) is not. However, since the time of the increment is very short, and the normal number
αi ∈ (0, 1) is introduced into condition (16) to reduce the triggered condition, this problem will not
affect the consistency convergence of tracking targets and the stability of the system.

3.2. Voltage and Frequency Recovery with Physical State Constraints

In general, in AC microgrids, the voltage and frequency cannot be completely adjusted
to the nominal value only through the traditional droop control, so it is necessary to use
a secondary control to achieve voltage and frequency recovery. However, the voltage
and frequency are physical quantities, which will inevitably be limited by various power
generation equipment and other hardware facilities. Therefore, we define such physical
state constraints as follows.

Definition 2. In the whole secondary control process, there exists a compact set χi ⊂ Rn such that
the state xi(k) ∈ χi of the i-th DG, where xi(k) = [vi, ωi]

T , k ∈ [0, ∞), xi(0) is the initial state.

In order to achieve voltage and frequency recovery with state constraints, according
to the theory of model predictive control and Lemma 1, we rewrite secondary control (4)
into the following:

xi(k + 1) = Al xi(k) + Blui(k), i ∈ (1, 2, . . . , n), (17)

where Al = [1, 0; 0, 1], Bl = [T, 0; 0, T], xi(k) = [vi, ωi]
T and ui(k) = [uv,i, uω,i]

T represent
the status and the control input of the voltage and frequency, respectively.

Taking (17) as the prediction model and combining it with the self-triggered control,
the following optimization problem is constructed:

Problem 1.

min J(xi(ti
k), ui(ti

k)) =
Np

∑
l=0

(‖xi(ti
k + l|ti

k)−Ri
l(t

i
k)‖

2
Q

+ ‖ui(ti
k + l − 1|ti

k)‖
2
R) + ‖xi(ti

k + Np|ti
k)‖

2
P. (18a)

xi(ti
k+l|ti

k) = Al xi(ti
k+l−1|ti

k)+Blui(ti
k+l−1|ti

k). (18b)

xi(ti
k + l|ti

k) ∈ χi, ui(ti
k + l|ti

k) ∈ µi. (18c)

xi(ti
k + Np|ti

k) ∈ χ
f
i ∈ χi. (18d)
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By solving the above optimization Problem 1, the predictive control sequence U∗i (t
i
k)

is obtained. Moreover, according to the self-triggered condition (11), the useful control
input is selected as follows:

ui(ti
k|t

i
k) =

2×Np︷ ︸︸ ︷[
11×2σ 0 · · · 0

]
×U∗i (t

i
k). (19)

Afterwards, the useful control input is put into the prediction model (17) to obtain
the state of voltage and frequency, while the control input of voltage and frequency is put
into (5) to obtain vn,i and ωn,i, which are fed back to the droop control to form a closed-loop
system. Finally, the voltage and frequency recovery is achieved.

3.3. Optimal Active Power Allocation Based on Secondary Control

Usually, after the secondary control adjustment of the frequency, the active power also
needs to meet the corresponding allocation conditions, namely:

KP,1Ṗ1 = . . . = KP,i Ṗi, i ∈ (1, 2, . . . , n). (20)

In order to avoid designing additional controllers, according to the tracking target (1),
the control target (20) is rewritten as follows:

Rp,l =

{
rp,0 Layer 1,

∑j∈Ni
KP,i−1Pi−1

|Ni |KP,i
Layer 2, 3, . . . , n.

(21)

where l ∈ (1, 2, . . . , m), rp,0 denotes the total tracking target. Pi represents the power of the
i-th DG. Ni represents the adjacency matrix, i.e., the set of all DGi adjacent to DGj.

Therefore, we can still use the self-triggered MPC for the secondary regulation of
active power. Firstly, Ṗi = uP,i in (4) is discretized according to Lemma 1, namely:

Pi(k + 1) = APPi(k) + BPuP,i(k), i ∈ (1, 2, . . . , n), (22)

where AP = [1], BP = [T], Pi(k) and uP,i(k) represent the status and the control input of
power, respectively.

Similarly, taking (22) as the prediction model and combining it with the self-triggered
control, the following optimization problems can be obtained:

Problem 2.

min J(Pi(ti
k), uP,i(ti

k)) =
Np

∑
l=0

(‖Pi(ti
k + l|ti

k)−Ri
P,l(t

i
k)‖

2
Q

+ ‖uP,i(ti
k + l − 1|ti

k)‖
2
R) + ‖Pi(ti

k + Np|ti
k)‖

2
P. (23a)

Pi(ti
k+l|ti

k)=APPi(ti
k+l−1|ti

k)+BPuP,i(ti
k+l−1|ti

k). (23b)

Pi(ti
k + l|ti

k) ∈ χP,i, uP,i(ti
k + l|ti

k) ∈ µP,i. (23c)

Pi(ti
k + Np|ti

k) ∈ χ
f
P,i ∈ χP,i. (23d)

Similarly, the optimal control sequence U∗P,i(t
i
k) is obtained by solving the optimization

Problem 2. Therefore, select the useful control input as follows:

uP,i(ti
k|t

i
k) =

Np︷ ︸︸ ︷[
11×σ 0 · · · 0

]
×U∗P,i(t

i
k). (24)
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Put the useful control inputs into (22) to obtain the active power. Finally, achieve the
goal of the active power allocation through repeated secondary control and adjustment
using the self-triggered MPC.

4. Results

In this part, we will analyze the stability of the proposed self-triggered MPC and
deduce Lemma 2 in detail. In addition, we also exclude the Zeno behavior through
theoretical analysis.

4.1. Stability Analysis

Generally, the stability analysis of model’s predictive control is carried out by Lyaplov
theory, namely, let the cost function decrease with time; in other words, satisfy J∗(xi(ti

k+1),
ui(ti

k+1)) < J∗(xi(ti
k), ui(ti

k)). According to the theoretical analysis of (13)–(16), the system
stability can be guaranteed if Lemma 2 is established.

Proof. The corresponding cost functions J∗(xi(ti
k+1), ui(ti

k+1)) and J∗(x̃∗i(t
i
k+1), ũ∗i (t

i
k+1))

can be obtained by substituting different initial values xi(ti
k+1) and x̃∗i(t

i
k+1) into the

model predictive control system. Then, the cost functions are solved to obtain the pre-
dictive control inputs ui(ti

k+1 + l|ti
k+1) and ũ∗i (t

i
k+1 + l|ti

k+1), as well the corresponding
prediction state x∗i (t

i
k+1 + l|ti

k+1) and x̃∗i (t
i
k+1 + l|ti

k+1), l ∈ [1, 2, . . . , Np]. Combined
with the definition of feasible input in (12), the following can be obtained: x̂∗i (t

i
k+1 +

l|ti
k+1) = eAlTxi(ti

k+1) + ∑
Np
l=0 eAlT Bũ∗i (t

i
k+1 + l|ti

k+1), x̃∗i (t
i
k+1 + l|ti

k+1) = eAlT x̃∗i(t
i
k+1) +

∑
Np
l=0 eAlT Bũ∗i (t

i
k+1 + l|ti

k+1), Therefore, it can be further obtained as follows:

J∗(x∗i (t
i
k+1), u∗i (t

i
k+1))− J∗(x̃∗i(t

i
k+1), ũ∗i (t

i
k+1))

≤ Ĵ(x̃∗i (t
i
k+1), ũ∗i (t

i
k+1))− J∗(x̃∗i(t

i
k+1), ũ∗i (t

i
k+1))

≤
Np

∑
l=0

L f ,i‖x̂∗i (ti
k+1 + l|ti

k+1)− x̃∗i (t
i
k+1 + l|ti

k+1)‖

+ Lg,i‖x̂∗i (ti
k+1 + Np|ti

k+1)− x̃∗i (t
i
k+1 + Np|ti

k+1)‖

≤ (
Np

∑
l=0

L f ,i‖eAlT‖+ Lg,i‖eANpT‖)‖xi(ti
k+1)− x̃∗i(t

i
k+1)‖

= LJ,i‖xi(ti
k+1)− x̃∗i (t

i
k+1)‖. (25)

Then, by substituting the actual control ui(ti
k) and optimal control ũ∗i (t

i
k) at time ti

k
into the prediction model (18b), the actual state xi(ti

k+1) and optimal state x̃∗i (t
i
k+1) at time

ti
k+1 can be obtained:

xi(ti
k+1) = xi(ti

k) +
σ

∑
l=0

(Axi(ti
k + l|ti

k) + Bũ∗i (t
i
k)),

x̃∗i (t
i
k+1) = xi(ti

k) +
σ

∑
l=0

(Ax̃∗i (t
i
k + l|ti

k) + Bũ∗i (t
i
k + l|ti

k)). (26)

Therefore, according to (26) and the Gronwall–Bellman inequality, ‖xi(ti
k+1)− x̃∗i (t

i
k+1)‖

can be obtained.
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‖xi(ti
k+1)−x̃∗i (t

i
k+1)‖ = ‖

σ

∑
l=0

[A(xi(ti
k+1)−x̃∗i (t

i
k+1))−B(ũ∗i (t

i
k)−ũ∗i (t

i
k + l|ti

k))]‖

≤ ‖A‖
σ

∑
l=0
‖xi(ti

k+1)−x̃∗i (t
i
k+1)‖+ ‖B‖

σ

∑
l=0
‖ũ∗i (ti

k)−ũ∗i (t
i
k + l|ti

k)‖

≤ ‖A‖
σ

∑
l=0
‖xi(ti

k+1)−x̃∗i (t
i
k+1)‖+

K
2
‖B‖(σT)2

≤
σ

∑
l=0

K
2
‖B‖l2‖A‖e‖A‖(σ−l)T +

K
2
‖B‖(σT)2

≤ K‖B‖
‖A‖2 (e

‖A‖σT − 1)− K‖B‖
‖A‖ σT = Ei(σ). (27)

Due to the Lemma 2 being proved, the systems are stable.

4.2. Elimination of Zeno Behavior

The so-called Zeno behavior usually refers to the phenomenon that the system can-
not run normally because the triggered interval is too small for the hardware facilities,
for example, the controller cannot meet the high frequency sampling. Therefore, if two
consecutive triggered intervals are guaranteed to have lower bounds, the Zeno behavior
can be excluded, namely:

ti
k+1 − ti

k ≥ βT, (28)

where β is a positive constant.
Since the proposed self-triggered MPC is based on discrete systems, the triggered

interval σ will take an integer multiple of the sampling period T, obviously the condition (28)
can be guaranteed. Therefore, the self-triggered MPC proposed in this paper does not have
Zeno behavior.

5. Simulations

In this section, in order to verify the feasibility and effectiveness of the proposed
self-triggered MPC algorithm applied to the AC microgrid, the simulation experiments are
given from the following three aspects: (1) voltage and frequency recovery; (2) optimal
active power allocation; and (3) the triggering time of the the self-triggered MPC.

The parameters of the AC microgrid used in the following simulation experiments
are shown in Table 1; simultaneously, the communication topology diagram adopts the
directed graph in Figure 1b.

Table 1. Parameters of the AC microgrid.

Parameter DG1 DG2 DG3 DG4 DG5

KP,i 9.4× 10−5 9.4× 10−5 12.5× 10−5 12.5× 10−5 9.4× 10−5

KQ,i 1.3× 10−3 1.3× 10−3 1.5× 10−3 1.5× 10−3 9.4× 10−3

Lc = 0.35 mH Rc = 0.03 Ω R f = 0.1 mH L f = 1.35 mH R f = 0.1 mH C f = 50 µF

Parameter Load 1 Load 2

PLoadi (per phase) 12 kW 15.3 kW
QLoadi (per phase) 12 kVAr 7.6 kVAr

Parameter Line 1 Line 2 Line 3

RLinei 0.23 Ω 0.35 Ω 0.23 Ω
LLinei 318 µH 1847 µH 318 µH

Remark 3. This paper studies the AC microgrid system with a layered graph composed of multiple
DG (similar to multi-agent system). Therefore, for the convenience of the experiment, only six DGs
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are selected in this paper, but in fact, the algorithm can achieve the same effect no matter how many
DGs are given in the simulation experiment, as long as it is an AC microgrid system that meets the
conditions of the hierarchical graph and Assumption 1.

5.1. Voltage and Frequency Recovery

In this part, in order to verify that the proposed algorithm can effectively complete the
voltage and frequency recovery of the AC microgrid with physical state constraints, the
simulation results of different control input constraints with voltage and power constraints
are given. In addition, the parameters of the self-triggered MPC control parameters are
selected as shown in Table 2.

Table 2. Parameters of the self-triggered MPC control.

Parameter DG1 DG2 DG3 DG4 DG5
αi 0.75 0.5 0.7 0.6 0.8

T = 0.05 s K = 2 Np = 10

Parameter of vi Q = 10 R = 1 r0 = 380 V
Parameter of ωi Q = 15 R = 2 r0 = 314 (rad/s)
Parameter of Pi Q = 6 R = 1 r0 = 26 kW

In Figure 3, it is obvious that the voltage changes of all DGs satisfy the physical state
constraint vi ∈ [345, 385]. A time of 0–2 s indicates that the AC microgrid has been stabilized
through droop control, but there is still a certain deviation from the target value. Starting
from 2 s, the voltage is restored to the rated value through the secondary control using the
self-triggered MPC. By comparing the three subgraphs in Figure 3, it can be found that a
larger range of control constraints corresponds to a faster convergence time.

0 2 4 6 8 10
340

360

380

0 2 4 6 8 10
340

360

380

0 2 4 6 8 10
340

360

380

Figure 3. The voltage vi under the different states of control input: (a) uv,i ∈ [−10, 10];
(b) uv,i ∈ [−25, 25]; (c) uv,i ∈ [−50, 50].
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Similarly, in Figure 4, the frequency changes of all DGs also meet the physical state
constraint condition wi ∈ [311.5, 314.5]. Here, 0–2 s is the droop control of AC microgrid.
After 2 s, the self-triggered MPC is used to adjust again, so that the frequency is restored to
the rated value. Obviously, when the control requirements are reduced, the convergence
time will be faster. In summary, the proposed algorithm can solve the voltage and frequency
recovery problems of AC microgrid with physical state constraints well.

0 2 4 6 8 10
311

312

313

314

315

0 2 4 6 8 10
311

312

313

314

315

0 2 4 6 8 10
311

312

313

314

315

Figure 4. The frequency ωi under the different states of control input: (a) uw,i ∈ [−1, 1];
(b) uw,i ∈ [−2, 2]; (c) uw,i ∈ [−5, 5].

5.2. Optimal Active Power Allocation

In this section, in order to verify that the optimal allocation of the active power can be
achieved without the additional third control, the same self-triggered MPC algorithm is
used for the secondary adjustment of active power. The simulation results are shown in
Figure 5.

Obviously, the active power also satisfies the physical state constraint Pi ∈ [14, 27]. At
0–2 s, the droop control is adopted. After 2 s, the optimal allocation of active power can be
finally achieved by the secondary adjustment using the self-triggered MPC. Furthermore,
by comparing the three subgraphs in Figure 5, it can be concluded that as long as the control
input range is reasonably selected, the active power distribution goal can be achieved in a
very short time. Compared with the traditional hierarchical control (the third control), it
has more practical application value.

5.3. Triggering Time of the Self-Triggered MPC

In this part, the simulation results of sampling time of self-triggered MPC algorithm
are given in Figure 6. In Figure 6a, within 0 to 2 s, due to being away from tracking the target,
the control input requirements are not high. Therefore, all of the 10 predicted values for
model predictive control can be adopted. During the period of 2 s to 3 s, the physical state
of the voltage is close to the tracking target. Thus, only part of the predicted value is used
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under the selection of the trigger condition (16). After 3 s, the system has fully achieved the
tracking goal, so periodic sampling is maintained. The simulation results in Figure 6b,c are
similar. Therefore, compared with the simple MPC, the proposed self-triggered MPC is
indeed more beneficial to reduce the communication cost and the calculation burden of
the system.

0 1 2 3 4 5 6 7 8 9

15

20

25

0 1 2 3 4 5 6 7 8 9 10

15

20

25

0 1 2 3 4 5 6 7 8 9 10

15

20

25

Figure 5. The power Pi under the different states of control input: (a) uP,i ∈ [−2, 2]; (b) uP,i ∈ [−5, 5];
(c) uP,i ∈ [−10, 10].

0 1 2 3 4 5
0

5

0 1 2 3 4 5
0

5

0 1 2 3 4 5
0

5

DG1 DG2 DG3 DG4 DG5

Figure 6. The self-triggered time of the voltage, frequency and power, respectively: (a) the voltage vi;
(b) the frequency ωi; (c) the power Pi.
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6. Conclusions

In this paper, based on the framework of the inverter-based traditional secondary
control in AC microgrid, the proposed self-triggered MPC realizes voltage and frequency
recovery with the physical state constraints. Meanwhile, the optimal allocation of active
power can be realized by using the proposed algorithm to secondarily adjust the active
power without designing the additional third control. Therefore, the complexity of the
controller is reduced to a certain extent, and the system convergence can be achieved in a
very short time by selecting the control input range reasonably. Moreover, compared with
a single MPC, the proposed self-triggered MPC can reduce the communication cost and
computation burden of the system. All in all, the proposed self-triggered MPC is more
conducive to the practical application and development of an AC microgrid. However,
due to space constraints, we will extend this algorithm to more complex AC microgrid
systems composed of DG in future research work. As well, we will implement the AC MG
in dedicated simulation software with a higher level of details (e.g., harmonics, external
grid distortion).
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