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Abstract: The objective of this article is to review the methodologies used in the last 15 years to
estimate the power loss in wind turbines due to their exposure to adverse meteorological conditions.
Among the methods, the use of computational fluid dynamics (CFD) for the three-dimensional
numerical simulation of wind turbines is highlighted, as well as the use of two-dimensional CFD
simulation in conjunction with the blade element momentum theory (BEM). In addition, a brief
review of other methodologies such as image analysis, deep learning, and forecasting models is also
presented. This review constitutes a baseline for new investigations of the icing effects on wind
turbines’ power outputs. Furthermore, it contributes to a continuous improvement in power-loss
prediction and the better response of icing protection systems.

Keywords: wind turbine; icing conditions; power loss; CFD; BEM

1. Introduction

In the Nordic countries, where the wind potential is higher, wind production is
abundant in winter (the wind is stronger, and the air density is higher) as the power
available in the wind varies with the cube of the wind speed. According to the International
Energy Agency Wind Technology Collaboration Program Task 19, by 2020, the installed wind
power capacity in cold climates was 156 GW and is expected to reach 224 GW in 2025 [1].
However, when blades are covered with ice, the aerodynamic properties change (lift and
drag coefficients), and as a result, the power generated is reduced or sometimes ice can
stop the turbine [2–6]. Moreover, the ice layer on blades creates an undesirable load,
increasing the fatigue of rotor components, and safety hazards from ice that is thrown from
the blades [3–6]. Annual icing losses were estimated to be about 20% of the yearly power
output [6,7] and between 20% and 50% in the aerodynamic performance [7]. The best option
for maximizing energy production from a turbine operating under icing conditions involves
understanding the performance loss that may be predicted during the icing event [5].

Despite the importance of its study, the icing phenomenon has not been fully under-
stood due to its complexity and its dependence on multiple factors such as [8–11]: Air
temperature, humidity, pressure, wind speed, blades’ angle of attack, size of water droplets,
blade geometry, point of operation, among others. Until now, there have been no reliable
icing predictions systems. However, many models represent rime ice formation on the
wind turbine blades, whereas just a few predict glaze ice formation [9].

For years, the estimation of ice accretion impact on wind turbines has been restricted
to two dimensions, i.e., the problem has been simplified to an airfoil section of the blade.
However, a typical horizontal-axis wind turbine (HAWT) has a twisted blade geometry of,
usually, a number of different section forms [12]. This particular blade geometry requires
three-dimensional simulations for improved accuracy. However, icing affects not only
the blade; it affects the entire wind turbine with various types of 3D effects, such as the

Energies 2022, 15, 1083. https://doi.org/10.3390/en15031083 https://www.mdpi.com/journal/energies

https://doi.org/10.3390/en15031083
https://doi.org/10.3390/en15031083
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-0601-4759
https://orcid.org/0000-0002-0269-2608
https://orcid.org/0000-0002-8236-2317
https://doi.org/10.3390/en15031083
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en15031083?type=check_update&version=2


Energies 2022, 15, 1083 2 of 26

effect of flowing air along the radial direction caused by the blades’ rotation [3,6,12]. As
demonstrated in reference [13], the flow velocity magnitude in a 3D simulation involves a
considerable non-zero component in the z-direction along the blade, which can result in
complex fluid–structure interactions and, as a result, a more complicated flow pattern.

Numerical modeling of atmospheric ice accretion on wind turbines is a complex
coupled process involving ice shape prediction, airflow simulation, water droplet be-
havior, boundary layer characteristics, and iced surface thermodynamics with phase
changes [4,10]. At present, the models used for the numerical analysis of wind turbine
icing have been initially developed for aeronautical applications. For example, in the case
of LEWICE, FENSAP-ICE, the Empirical tuned cylinder-based model by Makkonen, and
TURBICE [2,14].

This paper focuses on the actual state-of-art of power loss estimation of wind tur-
bines under icing conditions using numerical methods such as CFD (Computational Fluid
Dynamics). It provides guidelines to the knowledge needed for modeling the icing phe-
nomenon and examines the numerical techniques used to analyze wind turbine perfor-
mance. The objective is to present the methods available to quantify wind turbines’ power
loss under icing conditions.

The paper is structured as follows: Section 2 summarizes the CFD approach employed
in the simulation of ice accretion. Section 3 presents the Blade Element Momentum (BEM)
theory for the aerodynamic analysis of wind turbines. Section 4 reviews the academic
research oriented towards CFD–BEM and whole 3D CFD approaches. Finally, Section 5
presents the main conclusions and future work.

2. CFD-Based Models for Icing Conditions

The modeling technique attempts to integrate the processes of ice accretion and
aerodynamic analysis of the iced object into a single CFD-based icing model. The numerical
simulation can be described through integrated thermo–fluid dynamic steps [2,13,15]: (1)
fluid flow simulation, (2) droplet behavior, (3) surface thermodynamics, and (4) phase
changes. For the last two steps, additional models should be used. All the models will be
updated every time step for higher accuracy. In the end, a mesh displacement occurs due to
the ice accretion. Thus, updating the multiphase flow solution after every surface boundary
displacement guarantees that the solution reflects changes in geometry (see Figure 1).
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2.1. Airflow Simulation

The airflow simulation consists of discretization of the governing Partial Differen-
tial Equations for conservation of mass (continuity equation—Equation (1)), momentum
(Navier–Stokes equation—Equation (2)), and energy (Equation (3)) [10,13].

∂ρa

∂t
+
→
∇
(

ρa
→
U
)
= 0 (1)
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∂ρa
→
U

∂t
+
→
∇
(

ρa
→
U
→
U
)
=
→
∇σij + ρa

→
g (2)

∂ρaEa

∂t
+
→
∇
(

ρa
→
UHa

)
=
→
∇(κa

(→
∇Ta

)
+ νiτ

ij + ρa
→
g
→
U (3)

where ρ is the air density, and U is the velocity vector. Subscript a refers to the air solution,
T refers to the air static temperature in Kelvin, σij is the stress tensor, and E and H are the
total initial energy and enthalpy, respectively.

The airflow is considered as a turbulent flow; hence, to resolve oscillations and eddies
produced in the flow, time-based Navier-Stokes equations and a fine resolution are required.
However, these eddies and oscillations become too small as the Reynolds number increase,
so the Reynolds-Averaged Navier–Stokes (RANS) approach is more suitable. Based on
observations, the RANS formulation averages the velocity variations in the flow field across
time [15].

Considering the above, several RANS models and modifications are available depend-
ing on its application, and they are based on how the turbulent eddy viscosity is computed.
In response to the above, several turbulence models such as k-epsilon, k-omega, Shear-Stress
Transition (k-omega SST model), Spalart–Allmaras, and Large Eddy Simulation (LES) have
been used. However, four of them have been widely used in flows around airfoils and
wind turbines [15].

The Spalart–Allmaras model is a one-equation turbulence model. The one additional
equation is used to model the turbulent viscosity transport. Because of its compromise
between acceptable computational cost and desired accuracy in turbulent flow simulations,
this turbulence model is frequently employed in aerodynamics [15,16]. Furthermore,
several scientists have said that this model is the best performing model when simulating
ice buildup on electrical cables, wind turbines, and aircraft [17,18].

The k-epsilon model is a two-equation turbulence model that solves the turbulent kinetic
energy (k) and the rate of dissipation of kinetic energy (epsilon) assuming a fully turbulent
flow, which gives better results for ice accretion simulation [15]. It is very popular due to its
low computational cost, and relatively steady, good, and rapid convergence rate [6,15,19].
However, in some cases, it is not adequate in flows with high-pressure gradients [20]. To
correct this issue, the RNG k-epsilon model was developed. Based on the renormalization
group, this new turbulence model has correction terms for swirling flow, low Reynolds
number flow, flow with high-velocity gradients, and also predicts the smallest recirculation
zone and the separation point that is closest to the trailing edge [15]. Villalpando et al. [21]
studied different turbulence models and concluded that this model was adequate for
simulating icing on wind turbines.

The k-omega model is also a two-equation turbulence model. It is used in cases where
k-epsilon is not enough and has trouble with convergence as it is more non-linear [22].
It solves the turbulent kinetic energy (k) and the specific rate of dissipation of kinetic
energy (omega).

The k-omega SST model is a four-equation model presented by Menter [23]. It is a
combination of the standard k-omega and k-epsilon models. It uses both models in different
flow regions, activating the k-omega model near the wall and the k-epsilon model away from
the surface [15]. This model has been found to be more accurate than other turbulence
models [24] because it allows studying the laminar–turbulent transitions of the boundary
layer at high angles of attack; handling the recirculation zones, accurately predicting flow
separation, and describing the generation of specific vortices at the trailing and leading
edges [15].

2.2. Droplet Behavior

The droplets’ behavior can be described by considering the icing phenomenon as a
multiphase flow because the icing rate may be affected by a mixture of ice, air, and liquid
water [8,25]. The term Multiphase Flow refers to any fluid flow that has more than one phase
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or component. They are categorized based on the state of the different phases and hence
apply to gas/solid, liquid/solid, or gas/liquid flows [26].

With two extensions, the equations of multiphase flows in CFD are basically the same
as those of single-phase flows, applied to each fluid in the simulation. To begin, new
equations for each fluid’s volume fraction are included. Second, additional terms are
introduced in each phase’s transport equation to simulate interphase transfers such as drag,
heat transfer, and mass transfer [6,27]. When neglecting gravity and buoyancy, the liquid
water droplets present in the air are influenced by its drag and inertia. If drag dominates
inertia, the droplets follow the streamline. However, if the inertia dominates, the droplet
hits the object (wind turbine). The ratio of inertia to drag depends upon the droplet size,
the velocity of the air stream, and the dimensions of the object in question [25].

The equations involved in multiphase (two fluid interaction) computations are [6]:

• Mass conservation: the continuity equation for phase q can be expressed as

∂

∂t
(
ϑqρq

)
+∇·

(
ϑqρq

→
vq

)
=

n

∑
p=1

( .
mpq −

.
mqp

)
(4)

where ϑ, ρ and v denote the volume fraction, density, and velocity for phase q, respec-
tively, and

.
m represents the mass transfer between two phases.

• Momentum Conservation: The equation of conservation of momentum for phase q
can be written as

∂

∂t

(
ϑqρq

→
vq

)
+∇·

(
ϑqρq

→
vq
→
vq

)
= −ϑq∇p +∇·=τq +

n

∑
p=1

( .
Rpq

.
mpq

→
vpq −

.
mqp

→
vqp

)
(5)

where
=
τq is the qth phase stress–strain tensor,

.
Rpq is an interaction force between

phases, p is the pressure shared by all phases, and
→
v is the velocity vector.

Different approaches have been developed for the simulation of the disperse phase
present in the multiphase flows, mainly Eulerian and Lagrangian. Each one can obtain
accurate results, and their use will depend on the type of study, the flow characteristics,
and the particle properties [27]. However, the more robust method will carry a higher
computational cost, requiring more time to obtain reliable results [15]. For the icing,
several software codes have been developed (FENSAP-ICE, LEWICE, TURBICE, and
ANSYS-Fluent) and both approaches have been implemented. For instance, FENSAP-ICE
works with a Eulerian approach; TURBICE and LEWICE have implemented a Lagrangian
technique [28].

2.2.1. Eulerian Multiphase Model

In this model, the dispersed phase, like the continuous phase, is described as a con-
tinuous fluid. This approach involves the concept of phasic volume fractions, describing
the space occupied by each phase (solid–liquid, gas–liquid, liquid–liquid) [29]. The laws of
mass and momentum conservation are satisfied by each phase individually, the properties
of each individual dispersed particle or droplet are averaged, and mass transfer between the
phases is not assumed [2,14,26,27]. The presence of the dispersed phase has an important
turbulent effect on the continuous phase that comes in the form of viscous drag [7]. In the
same way, there is a contribution in the lift force, which represents the transverse force due
to rotational strain, velocity gradients, or the presence of walls [26].

The droplet drag coefficient could be based on the empirical correlation for the flow
around spherical droplets described by Clift et al., 1978 [7,13]:

∂α

∂t
+
→
∇
(

ϑ
→
Ud

)
= 0 (6)
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∂

(
ϑ
→
Ud

)
∂t

+
→
∇
(

ρa
→
Ud

⊗→
Ud

)
= CDRed/24K ϑ

(→
U −

→
Ud

)
+ ϑ(1− ρa/ρd)1/

(
Fr2
)→

g (7)

where ϑ is the water volume fraction,
→
Ud is the droplet velocity, CD is the droplet drag

coefficient, Red is the droplets’ Reynolds number (Equation (8)), K is the inertial parameter

(Equation (9)), and Fr is the Froude number (Fr =
→
U/
√

gd).

Red =
ρad‖

→
U −

→
Ud‖

µa
(8)

K =
ρdd2U

18L∞µa
(9)

where d is the droplet diameter,
→
U the wind speed,

→
Ud the droplet’s speed, µa the air

dynamic viscosity, and L∞ the characteristic length.
To imitate in-cloud icing conditions, the Eulerian Multiphase Flow Model has been

used. The droplet solution of this model makes available, in all the computational domains,
the velocity, volume fractions, density, and temperature variables for the phases at any
time [2,15]. Another advantage is that we can use the same mesh to calculate multiphase
flow and predict ice shape [6,15].

2.2.2. Lagrangian Multiphase Model

This model solves Newtonian movement equations for each particle or droplet and
uses a collision model for handling particle interactions. The calculation of the trajectories
of the particles consists of two steps: (1) calculation of the particle motion; and (2) consid-
eration of a particle’s collision with another particle. For the particle motion, Newton’s
second law is determined, and the forces acting on each particle, different from collisions,
are gravity and the traction force of the fluid phase on the particle [26]. This approach is
frequently adopted in 2D icing analysis. The velocities of the water droplets required for
icing rate evaluation can be obtained by numerically tracking several water droplets near
the icing object. However, tracking enough droplets in 3D to generate the ice layer shape
becomes computationally costly [6].

2.3. Ice Accretion

The Ice accretion model involves heat and mass transfer. It is traditionally based on
the first-order differential equations of mass conservation and heat transfer developed by
Messinger [30] and on the work of Lozowski, Stallabrass, and Hearty [31,32]. Water droplet
is simulated as a thin layer of liquid flowing over the blade surface. This film may freeze,
vaporize, or sublimate in parts [15]. As a result, the ice accretion model is based on the
thermodynamic equilibrium and involves multiple heat fluxes (convective and evaporative
cooling, fusion heat, viscous and kinetic heating) [10,13,15]. For the mass conservation, the
partial differential equation on solid surfaces will be [7,13]:

ρ f

[
∂h f

∂t
+
→
∇
(→

U f h f

)]
= U(LWC)β− .

mevap −
.

mice (10)

where h f is the height of the water film,
→
U f is the velocity of the water film and LWC is the

Liquid Water Content. The terms on the right-hand-side represent mass transfer through
water droplet impingement (source for the film), evaporation, and ice accretion (sinks for
the film). The collection efficiency is represented by β, which is given by Equation (11).

β = − ϑ
→
Ud·
→
n

(LWC)U
(11)
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For the conservation of energy, the equation is:

ρ f

[
∂h f c f

.
T f

∂t +
.
∇

(
U f h f c f

.
T f

)]
=

[
c f

(
T − T̃f

)
+ ‖

→
U

2

d‖
2

]
U(LWC)β− Levap

.
mevap +

(
L f usion − csT̃

) .
mice + σε

(
T4 − Tf

4
)

−ch

(
T̃f − T̃ice. rec

)
+ Qanti−icing

(12)

where c f , Levap, L f usion, and cs are physical properties of the fluid and the solid, σ is the
Boltzmann constant, ε is the solid emissivity, and T̃f is the equilibrium temperature at the
air/water-film/ice/wall interface.

For the ice accretion calculation, it is common to consider the effect of ice roughness
that can reduce energy production by 20% [5,15,33,34], and which also affects the heat
transfer [4,15], especially when rime ice is considered [35]. The ice accreted is usually at the
leading edge. Still, for icing calculations, the flow solution is computed with roughness set
on all the surfaces as droplet impingement, and icing limits are unknown a priori [12]. On
this basis, Shin and Berkowitz [36] developed, from empirical data based on experiments,
an equivalent sand-grain roughness (ks), expressed as a function of the LWC, static air
temperature (T), airspeed (U) and the median volume droplet size (MVD) to determine the
ice shapes. With c denoting the airfoil chord and (ks/c)base = 0.001177, it is expressed in
the following form:

ks =

[
ks/c

(ks/c)base

]
LWC
·
[

ks/c
(ks/c)base

]
T
·
[

ks/c
(ks/c)base

]
U
·
[

ks/c
(ks/c)base

]
MVD
·
(

ks

c

)
base
·c (13)

where each sand-grain roughness parameter is given by [36]:[
ks/c

(ks/c)base

]
LWC

= 0.5714 + 0.2457(LWC) + 1.2571(LWC)2 for LWCs greater than 1 g/m3 (14)[
ks/c

(ks/c)base

]
T
= 0.047(T)− 11.27 (15)[

ks/c
(ks/c)base

]
U
= 0.4286 + 0.0044139(U) (16)

[
ks/c

(ks/c)base

]
MVD

=

{
1 MVD ≤ 20

1.667− 0.0333(MVD) MVD > 20
(17)

Bragg [37] describes in detail a method to correct the drag coefficient due to ice accre-
tion and small-scale surface roughness, which can be expressed by Equations (18) and (19).

∆CD = 0.01
[
(−15.8× ln

(
ks

c

)
+ 23.2

]
(18)

CD iced = (1 + ∆CD)CD (19)

where ks
c can be determined by the method of Shin and Berkowitz [36].

3. Blade Element Momentum (BEM) Theory

Blade Element Momentum Theory (BEM) has become the standard approach for
evaluating and designing wind turbines [16]. It combines the momentum theory (analysis
of the forces based on the conservation of linear and angular momentum) and the blade
element theory (analysis of the forces at a section of the blade based on the blade geome-
try) [38,39]. It involves dividing the turbine blade into N sections (see Figure 2) applying
the following assumptions: (1) there is no aerodynamic interaction between sections; (2) the
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forces on the blades are determined by the lift and drag characteristics of the airfoil shape
using an angle of attack calculated from the incident resultant velocity in the element’s
cross-sectional plane; (3) the velocity component in the span-wise direction is ignored;
(4) three-dimensional effects are also ignored [38–40].
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As mentioned before, from the momentum theory, we obtain the thrust (dT) and
torque (dQ) on an annular section of the rotor as a function of the axial (a) and tangential
(a′) induction factors of the flow conditions [38,39]:

dT = ρU24a(1− a)πrdr (20)

dQ = 4a′(1− a)ρUωπr3dr (21)

where, U is the air velocity and ω the rotational speed of the rotor.
As for the blade element theory, both forces are also obtained. However, in this case,

they are a function of the flow angles at the blades and airfoil characteristics (see Figure 3):

dT =
1
2

BρU2
rel(Clcosφ + Cdsinφ)cdr (22)

dQ =
1
2

BρU2
rel(Clsinφ− Cdcosφ)crdr (23)

where, B is the number of the blades, c is the airfoil chord, Urel is the relative wind speed,
which is the vector sum of the wind velocity at the rotor (U(1− a)), and the wind velocity
due to rotation of the blade (ωr(1 + a′)), Cl is the lift coefficient, Cd is the drag coefficient,
and φ is the angle that the wind speed makes with the plane of rotation.
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To determine the complete performance characteristics of a wind turbine requires an
iterative solution which consists of initializing a and a′ to zero, assuming Cd = 0. Drag
is excluded from calculating the flow induction factors because drag in attached flows is
caused by skin friction and does not affect the pressure drop across the rotor [39,40]. Once
the induction factors have been obtained, φ, Cl and Cd are calculated, then the process is
repeated until convergence is obtained. With the results for a, a′, φ, Cl and Cd, the torque
can be calculated by Equations (21) and (23):

dQ = 4a′(1− a)ρUωπr3dr− 1
2

BρU2
rel(Clsinφ− Cdcosφ)crdr (24)

Finally, the power contribution from each annulus is given by [38,39]:

P =

R∫
0

ω dQ (25)

and the power coefficient is given by [38,39]:

CP =
P

Pwind
=

∫ R
r ω dQ

1
2 ρπR2U3

(26)

The wind turbine power coefficient depends on the number of blades B, the aero-
dynamic characteristics of the airfoils, their position r, their pitch angle β, the angle of
incidence α, the upstream wind speed U, and the rotational speed ω. The previous velocity
triangle (see Figure 3) for an airfoil can be reduced to the relative velocity Urel and the angle
of attack α, used as an input parameter for the CFD calculations [39].

The power output of a turbine analyzed using BEM is typically underestimated due
to assumption, particularly at low tip speed ratios. Still, the power coefficient tends to be
overestimated in high solidity rotors [39,40]. However, span-wise flow exists and is caused
by the centrifugal force generated by blade rotation. Therefore, the radial cross-flow is
unstable, generating steady and trailing vortices that cause delays in flow separation, drag
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reduction, lift increase and, eventually, at large angles of attack, lift and drag coefficients
that differ significantly from those obtained by 2D computations and measurements [41].

Some corrections have been proposed to this model to improve the calculations and
to consider the 3D phenomenon. Some examples are Prandtl’s tip loss factor, Stall–Delay
model, Viterna–Corrigan Stall model, and Spera’s Correction.

3.1. Prandtl’s Tip Loss Factor

This factor considers the flow around the blade’s tip from the lower to the upper
surface. This flow is due to the different pressure on the blade’s sides, i.e., the suction side
has lower pressure than the pressure side, causing lift reduction and thus less power near
the tip. The tip loss is more evident in turbines with fewer and wider blades. The correction
factor (F), introduced into the equations discussed previously, mainly affects the forces
derived from momentum theory [39,42].

F =

(
2
π

)
cos−1

[
exp

(
−
{
(B/2)[1− (r/R)]

(r/R)sinφ

})]
(27)

3.2. Stall–Delay Model

This model takes into consideration the stall–delay phenomenon. The stall region
in rotating blades begins in areas with a higher angle of attack. However, the centrifugal
force’s effects help reduce the adverse pressure gradient that causes an airfoil to stall. This
phenomenon can be described mathematically using laminar boundary layer theory as
follows [22,39]:

Cl, stall = Cl + 3
( c

r

)2
∆Cl (28)

Cd,stall = Cd + 3
( c

r

)2
∆Cd (29)

where, ∆Cl and ∆Cd are the differences in lift and drag coefficients obtained from the
flow with no separation, c/r is the local chord length normalized according to the radial
direction. Considering the tip loss and the stall delay, the induction factors can be rewritten
as [22,39]:

a =
Cxσr

4Fsin2φ + Cxσr
(30)

a′ =
Cyσr(1− a)
4Fλsin2φ

(31)

where Cx = Clcosφ + Cdsinφ, Cy = Clsinφ− Cdcosφ, λ is the tip speed ratio (λ = ωR/U),
σr is the chord solidity, defined as the total blade chord length (c) at a given radius (r)
divided by the circumferential length at that radius:

σr =
B

2π

c
r

(32)

3.3. Viterna–Corrigan Stall Model

This model assumes that a HAWT (Horizontal Axis Wind Turbine) has a high aspect
ratio and a flow field that is comparable to that of a 2D airfoil. Consequently, the lifting line
theory has been applied to compute the lift coefficient prior to the stall angle of attack. But
when the flow enters the fully developed stall zone (angle of attack higher than the angle
of attack for which the maximum lift coefficients are observed (αs)), the Viterna–Corrigan
model is used to estimate the aerodynamic coefficients (Equations (33) and (34)) [22,39].

Cl =
1
2

Cd,maxsin2α +
KLcos2α

sinα
(33)

Cd = Cd, maxsin2α + KBcosα (34)
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where KL and the KD are:

KL = [Cl,s − Cd,maxsinαscosαs]
sinαs

cos2αs
(35)

KD =
Cd,s − Cd, maxsin2αs

cosαs
(36)

Cl,s and Cd,s are, respectively, the lift and drag coefficients at an angle of attack αs of
200 in which Cd,max depends on the aspect ratio (AR), as follows [22,39]:

Cd,max =

{
1.11 + 0.018 AR, AR ≤ 50
3.01, AR > 50

(37)

3.4. Spera’s Correction

With Spera’s correction, the effect of the turbulent wake is considered using an em-
pirical relation between the angle of attack and the thrust coefficient (CT) [22,39]. The
correlation is presented in Equation (38):

CT =
σr(1− a)2Cx

sin2φ
(38)

If CT > 0.96, the axial induction factor is:

a = 0.143 +
√

0.0203− 0.6427(0.889− CT) (39)

Whereas, if CT < 0.96, then the axial induction factor is solved using Equation (30).

4. Estimating Power Loss in Wind Turbines under Icing Conditions

Numerous research studies have been conducted to improve the understanding of
ice formation and how ice accretion changes with variations in meteorological parameters.
Some examples can be found in references [7,12,13,18,19,43–58], and the consequences
for energy production in [19,50,59–61]. Better comprehension and quantification of losses
due to icing is crucial for developers and investors in wind farms who have to correctly
estimate a project’s expected energy generation to quantify its risks and evaluate its financial
viability [50]. As a result, this section gives an overview of the latest research dealing with
different methodologies for estimating the power loss due to icing conditions using CFD.
Table 1 summarizes the reviewed articles’ atmospheric conditions, simulation setup, and
output parameters.
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Table 1. Summary of the setup of each article.

Software Atmospheric Conditions Simulation Set-Up

Ref. IT BEM CFD WT/Prof T (◦C) U (m/s) LWC
(g/m3)

MVD
(µm) Ω (RPM) AoA (◦ ) BC RM AT TM OP Val.

[5] R PROPID LEWICE 450-kW/S809 −10 65.2 0.1 15
35 48 5 N/A N/A 3 h

7 h N/A AC, PC Exp.

[62] RG PROICET (CIRALIMA, XFOIL and PROPID) Vestas V80 1.8
MW/NACA63415

−6
−2 8 0.05 20 15.2 6 N/A N/A 6 h

4 h N/A
AC, PC,
IS, IM,

PL
Num.

[50] R N/A LEWICE
CFX NREL Phase VI −6 1.6 to 3.1 0.1 35 800 N/A

I: Velocity
O: Pressure
W: Periodic

(120◦ )

N/A 10 h k-ε IS, CP Exp.

[16] R In-house code FENSAP-ICE NREL 5 MW −10 10 0.22 20 11.4 5.824 N/A [36] 1 h S-A IS, AC, CP, PC,
PL No

[61] RG N/A FENSAP-ICE NREL Phase VI −3
−15

7
22 0.5 20 72 N/A

I: Velocity
O: Pressure

W: Slip
N/A

10 min
20 min

1 h
S-A IS, PL Exp. &

Num.

[63] R FAST TURBICE
FLUENT NREL 5 MW −7 7 0.2 25 11.5 N/A N/A [36]

19 min
3 h

10 h
S-A

IS, AC,
PC, IM,

PL
Exp.

[33] R In-house code FLUENT NREL Phase VI −15 7 1 20 72 N/A

I: Velocity
O: Pressure
W: Periodic

(180◦ )
RRF

0.1 mm to 2
mm 1 h k-ω SST IS, AC, PL Exp.

[64] RG N/A FENSAP-ICE NREL Phase VI −1 to −13 7 0.1
20
50

100
72 N/A

I: Velocity
O: Pressure

W: Slip

1, 3, and 10
mm 17 h S-A IS, PC Real

[65] RG WT-Perf LEWICE
FLUENT NREL 5 MW

0
−1.25
−2.5
−3.75
−5
−6.25
−7.5
−8.75
−10

8
12
16
20

0.05
0.075

0.1
0.125
0.15
0.175
0.2

0.225
0.25

8
10
12
14
16
18
20
22
24

N/A 5 N/A 0.5 mm 24 h to obtain
the iced profile k-ε IS, IM, AC, CP Exp.

[66] R XFOIL In-house model (ice
accretion)

Aeolos 30 kW/NACA64618
and S809 −8 11 0.05 27 120 5 N/A N/A 3 h N/A IS, PC Exp. &

Num.
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Table 1. Cont.

Software Atmospheric Conditions Simulation Set-Up

Ref. IT BEM CFD WT/Prof T (◦C) U (m/s) LWC
(g/m3)

MVD
(µm) Ω (RPM) AoA (◦ ) BC RM AT TM OP Val.

[67] G N/A FLUENT
MATLAB (Ice accretion) Small HAWT/NACA4409

−3
−6
−8

5
6
8

0.71 20 N/A N/A MRF Exp. 500 s k-ε IS, CP Exp.

[68] RG In-house code LEWICE
FLUENT 600 kW/S816 −1.4

−5.7

9.2
18.1
27.1

0.218
0.242

38.3
40.5 N/A 8 N/A N/A G: 360 s

R: 264 s k-ω SST IS, AC, PC Exp.

[11] R BLADED STAR-CCM+ NREL 5 MW/NACA64618 −8 4 to 25 0.22 25 12.1 N/A N/A [36] 1 h k-ω SST IS, IM, AC, PC Exp.

[60] R N/A FLUENT NREL Phase VI −15 7 1 20 72 N/A

I: Velocity
O: Pressure
W: Periodic

MRF

N/A 30 min k-ω SST PC, IS, IM No

[3] RG N/A FLUENT 300-kW/S819 −11.3
−1 4 to 13 N/A N/A 24 to 45 N/A

I: Velocity
O: Pressure
W: Periodic

MRF

N/A 2 h3 h k-ω SST IS, CP, PC Exp.

[35] RG BEM WT-Perf CFX
ICEAC2D NREL 5 MW −10

−2 10 0.22
0.1605

20
14.36

TSR: 7.68
TSR: 7.32
TSR: 7.55

N/A N/A [36] 8 h k-ω SST IS, AC, PC, CP Exp. &
Num.

[59] R In-house code CFX NREL 5 MW/NACA64618 N/A 11.4 N/A N/A 12.1 N/A

I: Velocity
O: Pressure
W: Periodic

(120◦ )

N/A N/A k-ω SST CP No

[69] R XFOIL
In-house model (ice

accretion)
SU2

Aeolos 30 kW
NREL 5 MW

−5
−10
−15

11
0.05
0.15
0.25

18
27
35

120
12.1 5 N/A N/A

20 min
40 min

1 h
80 min

k-ω SST IS, PC, PL Exp.

[70] RG Xturb-PSU FENSAP-ICE WindPACT 1.5
MW/NACA64618

−8
−1

8
12

0.2
0.48

30
33 0 0 N/A [36]

BS 2 h S-A IS, AC,
PC Exp.

Note: IC: Ice Type; R: Rime; G: Glaze; RG: Rime and Glaze; WT/Prof: Wind Turbine/Profile; AoA: Angle of Attack; TSR: Tip Speed Ratio; BC: Boundary Conditions; I: inlet; O: Outlet; W:
Walls; RRF: Rotating Reference Frame; MRF: Multiple Reference Frame; RM: Roughness Model; BS: Beading Surface Roughness Model; AT: Accretion time; TM: Turbulence Model; S-A:
Spalart-Allmaras; OP: Output Parameters; AC: Aerodynamic Coefficients; PC: Power Curve; IS: Ice shape; IM: Ice mass; PL: Power Loss; CP: Power Coefficient; Val.: Validation; Exp.:
Experimental; Num: Numerical.



Energies 2022, 15, 1083 13 of 26

4.1. CFD–BEM Approach

This approach involves both methodologies described in the previous section. Here
the CFD is used in two dimensions, more specifically on each section of the blade. The
results from the CFD simulation are ice accretion (ice shape, ice mass, ice thickness, among
others) and the aerodynamic coefficients (lift and drag). The latter is the input data for the
BEM model. A more detailed explanation of the methodology is available in [39]. Figure 4
presents a diagram that visualizes the implementation of this approach.
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One of the first studies involving the CFD–BEM methodology was made in 1998 by
Jasinski et al. [5]. They carried out a study to estimate the effects of rime ice on horizontal
axis wind turbine performance. They predicted four rime ice accretions on the S809 wind
turbine airfoil using the LEWICE code to achieve the objective. The icing conditions used
were a relative velocity of 65.2 m/s at an angle of attack equal to 5◦, an air temperature of
−10 ◦C, an LWC of 0.1 g/m3, 15 and 35 µm for the MVD, and icing event durations of 3 and
7 h. The resulting iced profile combinations were tested in a wind tunnel to obtain the lift,
drag, and pitching moment coefficients. Subsequently, the coefficients were used with the
PROPID code to predict the effects of rime ice on a 450-kW rated power, 28.7 m diameter,
three-bladed turbine operated under both stall-regulated and variable-speed/variable-
pitch rotors. For the stall-regulated case, a rotor speed of 48 rpm and a blade pitch of 1.36◦

were used, while for the variable-speed/variable-pitch case, a tip speed ratio of 7 and the
same blade pitch angle were used.

The results obtained by [5] showed performance losses between 14.5% and 20% for the
variable-speed/variable-pitch rotor at wind speeds below rated power. A relatively small
rime ice profile (0.025 c-long protrusion) produced significantly larger performance losses
for the stall-regulated rotor. The rated peak power was surpassed by 16% for a 0.08 c-long
rime ice protrusion because, at high angles, the rime ice shape acted like a leading-edge
flap, raising the airfoil Clmax and delaying stall. This might result in generator failure and
excessive blade loads.

Dimitrova [62] carried out, in 2009, a study to numerically predict the wind turbine
energy losses due to light icing conditions. For this purpose, she built the numerical model
PROICET, a combination of three software programs (CIRALIMA, XFOIL, and PROPID).
The information from a Vestas V80 1.8 MW wind turbine with a NACA63415 airfoil was
used to validate the results obtained by the PROICET simulations. The atmospheric
conditions were from Murdochville’s site (Quebec), some approximations were made,
leading to the following conditions: LWC of 0.05 g/m3, MVD of 20 µm, an airspeed of
8 m/s, temperatures of −6 and −2 ◦C, and two icing events of 6 and 4 h duration.

The simulations [62] were at five different radial positions on the blade. For each
section, CIRALIMA predicted the iced airfoil shape, XFOIL the lift and drag coefficients,
and finally, PROPID estimated the wind turbine power curve. The author recommended
replacing XFOIL with CFD simulations because it does not give reliable results with large
flow separation zones. Despite the high uncertainty, the loss in the lift coefficient was 30%,
and the drag coefficient increased by 140%, which was comparable with similar simulations
in the literature. The aerodynamic performance deterioration leads to approximately 3.4%
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power loss. The reduction in the annual energy production of the wind turbine under light
icing was estimated at less than 1%. This is due to the light ice conditions assumed (low
LWC and the low duration of the event), which led to small ice accumulation on the blades
(1.33 kg/m maximum at the blade tip).

Homola and Virk [16] carried out a numerical study of power performance losses on
the NREL 5 MW wind turbine’s blade for rime ice conditions. The atmospheric conditions
were −10◦C, an LWC of 0.22 g/m3, and an MVD of 20 µm. For the CFD calculation, they
used a structured-type numerical grid for each section (five in total), a y+ value less than 1,
and the roughness height for the iced blade profiles was calculated according to Shin and
Berkowitz [36]. The Spalart–Allmaras turbulence model was used. The results obtained [16]
showed a gradual increase in the rate and shape of ice accretion when moving from the
root section to the tip section of the blade. This is due to a higher water droplet collection
efficiency along the blade with an increase in the relative velocity. They also found that the
iced turbine presented a significant penalty (27 % of power loss) and that the performance
deterioration due to ice is higher with increasing tip speed ratios.

Homola and Virk [16] also evaluated the performance of the wind turbine with the
actual turbine controller strategy to identify the operation point for both cases, i.e., a clean
and iced rotor. The turbine generator controller was constructed to follow the torque-speed
curve calculated by NREL. It consisted of a high tip speed ratio at start-up (λ = 14), which
decreases linearly, and then is optimized for maximum power capture by following the
torque–speed curve corresponding to a tip speed ratio of 7.55 (wind speed of 10 m/s) for
the maximum power coefficient. By crossing the point of the controller curve and the rotor
torque–speed curve for both cases, they found out that the operating point for the clean
rotor was equal to the designed one. For the iced rotor, the operating point, at the same
wind speed, was lower (rotor speed of 1.08 rad/s and λ = 6.80) than the optimal value.

To evaluate an improvement for this case evaluated by Homola and Virk [16], the
iced rotor data were used to change the turbine controller to adapt to the iced profiles,
i.e., instead of operating along the torque–speed curve for the clean blade, the controller
maintains the designed tip speed ratio for each wind speed. Homola and Virk [16] shown
that modifying the control method may increase the energy capture of an iced turbine
by obtaining a power gain for the improved iced case at wind speeds ranging from 7 to
13 m/s.

Turkia and Huttunen [63] developed a method for estimating wind turbine production
losses due to icing. Three rime ice cases were simulated with the same meteorological
conditions (−7 ◦C, a wind speed of 7 m/s, an LWC of 0.2 g/m3, and an MVD of 25 µm).
Still, the duration of the icing events varies to represent different phases: beginning of icing
(19 min), short icing event (3 h), and long icing event (10 h). First, the authors used the code
TURBICE to simulate the ice accretion on two blade sections (NACA 64618 airfoil). Then,
they used ANSYS FLUENT to model the iced profiles’ aerodynamic properties (lift and drag
coefficients). Finally, the power curves for a typical variable-speed pitch-controlled 3 MW
wind turbine model and for the same turbine with different ice accretions were generated
using FAST software. They also considered the effect of roughness by analyzing the effect
of small-scale surface roughness on the drag coefficient using the method described by
Shin and Berkowitz [36], and Bragg [37].

As a result, Turkia and Huttunen [63] showed that it is crucial to consider the surface
roughness when estimating the aerodynamic penalty caused by icing events, especially
for the drag coefficient calculation. The power production drops at the beginning of the
icing event due to the accumulated roughness. They also showed a relation between the ice
mass and power production. As the mass increases, the power reduction was 18% for the
short icing event and 24% for the long one.

Sagol [33] compared both methods previously mentioned to predict ice shape and the
corresponding rotor performance. The objective was whether the extra computer resources
required by the Full CFD approach are justified by the enhancement in the accuracy of the
findings. The 2D and 3D analyses were made in ANSYS FLUENT using the k-omega SST
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model as turbulence model. Here, the extended Messinger model was used to calculate the
ice accretion, and the roughness effect was considered. The reference turbine was the NREL
Phase VI. Only one blade was simulated in 3D, adopting a periodic boundary condition
and a rotating reference frame technique to account for the blade’s rotation. The icing
analyses were performed for a wind speed of 7 m/s, 60 min of ice accretion, an MVD of
20 µm, an LWC of 1 g/m3, and a temperature of −15 ◦C.

According to the data obtained by [33], the CFD–BEM analysis predicted a 40% power
loss, whereas Full CFD anticipated a 25% power loss. This was a foregone conclusion
since the ice accumulation on the blade was most substantial when estimated using CFD–
BEM. Although the full CFD approach has a substantially higher computational cost, icing
assessments in 2D may be inaccurate. Because of the clean blade findings, the authors
concluded that the entire CFD procedure offers more accurate results. Finally, using the
CFD–BEM method, the ice shape and the related power loss are affected by not taking into
account the rotating flow’s 3D features.

Switchenko and Habashi [64] simulated an industrial-scale wind turbine (WindPACT
three-bladed 1.5 MW) to demonstrate the impact of atmospheric icing using the CFD–BEM
method. The selected icing event was 17 h long and based on data collected at a wind farm
located in Gaspé, Quebec, Canada. The FENSAP-ICE model was used for the 2D CFD
calculations. The Spalart–Allmaras turbulence model was set up, and for the ice accretion
calculation, the authors used the multi-shot strategy available in the software. This strategy
enables a quasi-steady simulation of icing events by dividing the overall period of the icing
event into shorter intervals, during which ice builds on the blade. Still, until the conclusion
of the period, the computational grid is not updated to account for the ice accumulation [64].
To reproduce the data from the wind farm, 34 shots of atmospheric icing were performed.
The MVD and LWC were not measured, so three droplet sizes were assumed (20, 50, and
200 µm). As for the LWC, a constant value of 0.1 g/m3 was used. Each shot was divided
into 30-min intervals in which the wind speed and temperature were changed according to
the on-site information. The impact of surface roughness was also investigated, and three
values were selected (1, 3 and 10 mm).

When the authors [64] compared the 2D CFD simulation of the torque for the clean
rotor with the 3D CFD simulation, they obtained a good agreement at lower wind speeds
with a fully attached flow. Though, with wind speeds higher than 15 m/s, the torque
calculated with the 2D approach was underestimated due to larger flow separation re-
gions. Similar behavior was documented by [61]. These discrepancies would impact the
simulation of stall-regulated turbines more than pitch-regulated ones.

Regarding the results for the iced rotor, as expected, [64] found more accreted ice
at the blade tip than at the blade root. After 17 h, the ice shape at the tip developed a
double-horn shape surrounding the stagnation region with a maximum thickness of 21 cm
and an ice accretion at the trailing edge. The latter was associated with an increase in
the pressure drag. Concerning the effect of roughness, they found that increasing surface
roughness will cause an increased shear on the airflow producing a separated region and
subsequently lower power outputs; differences of more than 30% were observed. Regarding
the influence of droplet size on the power output, [64] found that a larger droplet size
resulted in lower power outputs due to increased ice accretion. Finally, Switchenko and
Habashi [64] compared the power loss and performance degradation to those measured
on-site. A good agreement was found. However, when compared to the average power
generated by the wind farm’s turbines, the power produced by the simulated iced turbine
was somewhat overpredicted during icing events of between 6 and 15 h.

Etemaddar and Hansen [65] studied the atmospheric ice accumulation on a reference
wind turbine blade (NREL 5 MW Virtual wind turbine with NACA 64618 airfoil) and its
effect on the aerodynamic performance and structural response. Here, only the results
associated with the aerodynamic performance will be presented. The authors evaluated the
atmospheric parameters (wind speed, LWC, MVD, and temperature) using the 2D software
LEWICE for an icing event with a 24 h duration. Each parameter changed hourly until the
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24 h mark was reached. The final iced profile was used as an input in Fluent to estimate the
aerodynamic coefficients after icing, and the BEM code WT-Perf was used to quantify the
degradation in performance curves (power and thrust coefficients as a function of TSR for
four blade-pitch angles of 0◦, 5◦, 10◦, and 15◦). It is worth mentioning that the airfoil used
corresponded to the outer part of the blade close to the tip.

The domain was discretized with 2D quadrilateral elements for the CFD modeling us-
ing an O-Grid topology. The relative wind speed was 50 m/s, the static temperature −7 ◦C,
a roughness height of 0.5 mm was considered, and the k-epsilon model was used as the
turbulence model.

The results obtained [65] showed that the power loss was up 35% below the rated wind
speed, and the rated power shifted from a wind speed of 11 to 19 m/s. A similar behavior
at the operation point was obtained by [16]. Regarding the power coefficient, they found
that the difference between clean and iced rotors increases with the TSR for a constant pitch
angle. However, for constant TSRs, the difference decreases with an increasing pitch angle.
Thanks to these results, the authors concluded that the turbine under icing conditions could
continue working at below-rated wind speeds. However, at above-rated wind speeds, the
thrust in the iced turbine would be substantially higher than the nominal one, putting the
structural components at danger. Hence, they recommend two possible solutions, shut
down the wind turbine, or change the cut-out wind speed to a lower value.

In 2016 Yirtici and Tuncer [66] carried out a study to determine the performance
losses due to ice accretion on the Aeolos-H 30 kW wind turbine. The 2D ice accretion
prediction tool used the Hess–Smith Panel method, the extended Messinger model for the
thermodynamic balance, and the Lagrangian approach to obtain the collection efficiency.
The effects of splash and break-up were considered. The potential flow solver XFOIL was
used to get the aerodynamic loads on each airfoil for the BEM implantation. The predicted
ice shapes were validated with experimental and numerical data for two airfoils (NACA
64618 and S809). The results for this first part were in good agreement with those from
the literature.

The power loss was analyzed at 11 m/s wind speed and 120 RPM for a selected
icing condition (an LWC of 0.05 g/m3, an MVD of 27 µm, temperature of −8 ◦C, and
exposure time of 3 h). The results show [66] that at wind speeds greater than 12 m/s, the
XFOIL solution slightly underpredicted the power production compared to experimental
data. Finally, the power loss for this icing event corresponded to 24%, which agreed with
similar studies.

In 2018, Han and Kim [11] carried out a CFD simulation based on the Dispersed
Multiphase Droplet Model (DMP), available in STAR-CCM+, to predict ice formation
along the blade-tip of an airfoil’s leading edge. The simulation focused on the rime ice,
and the profile analysis was divided into five cases corresponding to planes along the
blade. The airfoil chosen was the NACA 64618 from the NREL 5-MW wind turbine. The
meteorological conditions were −8 ◦C, a droplet size of 25 µm, and an LWC of 0.22 g/m3.
The authors include the effect of roughness, using the Shin and Berkowitz [36] model, and
the Bragg [37] method. The ice accretion was built by updating the mesh deformation for
each time step. However, this remeshing process can cause reliability and convergence
problems. Thus, they ran a 2D aerodynamic performance simulation utilizing the final
iced airfoil shape acquired from the ice accretion simulation. The lift and drag coefficients
were estimated for all five cases, and the power calculations were performed using BEM,
for this they used the BLADED software. The results showed that ice formation on the
blade-tip of the airfoil’s leading edge reduced wind turbine power performance by 8 to 29%
at lower-than-rated wind speeds, showing an evident correlation between both parameters.
However, at higher-than-rated wind speeds, there was only a little power loss attributable
to the blade pitch control system which stabilized the power output. They also found that
increasing the angle of attack (AoA) enhanced the rime ice accretion area while decreasing
the lift coefficient (significantly at AoA ≥ 8◦).
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Finally, Han and Kim [11] suggested that an aerodynamic performance control by pitch
angle modification is possible at higher-than-rated wind speeds, even if ice has formed on
the blade’s leading edge because it will maintain the power steady. Nevertheless, maximum
wind turbine efficiency may be reached at lower-than-rated wind speeds by integrating
variable-speed operation via generator torque control.

Ebrahimi [68] investigated a small wind turbine’s aerodynamic loads and energy
losses (600 kW three-bladed turbine with S816 airfoil blade and 47 m diameter) under wet
and dry icing conditions. The wet regime was set up with an MVD of 38.3 µm, an LWC
of 0.218 g/m3, −1.4 ◦C, and an event duration of 360 s. The dry regime was set up with
an MVD of 40.5 µm, an LWC of 0.242 g/m3, −5.7 ◦C, and an event duration of 264 s. The
ice accretion simulations were carried out using LEWICE for three-blade cross-sections.
The airflow simulations were performed with ANSYS FLUENT, the k-omega SST as the
turbulence model, three different wind speeds (9.2, 18.1, and 27.1 m/s), and the production
losses were calculated with the BEM theory. For the latter, a tip speed ratio of 7 was chosen.

Regarding the results from [68], in the wet regime, the ice shape (horn shape) accreted
on the airfoil had a great influence on the drag coefficient, which became excessively high in
comparison to the lift, resulting in rotor stoppage. In the event of a dry regime, performance
deteriorated by around 30%.

Zanon and De Gennaro [35] applied the CFD–BEM methodology to predict the perfor-
mance of a reference turbine (NREL 5 MW) during and after an icing event (8 h), including
the possible increase in energy harnessing according to different operational strategies. The
ice accretion was computed using ICEAC2D, the airflow analysis was made in ANSYS
CFX with the k-omega SST turbulence model, and the BEM code used was WT_Perf. The
performance of the wind turbine was determined for a wind velocity of 10 m/s. Two
icing conditions were evaluated, rime ice (20 µm, 0.22 g/m3, and −10 ◦C) and glaze ice
(14.36 µm, 0.1605 g/m3, and −2 ◦C). Three operational strategies were evaluated for the
rime ice and only one strategy for the glaze ice.

The first operational strategy controlled the rotational speed by following a precom-
puted controller torque–speed curve. It allowed the set up of the TSR for the rime ice at
7.68 (IC-1-1) and 7.32 (IC-2-1) for the glaze ice. Therefore, this strategy was considered as
the “baseline”. The second operational strategy was the same as that proposed by Homola
and Virk [16], which consisted of forcing the optimum TSR (7.55), which was evaluated
for the rime ice (IC-1-2). Finally, the third operational strategy was to lower the turbine’s
TSR to reduce ice accumulation at the leading edge, so delaying turbine shut-down and
conserving the blade aerodynamic performance. It was evaluated for the rime ice only
(IC-1-3).

The results [35] showed that during the icing event, the second strategy led to a
negligible increase in wind energy (+0.16%). In comparison, the third strategy led to a
reduction of wind energy (−8.66%) compared to the baseline. However, following the icing
event, the third strategy produced the best performance (+5.8%), while the second strategy
gave the worst performance (−3.0%). This finding was contrary to the results presented
by Homola and Virk [16], which may be associated with the duration of the icing event
considered by each author.

Continuing the research carried out in 2016 by Yirtici and Tuncer [66], Yirtici and
Ozgen [69] investigated the ice-induced power losses under different icing conditions on
horizontal axis wind turbines. Two turbines were used, the Aeolos-H 30 kW and the NREL
5 MW. The methodology was the same as described in [66], except that in this case, a second
tool for the BEM implementation was used: the open-source Navier–Stokes solver, SU2,
with the k-omega SST turbulence model.

For the Aeolos-H 30 kW wind turbine, the authors [69] simulated different icing
conditions for LWC (0.05, 0.15, and 0.25 g/m3), MVD (18, 27, and 35 µm), temperature
(−5, −10, and −15 ◦C), and time (20, 40, 60, and 80 min) to see the effect on the power
production. The operational conditions considered for the turbine were the same as in their
previous work [66]. They found that the rime ice forms close to the hub while the glaze ice
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forms at the blade’s tip. Studying the influence of the MVD and temperature, they found
that these parameters do not affect the ice accretion as much as the LWC. The power losses
predicted were in the range of 18% to 31%, the maximum value corresponding to the higher
LWC and time exposure to the icing event.

For the NREL 5 MW, the authors [69] used the same conditions of Homola and
Virk [16], obtaining a 17% power loss, which differs from the 27% in [16]. This discrepancy
was associated with the different assumptions made in both studies. For example, [16]
neglected the rotational effects and fixed the Reynolds number.

In conditions similar to those in [35], Hildebrandt and Sun [70] conducted, in 2021,
a comparative study of two operational strategies in terms of their overall influence on
power production. The first strategy was powering through an icing event. In this case, the
wind speed was used to determine the airfoil model’s angle of attack and relative airspeed.
The second strategy was stopping the turbine during the icing event but resuming the
operation after the event. In this case, the rotor speed and the angle of attack were zero. The
reference turbine (WindPACT 1.5 MW with a NACA 64618 airfoil) was evaluated for five 2
h icing events with varying atmospheric parameters. The 2D ice accretion was simulated
with FENSAP-ICE and concentrated in the outer 30% of the blade. In the droplets module
(DROP3D), the authors used the Langmuir D distribution to improve the accuracy of the
collection efficiency. In the ice accretion (ICE3D), the small-scale surface roughness was
calculated with Shin and Berkowitz’s [36] method, and the multi-shot method was used.
The power curves for each icing event were generated using the Xturb-PSU code, which
took the aerodynamic coefficients calculated in FENSAP-ICE as input.

The atmospheric parameters were: two wind speeds, 8 and 12 m/s; two tempera-
tures, −8 and −1 ◦C; two LWC values, 0.2 and 0.48 g/m3; and two MVD values, 30 and
33 µm. When validating the methodology, the authors [70] found that the power curve was
underestimated by around 6% in the above-rate wind zone.

In the case of short icing events, suspending the turbines results in a reduction of ice
accretion. However, as compared to the method of powering through the event, the impact
on power production was smaller. The former was associated with the overpowering
effect of surface roughness from ice crystal beading on blade aerodynamics, which occurs
whether the blades are rotating or not. Still, for a severe short icing event with below-rated
wind speeds, stopping the turbine during the event resulted in a 4.3% improvement in
power production.

In summary, the simplicity and numerical stability of the setup are the significant
benefits of the CFD–BEM method. However, the negative aspect of 2D CFD simulations
is their failure to include information about flow in the blade-span direction. This may
be critical as other dynamic phenomena are expected to occur, potentially influencing the
results [13]. For example, in [16], the rotational effects on aerodynamic performance were
not simplified, resulting in an underestimation of the lift coefficient. Something similar
occurs with the BEM model, which can be unreliable in cases where the flow separation
zones are important. To conclude, this methodology can generate results with low accuracy,
with a tendency to underestimate the aerodynamic coefficients.

4.2. Full CFD Approach

Despite their enhanced accuracy, the adoption of fully CFD-based methods has been
far less common; the primary issue is the high CPU requirement involved, which limits an
interactive design process. This sub-section presents an overview of recent studies on wind
turbines operating under icing conditions using full 3D CFD. Each reviewed contribution
briefly defines the computational domain, summarises the essential points of the CFD
study, and highlights the principal conclusions obtained.

In 2010, Barber and Wang [50] studied, experimentally and computationally, the icing
effects on a three-bladed wind turbine’s performance and aerodynamics. The scale-model
wind turbine matched the NREL Phase VI rotor, consisting of two blades with the S809-
profile. The icing effects were investigated by attaching simulated and observed ice shapes



Energies 2022, 15, 1083 19 of 26

to the blades. The simulated ice shapes were obtained from the software LEWICE. The
parameters used to predict the icing profiles were 44 m for the turbine diameter, 15 rpm
rotational speed, a wind speed of 4 m/s, a temperature of −6 ◦C, an LWC of 0.1 g/m3,
an MVD of 35 µm, and an icing duration of 10 h. With these data, six cases were studied:
three cases with the same sharp ice shape at the leading edge but varying its span-wise
distribution, considering 100%, 25%, and 5% location; two cases with a sawtooth ice shape,
one located at the 90% of the span and the other between 80% and 95% of the span; and
one extreme ice shape located at the 100% of the span.

The experimental test used a 0.3 m diameter wind turbine model mounted on a
carriage moving through a water channel. The turbine’s rotational speed was kept at
800 rpm; by adjusting the carriage velocity between 1.5 and 2.8 m/s, the tip speed ratio
(TSR) was wide-ranging from 5 to 8. The experiments were conducted in a water tunnel
by the authors [50] since the dynamically-scaled model in their study better replicated the
full-scale Reynolds number than a wind tunnel. Though, the measured power coefficient
was corrected to consider the Reynolds number difference between the sub-scale model
and a full-scale turbine. Barber and Wang [51] used a single blade immersed in a domain
comprised of a 120◦ arc-shape of 4R radius and length for the computational analysis. An
unstructured tetrahedral mesh with 10 prism layers on the blade surface was constructed.
The Y+ value on the blade surface ranged from 30 to 60. Based on that, the k-epsilon
turbulence model with a scalable wall function was selected. The boundary conditions
included: velocity a the inlet (1.6–3.1 m/s), outlet pressure, opening constant pressure at
the top, free slip at the bottom wall, no-slip wall at the blade, and periodic boundaries with
a rotational speed of 800 rpm.

From the experiments, the authors [50] demonstrate that the effect of icing on the
power coefficient is higher at high TSRs. This was expected due to losses at high TSRs
caused by the blades’ aerodynamic drag, which is altered by the ice shapes. They also found
that ice in the last 25% of the span has a significant effect on performance, its impact being
greater in the last 5% of the blade’s length, reducing the power coefficient by approximately
29%. They found a major effect on the power coefficient for the extreme ice shape. In this
case, no power was generated at TSRs higher than 6, and the power was small for TSRs
lower than 6 compared to the other cases. From the Annual Energy Production (AEP) point
of view, Barber and Wang [50] considered icing conditions during two months, obtaining an
AEP reduction of up to 2%, and 17% in the extreme icing conditions. The CFD simulation
results agreed well with experimental data. However, power loss estimated for the extreme
conditions was 100%. The analysis of streamlines explained this. In this case, many flow
separation zones across the span were observed.

In 2013, Reid and Baruzzi [61] presented a numerical performance degradation analysis
of a wind turbine operating under icing conditions using FENSAP-ICE software. They
considered NREL Phase VI rotor geometry (two tapered and twisted blades using an
S809 airfoil, each 5 m in span). The computational domain consisted of a cylinder with a
rotating frame of reference that allowed for steady-state modelling of rotating blades. The
turbulence model was the Spalart–Allmaras model. Four icing conditions were evaluated
to consider glaze and rime ice. Two wind speeds and temperatures were considered, 7 and
22 m/s, and −3 ◦C and −15 ◦C, respectively. The MVD and LWC were constant in all the
cases and were 20 µm and 0.5 g/m3, respectively. Three icing periods were considered,
which were 10 min, 20 min, and 60 min.

Compared to experimental data in the clean turbine, the FENSAP-ICE calculations
slightly overestimated the turbine performance at a wind speed of 12 m/s. in the airflow
simulations, this was related with a stall delay, which results in a shorter separation zone
and higher torque levels [61]. However, the simulations agreed well with the experimental
results for a wind speed of 7 m/s (fully attached flow) and 22 m/s (fully separated flow).
Regarding the iced turbine, the authors found that the ice was concentrated at the leading
edge in the cases where rime ice was present. In contrast, the glaze ice (higher temperature)
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allowed the water to run back along the surface in the flow direction, resulting in a larger
zone of contamination but with a lower ice thickness.

The authors observed power losses above 50% compared to a clean turbine. The losses
are more severe in cases with an icing duration of 60 min, wind speeds between 12 to
15 m/s, and least severe at wind speed above 20 m/s. This was explained by the fact that
the ice shape could not expand the area of the separated flow. because of the rime ice shape,
which increased flow acceleration at the leading edge, the rime ice conditions caused lower
power losses than the glaze ice conditions.

Shu and Liang [67] proposed, in 2017, a 3D ice accretion wind turbine model to
simulate glaze ice to study the icing characteristics and output of a small horizontal-axis
wind turbine (Twisted blade with a NACA 4409 airfoil along the blade). The simulation
was performed according to the icing test conditions using ANSYS FLUENT software. The
velocity and collision efficiency were obtained with the Eulerian method and a UDS (User-
defined scalar) function. Then, the ice accretion computation was completed in MATLAB
based on heat and mass transfer, and GAMBIT was used to create the mesh. In this case, the
authors also used one single blade with periodic conditions and a multiple reference frame
(MRF) to simulate blade rotation. The standard k-epsilon turbulence model was used. The
icing conditions were an LWC of 0.71 g/m3, an MVD of 20 µm, three temperatures (−3,
−6, and −8 ◦C), and three wind speeds (5, 6, and 8 m/s).

The results obtained [67] showed that ice accretion reduces the turbine’s rotation speed
and load power. As a result, ice load has a more significant impact on rotor performance
than degradation of aerodynamic characteristics. Additionally, as observed in other studies,
the ice mass linearly increased from the root to the tip and accumulated at the leading
edge. They also found that simulation calculated more severe ice at higher wind speeds
and lower temperatures than the test.

Continuing on this topic, Shu and Li [3] carried out, in 2018, a steady-state 3D numeri-
cal simulation of a wind turbine rotor using a commercial CFD solver (ANSYS FLUENT) to
estimate the blade’s aerodynamic performance after icing. The multiple reference frame
(MRF) model, Reynolds Averaged Navier–Stokes equations, and k-omega SST turbulence
model were used. The computational domain consisted of two cylinders, the internal do-
main or rotating zone and the external domain for simulating the environmental conditions
or stationary zone. A hybrid mesh was used. The internal domain was unstructured with
tetrahedral cells, while for the external domain, a structured grid with hexahedral cells was
adopted. The CFD results agreed well agreement with the experimental results for clean
and rime-iced rotors within rated-wind-speed, but, overestimated values for glaze-iced
rotors at high wind speeds. Under icing conditions, the rotor speed and output power of
wind turbines fall drastically as the wind speed increases. The maximum power losses
were 63% and 80% at wind speeds ranging from 13 m/s to 14 m/s.

Moreover, the ice effect was smaller on the power coefficient at lower tip speed ratios
and became more significant with increases in tip speed ratios (between 26% and 53% for 7
to 8 TSR). Aside from that, ice shapes mostly impact pressure distribution along the leading
edge of airfoils, considerably lowering the normal and tangential force at about 62% to 89%
radial position. They also discovered that when wind speed increases, the impact of blade
icing on pressure distributions and aerodynamic force loss becomes more significant, and
that glaze has a greater effect on the aerodynamic force. When influenced by the shape of
the ice that is formed, blades are more likely to perform in stall regions at the same wind
speed, causing more significant reductions in lift. In addition, flow separation around the
frozen blade is more severe at higher wind speeds, resulting in additional momentum and
frictional loss, particularly for glaze ice.

It is important to mention that Shu and Li [3] used experimental data to determine the
ice shape on each section of the blade profile. The blade geometry was defined for rime
and glaze ice conditions based on this information. An irregular horn and protrusion shape
characterized the last one. This allowed the reduction of the simulation to an aerodynamic
analysis without considering the physics behind the icing phenomenon.
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Hu and Zhu [60] simulated the rime ice on the rotating NREL Phase VI stall-regulated
turbine. The icing event was treated as a quasi-steady process, and to calculate the rotating
airflow, the moving reference frame (MRF) available in ANSYS FLUENT was used. In
addition, the k-omega SST model was used as a turbulence model. The authors used the
Eulerian method in conjunction with an additional UDS (user-defined scalar) function
to estimate the collection efficiency. They used the dynamic mesh technique in ANSYS
FLUENT to build the ice shape (see [53] for more information). The icing conditions were:
a wind speed of 7 m/s, a rotational speed of 72 RPM, an MVD of 20 µm, an LWC of 1 g/m3,
a temperature of −15 ◦C, and an icing time of 30 min. The boundary conditions were a
velocity inlet, a pressure outlet, a periodic surface in the entire domain, and the blade and
hub were treated as a moving rotational wall.

Based on the setup described above, Hu and Zhu [60] found that the ice accreted on
the blade’s leading edge and that the ice thickness and the ice mass increased along the
radial direction. The increase in the ice mass was up to 105%. The power decreased up to
13%, mainly in the outer blade region.

Tabatabaei and Gantasala [59] carried out a study comparing the CFD–BEM method
and the Full CFD method. The computation was performed on the full-scale NREL 5 MW
rotor (rated wind speed of 11.4 m/s and rotational speed of 12.1 RPM). As a computational
domain for the CFD–BEM method, they used a discrete Fourier sine series to approximately
replicate an ice shape in the NACA 64618 airfoil from iced profiles available in the literature.
In this case, a structured grid was used. The 2D simulations were performed for 15 airfoil
sections. Because the rotation of the airfoil was not included in these simulations, the
relative velocity to the airfoil was taken into account. For the 3D simulations, the com-
putational domain was a 120◦ pie-shape, also containing a structured grid with periodic
boundaries in the circumferential direction. Two domains were created to account for the
rotation, the inner and far-field domains. The software used was ANSYS CFX, and the
k-omega shear stress transport (SST) model was used as a turbulence model.

The total power calculated by the CFD–BEM method and the Full CFD for the clean
rotor was in close agreement. However, the total power was underestimated by 28% for
the iced rotor by the CFD–BEM method. In conclusion, the power coefficient loss due to
the ice was 32%, the thrust coefficient was reduced by 11%, and when the ice horn height
exceeded 8% of the chord length, the power loss became more significant.

Finally, for the Full CFD methodology, it is important to point out that, to date, the
analyses have been carried out in a quasi-steady state. Therefore, uncertainty remains as to
how the behavior of the coupling phenomenon would be if analyzed from a transient point
of view. Furthermore, the studies have been limited to a single rotating blade, assuming
that ice accumulates in the same way on all the blades. It would be interesting to know if
this assumption is correct or if there is a difference that could affect the power generated by
the turbine.

4.3. Alternative Methods

In 2014, Lamraoui and Fortin [71] proposed a new method based on a rotating heli-
copter blade analogy. In this study, the authors [71] located the glaze and rime ice on the
wind turbine blade (a V80-1.8 MW Vestas, with a diameter of 80 m, a rated wind speed of
14 m/s, a minimum wind speed of 4 m/s, a rotational speed of 16 RPM, a variable pitch an-
gle, and a NACA 63415 airfoil) and detected the critical zones involved in significant power
loss. For this purpose, they used the results obtained experimentally for a helicopter’s
blade [72]. This approach introduced two concepts: The freezing fraction and the power loss
factor. The freezing fraction indicates how rapidly freezing occurs when super-cooled water
strikes a solid body; if equal to 1 it reflects complete freezing of liquid water and, therefore,
is associated with rime ice. From [72], the critical freezing fraction for a helicopter was
estimated as 0.88, which corresponds to a double horn ice shape, which is characteristic of
glaze ice.
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On the other hand, the power loss factor reflects the normalized changes in power
needs for rotor blade helicopters under icing conditions. In case of ice accumulation, the
helicopter’s rotor requires more power to sustain the rotation frequency, contrary to the
normal operation of a wind turbine, where they reduce the expected power generation.
To determine the power coefficient under icing conditions, the power coefficient for clean
wind turbine blades was divided by the power loss factor. It is important to mention that this
method does not consider the evaporation and sublimation of liquid water masses when
calculating the ice mass’ rate of accumulation.

Although the operation of a helicopter rotor and a wind turbine rotor is different, this
approach allowed us to find the parameters that maintain the freezing fraction [71]. An MVD
of 18 µm, different temperatures (−2.6, −4.5, −12, and −20 ◦C) and an LWC (0.04, 0.03,
0.2, and 0.36 g/m3) were evaluated. From this evaluation, the parameter that maintains
the freezing fraction equal to 0.88, and consequently maximum power loss, was an LWC
of 0.2 g/m3, a temperature of −12 ◦C, and the location was between the 93% and 96%
of the blade’ radius. At this point, the power loss was estimated at approximately 40%.
Compared with a temperature of −13.5 ◦C (rime ice along the entire blade), the power loss
was slightly lower. As a result, even little temperature changes might cause a change in
power loss.

Finally, [71] found that the maximum mass rate and thickness of ice were located
at 70% of the blade’s radius and showed a strong dependence with LWC; higher values
of LWC resulted in higher accumulations of ice and a shorter required icing duration to
reach higher power loss values. Power degradation was regulated by ice thickness when
considering the entire blade, independent of the type of ice.

5. Conclusions

The power losses are observed as soon as the icing conditions start. Consequently,
annual production losses will depend on the intensity, duration, and frequency of the icing
events. This literature review summarizes that both the CFD–BEM and Full CFD method-
ologies estimated power losses of between 8% and 30%. However, some discrepancies
were observed, which could be associated with the assumptions made in the CFD–BEM
methodology and demonstrate the importance of considering the complex flow around the
iced airfoil in three dimensions. Table 2 summarizes the advantages and disadvantages of
the methodologies addressed in the document.

Table 2. Summary of advantages and disadvantages of BEM–CFD and Full CFD methodologies.

Advantages Disadvantages

BEM–CFD

• Simplicity and numerical stability.
• Low computational cost.
• More interactive design process: Allows the study of

multiple scenarios in less time.
• Less expensive than experiments.
• Good agreement with the experiments, especially with the

ice shape.

• Fails to include information about the flow in the
blade-span direction (separation zones are neglected).

• Underestimation of aerodynamic coefficients (lift and
drag) and the power output.

• Low accuracy: Depends on the software used for the BEM
calculations.

• Simulations are made only in Steady-State.
• Extrapolation of the aerodynamics coefficients versus

angle of attack.

Full CFD

• Takes into account the flow in the span’s z-direction.
• High accuracy when compared to experimental data.
• Possibility to carry out transient simulations.
• Less expensive than experiments.
• Multiple turbulence models available.
• The ice break-up and shedding can be considered.

• HIGH CPU requirements.
• High computational cost.
• Overestimation of wind performance at wind speeds with

presence of transition zones at the boundary layer.
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Simulation is an important verification tool that is not as expensive as the experimental
tests and allows the study of multiple scenarios. However, one of the difficulties associated
with the Full CFD simulations is the high computational cost. This review shows that
most studies were carried out only on one blade or in blade sections, not for the entire
turbine. Furthermore, some assumptions were made in the analysis: periodic conditions
at the boundaries; and that the turbine’s blades behave the same way regardless of their
position. Another issue is highlighted in [33,59], as a lack of experimental data under real
icing conditions makes it difficult to validate the accuracy of CFD solutions. Currently,
the validation is carried out for the aerodynamic analysis in ice-free conditions for which
experimental data are available.

One factor that influences the CFD simulation process is the type of accreted ice. Most
of the studies presented here concentrate on rime ice. It allows the assumption that the
water droplets hitting the blade surface freeze immediately due to rapid heat dissipation,
thus leading to ice accumulation. However, the problem becomes more complex with glaze
ice, as in this case, it will involve an ice layer and a water film on the blade surface.

Most airflow simulations used the Spalart–Allmaras turbulence model due to its
efficiency and low computational cost. However, when simulating in three dimensions
(Full CFD), this model lacks accuracy when computing the stall phenomenon.

Likewise, the power loss will also be affected depending on the type of ice. For
example, in the case of rime ice, most of the losses are due to an increase in the drag
coefficient. However, glaze ice is less studied due to its complexity and differences in the
literature between numerical prediction and experimental data. Thus, for the latter, its
effect has not been widely documented.

Most of the BEM codes that are available use drag and lift coefficients versus angle of
attack as input data. In all simulations, an extrapolation of these coefficients was performed
as the calculations concentrated on angles of attack between 0◦ and 15◦. However, the
BEM model requires a more extensive range (±180◦) to be considered. Therefore, some
extrapolations were performed by hand, by comparing similar curves obtained in the
literature [63]. At the same time, other authors used models or modifications such as the
Tagler model [11] or the Viterna extrapolation method [33,65].

None of the simulations considered ice break-up or shedding. It was assumed that
all the accumulated ice remained on the blade during the entire icing event. In reality, this
does not happen, as some ice fragments can detach due to the turbine’s rotation. Therefore,
when validating the results of the simulations with actual data, it is essential to take these
factors into account.

The simulations were carried out in a stationary or quasi-stationary state, which also
generates an inaccuracy in the calculations since the icing phenomenon and the operation
of the turbines are transitory processes.

Currently, no sensors correctly measure LWC and MVD, which are fundamental
parameters for numerical simulations. This unavailability of information also leads to
significant uncertainty regarding the computationally generated results since we resort to
the use of empirical correlations or reusing values explored by other authors.

Ice growth was calculated only in the last 30–40% of the blade since it has been
estimated that this is the part of the blade that most influences turbine performance.

To conclude, progress has been made in the application of CFD to understand the
icing phenomenon and its effect on wind turbines’ performance. However, there is still
work to be done, for example, to simulate the complete turbine, making use of a transient
methodology such as “sliding mesh”, which is available in Ansys, to predict the ice growth
on each blade of the wind turbine and estimate its performance as a whole. This could help
to better understand how the icing affects the wind turbine and not only the blade’s profile.
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