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Abstract: The shielding calculation of neutron streaming problems with ducts is characterized by the
strong anisotropy of angular flux, which poses a challenge for the analysis of nuclear installations.
The discrete ordinate method is one of the most commonly deterministic techniques to solve the
neutron transport equation, in which the accuracy and efficiency neutron are crucial to ensure the
reliability of the streaming shielding simulation. We implemented the goal-oriented multi-collision
source algorithm in the 3D transport code ARES. This algorithm can determine the importance factor
based on the adjoint transport calculation, obtain the response function to enable problem-dependent,
goal-oriented spatial decomposition, and provide the error estimation as a driving force behind
the dynamic quadrature to optimize the source iteration. This study focuses on verifying the goal-
oriented multi-collision source algorithm under the neutron streaming problems, and the capabilities
of the algorithm have been tested on IRI-TUB benchmark of SINBAD database. The numerical
results show that the algorithm can effectively control the angular discretization error for the neutron
streaming problems, which is more economical than the traditional discrete ordinate calculation.

Keywords: shielding calculation; neutron streaming; discrete ordinates method; multi-collision
source; goal-oriented

1. Introduction

Accurate shielding calculations are the basis for the analysis of nuclear installations; at
the core is the solution of the neutron transport equation. The discrete ordinate method (SN)
is one of the primary methods for solving the equation, which discretizes the continuous
angle variable by defining a discrete quadrature set in the angle space [1]. However,
the quadrature sets without arbitrary rotation invariance lead to inevitable discretization
errors into the angular discrete approximation, which are the so-called ray effects [2]. The
neutron streaming problems with ducts or narrow gaps have more significant ray effects in
particular, because of the serious anisotropy of angular flux [3]. In actual neutron streaming
shielding calculations, it is very important to mitigate the discretization errors and achieve
balance between the accuracy and efficiency of transport calculation to ensure the reliability
of shielding calculations [4].

Several techniques for mitigating the angular discretization errors have been proposed
in most shielding calculation codes based on the discrete ordinate method [5]. AMTRAN, a
neutron and gamma transport code developed at Lawrence Livermore National Labora-
tory, uses angular adaptive refinement for increasing the discrete directions of quadrature
sets in a region with angular flux anisotropy to improve the numerical integration preci-
sion [6]. Longoni and Haghighat investigated the ordinate splitting method (OS) [7] and
regional angle refinement method (RAR) [8] and implemented the algorithms into the
three-dimensional particle transport code PENTRAN [9]. The collision source method is
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another widely used in discretization error mitigation, which calculates the uncollided and
collided fluxes using a high-order transport or analytical method [10]. Oak Ridge National
Laboratory developed GTRUNCL and FNSUNCL3 modules upon the first collision source
method and applied them to the transport system DOORS [11,12]. Some other well-known
codes on the basis of the first collision source method are DENOVO [13], IDT of CEA [14],
and AETIUS of KAERI [15].

In previous studies, we developed the goal-oriented multi-collision source method
(GO-MCS) according to the multi-dimensional discrete ordinates transport code ARES [16].
The GO-MCS method is the expansion and extension of the first collision source method,
which not only concerns the uncollision flux, but also the calculation of collided fluxes
via spatial decomposition for solving the Boltzmann equation in transport problems with
anisotropy [17]. The GO-MCS method is composed of both goal-oriented spatial decomposi-
tion and dynamic quadrature. The former can adaptively determine a problem-dependent,
goal-oriented spatial decomposition in accordance with the importance factor based on the
adjoint transport calculation, while the difference in the scalar fluxes from one high-order
quadrature set to a lower one provides the error estimation as a driving force behind the
dynamically changing the angular quadrature in remaining iterations.

Nevertheless, this method is only used to solve simple one-group models, and there is
no precedent to solve multiple sets of complex practical transport problems. In addition, in
actual nuclear reactors, when neutrons collide with the atomic nucleus in the thermal
groups, they may obtain energy for the up-scattering [18]. Therefore, additional up-
scattering iterations should be performed in the source iteration. After the iteration process
among the whole groups, the thermal groups should be cycled through until they have
converged on up-scattering [19]. The above issues need to be studied to expand the usage
scenarios of the method.

This study concentrates on the verification of the algorithm’s capabilities for solving
the neutron streaming problems by means of the IRI-TUB benchmark and also focuses on
the up-scattering effect of neutrons in thermal groups. Numerical results from the method
are compared against the results obtained with the standard ARES code. An overview of
the GO-MCS method is briefly presented in Section 2, followed by the implementation of
the thermal iteration in Section 3. Section 4 contains the description, numerical results and
discussion of the IRI-TUB Benchmark. In this section, it should be noted that the setting
of calculation parameters is estimated in relation to a self-designed simplified model in
line with the benchmark. Finally, the conclusions and suggestions for further research are
summarized in Section 5.

2. Goal-Oriented Multi-Collision Source Algorithm
2.1. Multi-Collision Source Calculation

For simplicity, the steady-state neutron transport equation without a fission source
term can be written in operator form

Lψ(n) = Sψ(n−1) + Q (1)

where ψ is the angular flux after iteration n, L is the streaming-collision operator, S is
scattering operator and Q is the source term. If the initial scattering source is estimated to
be zero, the source iteration angular flux estimate after n sweeps is, physically, the angular
flux due to particles that have experienced at most n − 1 scattering events.

The multi-collision source method divides the entire model space into two parts
(marked as A and B) when calculating the collided fluxes. The scattering source (Sψ(n−1))
can be defined as the sum of the scattering sources (QA and QB) of the two parts. The
angular fluxes that are scattered in regions A and B are now defined as L−1QA and L−1QB,
which can be calculated with high-order and low-order quadrature sets for transport
sweeping, respectively. As mentioned above, the flux after iteration n can be calculated from
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ψ
(n)
MCS = L−1QA + L−1QB (2)

and the iteration equation is given by

Lψ
(n+1)
MCS = Sψ

(n)
MCS(n→ ∞) (3)

After a sufficient number of iterations, both sides of the equation will converge to
within some given tolerance, and the total angular flux is given by

ψ =
∞

∑
n=0

ψ
(n)
MCS (4)

2.2. Goal-Oriented Spatial Decomposition

The spatial decomposition of GO-MCS method is related to the physical characteristics
of the transport problem. For neutron streaming problems, people show more concern to
an accurate detector response in ducts or narrow gaps than an exact solution across the
whole model. The goal-oriented algorithm plays an important part for the accurate detector
response with as small a computation amount as possible. This spatial decomposition
scheme can ensure the use of high-order quadrature sets in anisotropy regions (such as
ducts). Considering the anisotropy of angular fluxes in high-energy groups, the judgement
of spatial decomposition only needs to be carried out in the highest energy group for multi
group problems. The spatial decomposition scheme generated in the highest energy group
can also be effectively applied in other energy groups.

The neutron importance function is expressed by the solution of the adjoint transport
equation

−Ω · ∇ψ∗ + Σtψ
∗ =

∫
Ω’

Σs

(
Ω→ Ω’

)
ψ∗dΩ’ + Q∗ (5)

where ψ∗ is the adjoint angular flux, Q∗ is the adjoint source. The larger the adjoint angular
flux is, the greater the probability that neutrons in this direction at this position in phase
space will be detected. The adjoint scalar flux was used to estimate the neutron importance
in this study, as φ∗ =

∫
4π ψ∗dΩ. The adjoint transport equation only shows the relative

contribution of different positions to the detector response, but does not contemplate the
contribution of forward transport calculation. Based on the contribution theory [20], the op-
timized scalar contribution flux is defined as the product of the forward and adjoint angular
fluxes, and the normalized contribution factor C in the spatial domain D is defined as

C(r) =
φ(r) · φ∗(r)∫

D drφ(r) · φ∗(r)
(6)

The contribution factor introduces the forward solution as the weight coefficient and
directs the model’s significance function to be more acceptable. It takes into account all
contributions of forward solution and adjoint solution, which makes it a more suitable
significance function for spatial decomposition than neutron importance. The contribution
factor in the GO-MCS method operates on the problem domain in two distinct parts:
the colliding fluxes calculation component (A = {r|C(r) > ∆C}) and the remainder part
(B = D− A), where ∆C is a user-defined tolerance.

2.3. Dynamic Quadrature Technique

Assuming that the angular flux becomes gradually smooth with the number of itera-
tions, the dynamic quadrature technique adaptively reduces the order of the quadrature
set in remaining iterations after multi-collision source calculation. Two error sources of the
error produced should be concerned in changing the quadrature set in a certain iteration:
the relative quadrature error (εq) and the relative iterative error (εi). Hence, the total relative
error (Etot) is defined as

Etot ≤ εq · εi < ∆E, (7)
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where ∆E is a user-defined error convergence criterion. To estimate the error introduced by
the alteration of quadrature sets, we performed an extra transport sweep with a lower-order
quadrature set after completing one iteration and compared the current iteration scalar flux
(φ(n),N) with the extra calculation scalar flux (φ(n),N′ ). The relative quadrature error can be
estimated as

εq =
φ(n),N′ − φ(n),N

φ(n),N
(8)

When changing the quadrature set from order N to N’ in a certain iteration, Etot can
be calculated as

Etot ≤ εq ·
φ
(∞),N
t − φ

(n),N
t

φ
(∞),N
t

, (9)

where φ
(n),N
t is the total scalar flux after n sweeps with the Nth order quadrature set. The

second term on the right side of Equation (9) is the iteration relative error (εi). Due to the
source iteration of the linear Boltzmann equation exhibiting monotonic convergence, the
iteration relative error can be obtained by estimating the spectral radius (σ):

φ
(∞)
t − φ

(n)
t

φ
(∞)
t

≤ φ
(∞)
t − φ

(n)
t

φ
(n)
t

= εi =
σ

1− σ

φ(n)

φ
(n)
t

(10)

3. Implementation of Thermal Iteration

Neutron thermalization refers to the process through which neutrons slow down in
thermal groups. Due to the fact that the kinetic energy of the neutrons in the thermal groups
is similar to that of the thermal motion of the medium atomic nucleus, these neutrons have
the potential to scatter to a lower energy group while also scattering to a higher energy
group in the process of scattering collisions. Only the thermal groups with energies lower
than about 0.4 eV exhibit enough up-scattering to justify thermal iteration cycles; therefore,
we need to carry out more thermal iterations within this energy range. Figure 1 displays a
simplified flowchart of this procedure.

Figure 1. Flowchart of iteration for the GO-MCS method.

This iterative process is not the traditional source iteration approach which is often
used. During the pre-processing stage, the forward and adjoint fluxes need to be solved
independently in order to accurately estimate the contribution factor. This step comes
before the source iteration. In addition, we break down the overall flux in one group into the
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fluxes that come from the various collision sources and compute those fluxes individually.
The thermal iteration begins with the group gx, whose energy E(gx) is less than 0.4 eV. This
is the starting point for thermal groups. After there has been convergence in the groups
that are above the thermal range, this should drive the thermal iteration closer to reaching
complete convergence.

4. Results and Discussion

In handling complicated practical shielding issues, direct computation without predic-
tion is not a good option. For applying the GO-MCS method to the IRI-TUB benchmark,
simulation efficiency and precision are jointly determined by the production of contribution
factor, quadrature sequence of dynamic quadrature, and model characteristics. To study
these elements of neutron streaming shielding computation, we created a simple model
based on the IRI-TUB benchmark and used the simplified model’s transport calculation to
inform the establishment of calculation parameters for the IRI-TUB benchmark calculation.

4.1. Self-Designed Simplified Model

The self-designed simplified model is a rectangular block made of a half-scattering
material containing a straight duct, whose size is approximate to the IRI-TUB benchmark.
The dimensions of the geometric model are 50 cm × 200 cm × 50 cm, as shown in Figure 2.
Reflective boundary conditions are adopted for the boundary planes x = 0 and z = 0, and
vacuum boundary conditions at other boundaries. The material source strengths and
cross-sections are given in Table 1.

Figure 2. Geometry of the self-designed neutron streaming problem.

Table 1. Source strength and cross-sections of the self-designed neutron streaming problem.

Materials Source
(n·cm−3·s−1)

Total Cross-Section
(cm−1)

Scattering Cross-Section
(cm−1)

Mat.1 1 0.1 0.05
Mat.2 0 10−4 0.5 × 10−4

Mat.3 0 0.1 0.05

The mesh used for calculation was composed of 25 × 100 × 25 Cartesian grids with
a mesh resolution of 2 cm, as shown in Figure 3. The source region was a plate with a
thickness of 20 cm, and there was a 10 cm gap between the source and the shield. This
problem exhibited a void duct with a length of 170 cm in the neutron shield, which is a
typical neutron streaming problem. The spatial discretization scheme was directional theta-
weighted (DTW) with an iterative convergence criterion of 10−4. The simulation of this issue
used the S100 order Legendre–Chebyshev quadrature set (PNTN) with 10,200 directions is
utilized as the reference solution. Seventeen key points were uniformly distributed along
the duct from the entrance with an interval of 10 cm, and the neutron fluxes at the key
points were used for comparison and analysis.
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Figure 3. Computational model of the self-designed neutron streaming problem.

Prior to the transport procedure for the GO-MCS calculation, it is important to deter-
mine the contribution factor for goal-oriented spatial decomposition. Both the forward
and adjoint transport calculations for the contribution factor are performed in the same
computational model. Due to the estimation’s lack of a requirement for exceedingly exact
findings, these calculations are carried out utilizing the S32-order PNTN quadrature set
(5040 directions). The macro section of the material is employed as the adjoint source term,
and the duct outlet is used as the adjoint source region for adjoint calculations. Figure 4a
depicts the distribution of the contribution function. It is not required to obtain precise
reaction rate calculation results because the conjugate neutron flux density simply has to
offer the spatial associated particle relative significance distribution to direct the next spatial
decomposition. In this problem, the spatial decomposition used a user-defined tolerance
∆C of 1 × 10−5. With this tolerance, the spatial decomposition is shown in Figure 4b.

Figure 4. Spatial decomposition of the neutron streaming shielding problem. (a) The distribution of
the contribution function; (b) the spatial decomposition with tolerance ∆C = 1 × 10−5.

The traditional approach for solving the SN equation employs PNTN quadrature sets
with orders of S32, S40, and S60. The GO-MCS calculation is divided into two sections: the
collision source part, which uses a combination of S32- and S100-order PNTN quadrature
sets to calculate the uncollided and the first uncollided fluxes; the dynamic quadrature
part, which uses a smooth quadrature sequence including four PNTN quadrature sets
(S16/S32/S40/S60) to ensure a smooth transition from more to less angular discretization
directions as much as possible, and the effect of quadrature set calls on the computational
results is observed by varying the user-defined adaptive iterative convergence criterion
(∆E). Figure 5 displays the relative errors that exist between the two different types of
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computation results and the reference solution. As the distance between the key points and
the entrance of the duct increases, the relative errors of the traditional SN calculations show
large fluctuations related to the order of quadrature sets, and the relative errors of some
key points exceed 20%. The ray effects may account for the apparent discrepancies between
traditional SN results. Due to ray effects, even the S60 approach produces significant
inaccuracies for this problem. Despite this, the relative errors of the computed results with
respect to the reference solution in the range of 30 cm to 100 cm do not surpass 1% under
any of the situations. On the other hand, the angular discretization error is effectively
managed; the global maximum relative error value produced by the GO-MCS calculation
is just 3.56%.

Figure 5. Relative errors of key points for the neutron streaming shielding problem.

The adaptive iterative convergence criteria (∆E) in the reduced-order component of the
quadrature sets are strongly associated with the efficiency of the GO-MCS method, because
it directly influences the number of calls to various quadrature sets in the quadrature
sequence. For a particular quadrature sequence, the computation time is proportional to
the number of iterations required to invoke the higher-order quadrature set. Figure 6 depicts
the invocations of five distinct quadrature sets (including the S100-order quadrature set
invoked for the collided flux calculations) when the convergence criterion is changed from
0.5 to 0.001, and as ∆E decreases, the number of invocations of higher-order quadrature
sets significantly increases and the computation time increases. The phenomena in which
the order of the quadrature set drops with each iteration are also compatible with the prior
assumption that the scattering process tends to smooth out the angular flux.

The root mean square of relative errors, also known as ERMS, was determined for the
scalar flux as a measure of error. This was performed in comparison to the reference results,
which can be calculated as follows

ERMS =

√√√√ 1
M

M

∑
m=1

(
φm − φm,re f

φm,re f

)2

(11)

where m is the spatial index, M is the total number of spatial elements, φm is the calculated
scalar flux, and φm,re f is the scalar flux of the reference results. Figure 7 displays the results
of a comparison of the accuracy and efficiency of calculations performed under a variety of
different settings. The accuracy of the GO-MCS calculation for this neutron flow problem is
noticeably higher than that of the S60-order quadrature set, and the calculation time is only
1.42 to 1.88 times as long; however, the acceleration ratio is 1.77 to 2.35 when compared
with the calculation time required to obtain the reference solutions. Along with the drop
in ∆E, there is also a modest reduction in ERMS, but the overall computation time has
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greatly increased. It is possible that increasing the number of calls made by higher-order
quadrature sets would enhance the calculation accuracy, but it will also increase the amount
of time required to perform the computation. The GO-MCS technique is able to suitably
organize the call sequence of quadrature groups in order to establish a reasonable balance
between the accuracy of the calculations and the efficiency of the calculations.

Figure 6. Effect of the tolerance criterion (∆E) on the number of times the quadrature is used and the
efficiency.

Figure 7. Comparison of accuracy and efficiency with different calculation schemes.

4.2. IRI-TUB Benchmark

The IRI-TUB research reactor, which is located in the Nuclear Technology Department
of the Technical University of Budapest, is used to research the transport of fast and thermal
neutrons via a duct [21]. Figure 8 demonstrates the geometric model. The reactor comprises
a core and a huge radiation duct. In the active region, there is an asymmetrical arrangement
of 24 fuel rods, each of which measures 7.2 cm by 97.2 cm. The reflecting layer, which is
composed of graphite and water, is located around the core, while the aluminum shield is
located outside the core. Inside the concrete block is an 11.8 cm inner diameter straight duct
that faces the core. The length of the duct is 187 cm, and its wall is composed of stainless
steel with a thickness of 0.45 cm. Five detectors were set up along the duct axis at distances
of 0 cm, 67 cm, 121 cm, 148 cm, and 175 cm from the entrance of the duct. The accuracy of the
numerical calculation of the fast neutron flux above 1 MeV was evaluated by measuring the
115In(n, n’)115mIn reactive rate. In addition, measured neutron spectra in the straight duct at
the entrance and at the fourth position are given for reference. This issue is characterized by
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highly anisotropic fluxes across the duct and up-scattering of thermal neutrons due to the
presence of 12C in graphite and 1H in water near the core. This particular issue presents a
challenging obstacle for angular discretization and iterative processes using the SN method;
thus, the purpose of this problem is to illustrate the capability of the GO-MCS method to
solve to complex multi-group issues of straight ducts in the presence of up-scattering.

Figure 8. Geometry of the IRI-TUB benchmark problem.

The mesh used for all calculations was built from 45 × 153 × 45 cartesian grids using
the DTW discretization scheme with an iterative convergence criterion of 10−4. Reflective
boundary conditions were adopted for the boundary planes z = 0, and vacuum boundary
conditions at other boundaries. The issue was solved using third-order (P3) scattering
along with a 199-group structure for energy discretization. The multigroup cross-section
library KASHIL-E70 [22] was used to obtain the cross-section messages. Figure 9 depicts
the distribution of the contribution function. The adjoint source area was positioned near
the duct outlet, and the model employed the spatial decomposition scheme generated at
∆C = 1×10−3. For the dynamic quadrature algorithm, a sequence (S8/S16/S32/S40/S60)
was used in the GO-MCS calculation. The number of collisions set by GO-MCS was 1,
meaning that the method calculated the uncollided flux and the first-collided flux with a
high-order quadrature set (S100-order combined with S32-order PNTN, S100-S32).

To describe the neutron motion in thermal groups, different scattering nucleus models
were used to approximate the treatment for different scattering materials. For example, the
Nelkin scheme is generally used for 1H in water [23]; the Parks D.E scheme is generally
chosen for 12C in graphite [24]. The energy groups that fall below 0.4 eV are classified as
thermal groups, and there are a total of 19 thermal groups in the 199-group structure (from
3.67 × 10−1 eV to 1.00 × 10−5 eV).
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Figure 9. The contribution factor distribution for the IRI-TUB benchmark.

The actual reaction rates and the calculated response rates for each of the five straight
orifice positions are compared in Table 2, including the results of the ARES code’s direct
3D particle transport calculation with S60-order PNTN quadrature set and the GO-MCS
calculation. The comparison in Table 1 demonstrates that the results of GO-MCS method
are more consistent with the measured results than the traditional SN solution. Near the
duct outlet, the relative error of the PNTN-S60 quadrature set between the predicted result
and measurement is within 17%. As the distance from the duct intake rises, the angular
flux often exhibits a high degree of anisotropy. Despite having 3720 directions, the S60-
order PNTN quadrature set is incapable of achieving the required resolution to precisely
characterize the angular flux down the duct. However, the relative error of the GO-MCS
calculation near the duct outlet is only approximately 10%.

Table 2. Calculated and measured values of 115In(n, n’)115mIn reactive rate.

Distances from Entrance (cm) Measured (s−1) PNTN-S60 (s−1) GO-MCS (s−1)

0 5.57 × 10−16 5.39 × 10−16 5.61 × 10−16

67 3.17 × 10−17 2.98 × 10−17 3.14 × 10−17

121 7.70 × 10−18 8.87 × 10−18 8.10 × 10−18

148 4.61 × 10−18 5.20 × 10−18 4.97 × 10−18

175 3.01 × 10−18 3.52 × 10−18 3.31 × 10−18

Figure 10 compares the thermal and fast neutron spectra at the first measurement
position (#1) and at fourth position (#4) calculated by the different methods. The neutron
energy of interest in this benchmark includes both fast neutrons and thermal neutrons;
therefore, the up-scattering effect in the thermal groups cannot be neglected. For neutrons
with high energy, the angular fluxes in fast groups tend to be the most irregular or peaky,
whereas anisotropy focuses on similar angular regions in various energy groups. As
neutrons slow down, thermal fluxes become increasingly isotropic. Even homogenous
lower-order quadrature sets with fewer directions can precisely integrate angular fluxes.
The results of the traditional SN calculation show a degree of overestimation, and the energy
spectrum of the detector near the duct tail shows an unphysical drop at approximately
0.4 eV. The source iteration scheme for up-scattering is to add additional thermal iterations,
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and the decrease in the thermal energy region energy spectrum at 0.4 eV is largely due to the
underestimation of the neutron flux due to insufficient angular directions for the thermal
iteration. On the other hand, the results of the GO-MCS calculation are in agreement with
the reference results, which shows that this algorithm can effectively control the angular
discretization error of the traditional SN calculation.

Figure 10. Neutron spectrum for the IRI-TUB benchmark.

Figure 11 depicts the quadrature set calls which are utilized in the GO-MCS computa-
tion as well as the time required for each quadrature set to complete one transport sweep.
The numbers of calls for the six quadrature sets are 398, 640, 659, 586, 345, and 208, and
the corresponding times needed for each transport sweep are 538 s, 264 s, 178 s, 118 s,
45 s, and 22 s, respectively. The total number of iterations for the PNTN-S60 calculation is
approximately the same as the number of iterations for the GO-MCS calculation: 2853. The
speedup of GO-MCS relative to the traditional SN computation is approximately 1.28 for
this problem. The GO-MCS method is verified to have acceptable accuracy for large and
complex model neutron flow shielding problems through comparative calculations.

Figure 11. The number of times the quadrature is used for the IRI-TUB benchmark.
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5. Conclusions

The purpose of this study was to demonstrate the capabilities of the GO-MCS algo-
rithm module which is based on the multi-dimensional SN transport program ARES for
solving actual multigroup neutron streaming shielding problems. The IRI-TUB benchmark
of SINBAD database was used to test the algorithm and compare the results obtained
against the measured solutions. The GO-MCS method, in general, was found to provide
reactive rates and neutron spectra that were determined to be in good agreement with the
reference results.

For strong anisotropy of the angular flux in the neutron streaming problems, the
GO-MCS algorithm uses spatial decomposition based on the contribution factor and dy-
namic quadrature technique to adaptively determine the partitioning of the geometry and
dynamically change the angular quadrature order in the remaining iterations. In addition,
the source iteration is modified to add thermal iteration for the up-scattering of thermal
neutrons in actual reactor problems. Numerical results through detailed quantitative analy-
sis indicate that the GO-MCS method produces a more efficient arrangement of angular
quadrature sets for a given accuracy compared with uniform sets. In the self-designed
simplified model, the goal-oriented method exhibits the same accuracy with a speedup of
approximately 2 compared with the standard SN calculation. For more difficult multi-group
problems, our method also outperforms the standard SN with a similar number of iterations.
The results show that the goal-oriented collision source algorithm can effectively control
the angular discretization error and reduce the scale of unknown quantities in the shielding
calculation, which has better economy than the traditional discrete ordinates calculation.

Although the results presented here are illuminating, more comparisons with practical
benchmarks are necessary to fully demonstrate the effectiveness of our method. Moreover,
the method of quadrature error based on scalar fluxes is not efficient enough for the
dynamic quadrature technique. Future studies will concentrate on the parallel technique
and expand the goal-oriented multi-collision source method to numerous complicated
transport problems.
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