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Abstract: In markets with strict emission legislations Selective Catalytic Reduction (SCR) has become
the industry standard for NOx abatement in heavy-duty vehicles, and therefore modeling and control
of these systems are vital. Many SCR catalyst models are available in the literature and in this paper
different models are discussed and classified into groups. Two models, based on the two most popular
classes for control-oriented models, are implemented and compared with each other, one based on
the continuously stirred-tank reactor approximation, and the other on a quasi-static behavior of the
gas phase. The results show that assuming a quasi-static behavior of the gas phase in the catalyst
gives better results in terms of accuracy and simulation time, especially when it comes to predictions
of ammonia slip.

Keywords: engine aftertreatment; fuel-efficient vehicles; emission reduction; SCR catalyst; engine
modelling and control

1. Introduction

Low fuel consumption is one of the most important factors to consider when devel-
oping a heavy-duty vehicle. However, the legislated requirements on emissions must
also be met. The main objective is therefore to develop a powertrain with as low fuel
consumption as possible, while still fulfilling the stringent emission legislations. This is
achieved by both designing the hardware and developing control systems that optimally
utilize this hardware. Currently, the trend in hardware is a fuel-efficient engine followed
by an aftertreatment system that manages the emissions, and for NOx reduction, Selective
Catalytic Reduction (SCR) is the dominating technology for heavy-duty vehicles [1]. A
major trend in control system development is model-based control, that is, a control system
where a model is used within the control system or during its development. The thermal
state of the SCR catalyst interacts with the dosing of urea and it is therefore important to
model the energy flows and balances in the catalyst system. This highlights the importance
of control-oriented SCR catalyst models.

1.1. SCR Catalyst Modeling

Most SCR catalyst models are based on the Eley–Rideal mechanism with reaction rates
modeled using Arrhenius style equations. These models mainly differ in the way they
handle the distribution of concentrations within the catalyst. This gives rise to a number
of different classes of models and here the most commonly used for control purposes
are treated.

1.1.1. One-Dimensional Models

As with most modeling, the modeling of an SCR catalyst starts with a number of
assumptions. Common assumptions, that are used in most control-oriented models, are

• Incompressible flow of ideal gas
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• Washcoat diffusion is assumed negligible/lumped into reaction rates
• A single channel represents the whole catalyst (homogeneous distribution and mix of

the entering mass flow, no radial temperature gradient)

Using these assumptions, the SCR catalyst can be described using the one-dimensional
partial differential equations in Section 2. Methods and software that solve these equations are
available and this comprises the first class of models, herein called one-dimensional models.
The high detail level of these models makes them slow to simulate, and therefore, they are
most often used for fundamental studies of SCR catalysts. Like in [2] where a parameter study
of how the geometry of the catalyst affects its efficiency is presented, or [3] where the effect of
different inlet conditions on catalyst efficiency is investigated. Another example is [4] where
the procedure of calibrating the model parameters is investigated.

More detailed models also exist, such as [5] where washcoat diffusion is considered.
With the introduction of stricter emission legislations, the usage of these types of models
can be assumed to increase [6,7]. However, since one-dimensional models are already too
complex for control purposes, more detailed models are out of the scope here.

1.1.2. Continuously Stirred-Tank Reactor

By also assuming a homogeneous, continuously stirred, mix of gasses inside the
catalyst the continuously stirred-tank reactor model is derived, see Section 3.2 for details.
This model is used extensively for control-oriented purposes, such as state estimation [8]
and predictive control [9–12].

By using multiple CSTR models in series, a more detailed model is achieved. Specifi-
cally, increasing from one to two segments gives large improvements [13].

1.1.3. Quasi-Static Models

The dynamics related to gas transport inside the catalyst are much quicker compared
to other dynamics in the system. This results in a stiff problem, and it is therefore often
assumed that the process exhibits a quasi-static behavior [14].

For the one-dimensional models this means that the PDEs related to the gas phase are
transformed into ODEs, as described in Section 3.3. These models are reported to predict
the behavior of the system very well [15] and are also capable of real-time implementation,
with on-line state estimation as an example [16].

For CSTR models, the dynamic equations describing the gas conditions are trans-
formed to algebraic equations. If only the standard SCR reaction is considered, a closed-
form solution to the algebraic equations exist making an efficient implementation of the
model possible, as observed in [17]. This model is used many different applications, for
example: observer-based state-feedback [14], feed-forward and estimation [18], and predic-
tive control [19]. In [20], a controller based on optimization is developed using a model
where the NOx conversion efficiency is modeled using a map.

1.1.4. Data-Driven Modeling

For most applications, data-driven models of SCR catalysts are available and used. The
most common are maps, which can be used within the control system to determine the maximal
amount of urea that can be allowed or to estimate the efficiency of the catalyst [21,22], or to
describe specific parts of the model such as the NH3 adsorption mechanism [23]. Another
example is [24] where a neural network is trained to be used within an optimization scheme
where the optimum amount of urea dosing is determined for different operating conditions.
However, these models are usually tailored for specific applications and when it comes to
more general purposes such as simulation of drive cycles, they are in general not applicable or
inferior to physical-based models.

1.2. Problem Formulation

Numerous SCR catalyst models are available in the literature, as can be seen in
Section 1.1. The focus in this paper is therefore on choosing a suitable model structure,
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which is achieved by organizing the available models based on their structure and identi-
fying the trends. The aim is to find, and implement, the most suitable model in terms of
accuracy and simulation time for control purposes.

1.3. Contributions

The main contribution of this work is the detailed description and comparison between
two common model classes for control-oriented SCR catalyst models. The work also
contains the following major contributions:

1. A survey and classification of available models and the relationships between them,
2. a new way to include transport delay in one of the classes,
3. a tool generating implementations of the two model classes,
4. an investigation on how the discretization affects the model performance.

1.4. Outline

The remainder of this paper is organized as follows: In Section 1, the physical descrip-
tion of an SCR catalyst is presented, in Section 2 the spatial discretization of the catalyst is
presented, in Section 3 an analysis of the steady-state solutions is presented, in Section 4 the
temporal discretization is presented, in Section 5 the model generation tool is presented,
in Section 6 the model generation tool is presented, in Section 7 the parameterization and
validation of the models is discussed, in Section 8 the results are discussed, and in Section 9
conclusions are drawn.

2. Foundation from Physics

In this section, the one-dimensional partial differential equations that describe catalysts,
and serve as a foundation for the models, are presented. The equations presented herein
are a compilation based on a number of publications [2,16,25–28], and the reader is referred
to these for more detailed information about the equations.

2.1. Working Principle of SCR

The basic principle behind an SCR is to reduce the amount of NOx in the exhaust
through reaction with a reducing agent, in this case ammonia, producing nitrogen gas
and water.

2.1.1. Reactions in the SCR Catalyst

The reactions are usually described through the Eley–Rideal mechanism, with adsorp-
tion and desorption of NH3 onto the catalyst surface

NH3 NH*
3. (1)

where ∗ denotes an adsorbed species. The adsorbed NH3 reacts with the NOx through one
of the following NOx reducing reactions: standard SCR

4 NH*
3 + 4 NO + O2 4 N2 + 6 H2O, (2)

fast SCR
2 NH*

3 + NO + NO2 N2 + 3 H2O, (3)

and slow SCR
8 NH*

3 + 6 NO2 7 N2 + 12 H2O. (4)

There are other, less essential reactions taking place in the catalyst, see [2,16,25–28] for
a more complete list.

2.1.2. Reducing Agent

Urea-based SCR systems are the most common ones. In these systems, the NH3 is
derived from an aqueous urea solution of urea and water that is injected before the catalyst.
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The solution first evaporates after which the urea is decomposed to HNCO and NH3. The
HNCO is eventually also converted to NH3 through hydrolysis

HNCO + H2O NH3 + CO2 (5)

before and within the catalyst.

2.1.3. Dosing Control and Ammonia Slip

The amount of stored NH3 in the catalyst affects its performance in that higher levels
lead to higher conversion of NOx. It is therefore desirable to have a high amount of stored
NH3. However, it is inevitable that some NH3 leaves the catalyst without reacting with any
NOx. This is called NH3 slip and a greater amount of stored NH3 leads to more NH3 slip,
which is undesirable, both from a practical and economical point of view. However, it is also
legislated and must be kept within certain levels. The temperature of the catalyst also affects
the NH3 slip in such a way that higher temperatures increase the NH3 slip.

The main objective for a dosing controller is therefore to keep the amount of stored
NH3 high, without producing excessive NH3 slip. The controller must consider both
the current slip and that of the future. The latter presents a challenge, especially if the
temperature of the catalyst is increased since this will lead to higher slip unless the amount
of stored NH3 is decreased, which can only be achieved through reaction with NOx.

2.2. Energy Balance

The energy balance for the gas phase is

φρgcp,g
∂Tg

∂t
= −vgφρgcp,g

∂Tg

∂x
+ hg↔sag↔s(Ts − Tg) (6)

and for the substrate

(1− φ)ρscp,s
∂Ts

∂t
= (1− φ)λs

∂2Ts

∂x2 − hg↔sag↔s(Ts − Tg) + hs↔aas↔a(Ta − Ts) + Qreact (7)

where
Qreact = ∑

j∈reactions
rj∆Hj (8)

is the enthalpy change caused by the reactions.

2.3. Mass Balance

The mass balance describes the conservation of species in the catalyst and is pre-
sented below.

2.3.1. Reactions

In this work, the reactions in Section 2.1.1 are considered. Ammonia adsorption and
desorption rates are

rad = k0
ad exp

(
−Ead

(
1
Ts
− 1

Tre f

))
(1−Θ)CNH3

(9)

and

rde = k0
de exp

(
−Ede

(
1
Ts
− 1

Tre f

)
(1− αdeΘ)

)
Θ, (10)

respectively. HNCO hydrolysis is modeled as

rhyd = k0
hyd exp

(
−Ehyd

(
1
Ts
− 1

Tre f

))
CHNCO, (11)
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and the three NOx reducing reactions are modeled as

rsdt = k0
std exp

(
−Estd

(
1
Ts
− 1

Tre f

))
θ∗
(

1− exp− θ

θ∗

)
CNO (12)

r f st = k0
f st exp

(
−E f st

(
1
Ts
− 1

Tre f

))
θCNOCNO2

(13)

rslw = k0
slw exp

(
−Eslw

(
1
Ts
− 1

Tre f

))
θCNO2

. (14)

2.3.2. Mass Balance

Based on the reactions above, the mass balances for each species become: for ammonia

∂CNH3

∂t
= −vg

∂CNH3

∂x
− rad + rde + rhyd, (15)

for HNCO
∂CHNCO

∂t
= −vg

∂CHNCO

∂x
− rhyd, (16)

for NO
∂CNO

∂t
= −vg

∂CNO

∂x
− 4rstd − r f st, (17)

and for NO2
∂CNO2

∂t
= −vg

∂CNO2

∂x
− r f st − 6rslw (18)

The dynamics of the ammonia storage, θ, is

dθ

dt
=

rad − rde − 4rstd − 2r f st − 8rslw

Ω
(19)

2.4. Pressure Drop

The flow in the catalyst channels is assumed to be laminar and therefore the Hagen–
Poiseuille pressure drop relation

∂p
∂x

= −
Fhµvg

d2
h

(20)

is used to describe the relation between pressure drop and gas velocity. The dynamic
viscosity of the gas is modeled as an afine function in temperature,

µ = µ0 + µ1Tg. (21)

3. Spatial Discretization

This section describes how the PDEs are approximated as ODEs. Two different
models are presented. The two models differ in the way they model gas temperature and
concentrations in the catalyst, but are otherwise the same. Therefore, the common features
between the models are first presented, and subsequently the specific details of each model
are given.

3.1. Common Features between the Models

Here, features that are shared between the two models are presented.

3.1.1. Spatial Discretization Grid

To transform the PDE to an ODE the catalyst is first discretized lengthwise into N
segments of length L

N . Each segment n has an ammonia surface coverage Θn and a substrate
temperature Ts,n, which are both assumed constant over the segment. The output temperature
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and concentration from segment n are denoted Tg,n and Cn, respectively, and are calculated in
different ways in the two models. The inputs are the output from the previous segment, i.e.,
Tg,n−1 and Cn, except for the first (n = 1) where Tg,1 = Tin and Cn−1 = Cin. See Figure 1 for
an illustration.

Tg,1
C1

Ts,1
Θ1

Tg,n
Cn

Ts,n
Θn

Tg,N = Tout
CN = Cout

Ts,N
ΘN

Tg,0 = Tin
C0 = Cin

1 · · · · · ·n N

Figure 1. Illustration of the catalyst discretization.

3.1.2. Energy Balance in Substrate

Using the spatial discretization, the partial derivatives can be approximated as

∂Ts

∂x
(t, xn) ≈ T(x)

s,n :=


Ts,n−1−Ts,n

L
N

, n = 2, . . . , N
L
N h f f a f f (Tpre − Ts,1), n = 1
L
N hb f ab f (Tpost − Ts,N), n = N + 1

(22)

and
∂2Ts

∂x2 (t, xn) ≈ T(xx)
s,n :=

T(x)
s,n − T(x)

s+1
L
N

(23)

The two models describe the temperature of the gas in different ways, and it is
therefore more convenient to calculate the heat flow between the gas and substrate using
the difference between inlet and outlet temperature in the following way

Q̇g↔s,n = Wcp,g(Tg,n−1 − Tg,n). (24)

Using the above, the energy balance for the substrate can be written

(1 − φ)ρscp,s
∂Ts,n

∂t
= (1 − φ)λsT(xx)

s,n + Q̇g↔s,n + hs↔a As↔a(Ta − Ts,n) + Q̇react,n (25)

3.1.3. Pressure Drop

In these implementations, exhaust mass flow, W, and pressure after the catalyst, pout
are employed as inputs and used to calculate the pressure inside the catalyst.

If constant gas temperature in an element is assumed, the gas velocity becomes

vg =
W

ρg Ac
=

WRgTg

pAc
(26)

and the solution to
∂p
∂x

= −
Fhµvg

d2
h

= −
FhµWRgTg

pAcd2
h

(27)

becomes

p(x) =

√
2

FhµWRgTg

Acd2
h

(x− L) + p2
out (28)
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Using this, the pressure at the end of each segment can be calculated as

pn =

√
p2

n+1 − 2
FhµWRgTg,n

Acd2
h

L
N

(29)

with pN+1 = pout.

3.1.4. Compact Notation

Before continuing with deriving the models, it is useful to define

C =


CNH3

CHNCO
CNO
CNO2

 (30)

so that the mass balance can be written

∂C
∂t

= −vg
∂C
∂x

+ rtot (31)

where

rtot =


−rad + rde + rhyd

−rhyd
−4rstd − r f st
−r f st − 6rslw

 (32)

3.2. Continuous Stirred-Tank Reactor (CSTR)

In this model, based on the assumptions in Sections 1.1.1 and 1.1.2, the temperatures
and concentrations are modeled as homogeneous in the catalyst and continuously mixed
with the inlet flow.

3.2.1. Single Segment

If the catalyst is discretized using a single segment, this model becomes very simple.
In this case, the gas temperature is modeled as

φρgcp,g
dTg

dt
= −vgφρgcp,g

Tin − Tg

L
+ hg↔sag↔s(Ts − Tg) (33)

and, in the same way, the concentrations are modeled as

dC
dt

= −vg
Cin − C

L
N

+ rtot. (34)

The output from the model is the homogeneous temperature and concentration Tg
and C, respectively.

3.2.2. Multiple Segments

The accuracy of the model can be improved by connecting N models in series allowing
the output of the previous one to be input to the next one resulting in

φρgcp,g
dTg,n

dt
= −vgφρgcp,g

Tg,n−1 − Tg,n
L
N

+ hg↔sag↔s(Ts,n − Tg,n) (35)

and
dCn

dt
= −vg

Cn−1 − Cn
L
N

+ rtot(Cn) (36)
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for each segment n = 1, . . . , N.
As a side note, it is worth mentioning that this model can be seen as an implementation

where the spatial derivatives have been approximated with finite differences.

3.3. Instantaneous Equilibrium in Gas Phase (IEGP)

A major disadvantage of the CSTR model is the fast dynamics that the gas transport
gives rise to. Under normal operation, the mass flows through the catalyst are high and
the gas phase will quickly reach an equilibrium. This is a motive to assume a quasi-static
behavior, and remove the mixing dynamics from the equations, along with the other
assumptions in Section 1.1.1. This results in a few changes compared to the CSTR model
and they are presented below.

3.3.1. Energy Balance

Removing the mixing dynamics from the gas phase results in

0 = −vgφρgcp,g
∂Tg

∂x
+ hg↔sag↔s(Ts − Tg) (37)

which, for a constant Ts, has the solution

Tg(x) = (Tin − Ts)e
vgφρgcp,g x
hg↔sag↔s + Ts (38)

Using the result above, the output temperature from segment n can be calculated as

Tg,n = (Tg,n−1 − Ts,n)e
vg,nφρg,ncp,g L
hg↔sag↔s N + Ts,n (39)

with Tg,0 = Tin.

3.3.2. Mass Balance

Removing the mixing dynamics from the mass balance results in

0 = −vg
∂C
∂x

+ rtot(C) (40)

Due to the structure of rtot(C), especially the nonlinear term from the fast SCR reaction,
no closed-form expression solution exists according to the authors’ knowledge, and instead
numerical methods must be used. By rewriting the equations on the standard form

∂C
∂x

=
1
vg

rtot(C) (41)

It becomes clear that since the Jacobinan matrix

∂

∂C

(
1
vg

rtot(C)
)

(42)

can have arbitrarily large eigenvalues, the problem is stiff and the solver should be chosen
accordingly [29].

The Backward Euler method is one of the most simple stiff methods and its application
to the problem yields the following formula for the output from segment n

Cn = Cn−1 −
L
N

1
vn

rtot(Cn) (43)
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Again, no closed-form solution exists to the above equation according to the authors’
knowledge, and instead Newton’s method is used to iteratively find an approximate solution.
Starting with

C0
n = Cn−1 (44)

A better approximation is iteratively found by the formula

Ck+1
n = Ck

n −
(

∂

∂C

(
L

Nvg
rtot(Ck

n)

))−1(
Cn−1 +

L
Nvn

rtot(Ck
n)

)
(45)

It was found that under normal operation, convergence only required a few iterations
(typically 2–3), and therefore, choosing a fixed number of iterations instead of testing for
convergence at each iteration is more efficient.

The concentrations at the outlet of the segment are calculated using only one step,
however, using M steps is easily achieved by just repeating the procedure M times using
the shorter step length L

NM .

3.3.3. Transport Delay

When changing the conditions at the inlet of the catalyst, it will take some time before
any changes are seen at the outlet because of the time required for the gas to flow through the
catalyst. When removing the mixing dynamics this effect is also removed and instead a change
in inlet condition will result in an instantaneous change in the outlet conditions. In this section,
an expression for the transport delay and a way to integrate it in the model are presented.

A pure transport equation has the form

∂y
∂t

(t, x) = −v(t)
∂y
∂x

(t, x) (46)

where y(t, 0) is the conditions at the inlet and y(t, L) is the sought after conditions at the
outlet. If v(t) = v is constant, the solution is

y(t, L) = y(t− L
v

, 0) (47)

However, if v(t) is not constant, the problem becomes a bit more involved. To derive
an expression for this case we start by dividing the length into N pieces and denote the
output from each segment yn(t). If N is chosen large enough so that the time delay over
each segment L

Nv(t) small, then

yn(t) ≈ yn−1

(
t− L

Nv(t)

)
(48)

Now, by letting

τn =

{
∑n−1

k=0
L

Nv(t−τk)
, n = 1, . . . , N

0 n = 0
(49)

and inserting it in (48) and continuing to unfold the recursion yields

yn(t) ≈ yn−1

(
t− L

Nv(t)

)
= yn−1(t− τ1)

≈ yn−2

(
t− τ1 −

L
Nv(t− τ1)

)
= yn−2(t− τ2)

...

≈ y0(t− τN)

(50)
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The fact that if
τ(t, x) =

∫ x

0

L
Nv(t− τ(l))

dl (51)

exists for all x ∈ [0, L], then it holds that τN −→ τ(x) as N −→ ∞, together with that the
accuracy of the approximation should increase with a larger N motivates that

y(t, x) = y(t− τ(t, x), 0) (52)

To incorporate this in the model, the model is first simulated without considering the
transport delay and the result is then post-processed using the calculated time delay.

4. Analysis of Steady-State Solutions

In this section, some properties of the models during steady state, i.e., when all time
derivatives are zero, are investigated.

4.1. Comparison of Models during Steady State

During steady state, all time derivatives are zero and for the CSTR the concentration
calculations becomes

dCn

dt
= 0 = −vg

Cn−1 − Cn
L
N

+ rtot(Cn)⇒ Cn = Cn−1 −
L
N

1
vn

rtot(Cn) (53)

which is identical to (43). This means that during steady state, the CSTR gives the same
output as the IEGP model with one backward Euler step on each segment.

4.2. Standard SCR Example

To investigate the steady-state solutions further, a standard SCR reaction is studied.
Stationary, the NO concentration is governed by

0 = −∂CNO

∂x
− ktot

NOCNO (54)

where

ktot
NO =

1
vg

4k0
std exp

(
−Estd

(
1
Ts
− 1

Tre f

))
θ∗
(

1− exp− θ

θ∗

)
(55)

To simplify the analysis we will assume that ktot
NO constant and that the length of the

catalyst is L = 1.

4.2.1. True Solution

The solution to (54) is
Ctrue

NO,out = CNO,ine−ktot
NO (56)

for a catalyst of length L = 1.

4.2.2. Solution Using Backward Euler

Applying the backward Euler scheme from (53) to (54) yields

CNO,n = CNO,n−1 −
ktot

NO
N

CNO,out ⇒ CNO,n = CNO,n−1
1

1 + ktot
NO
N

(57)

and thus
Ceb

NO,out = CNO,in
1(

1 + ktot
NO
N

)N . (58)
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4.2.3. Tuning Parameter

Applying backward Euler to a problem of this type will lead to an underestimation of
the decay, and it is therefore reasonable to assume that a tuning constant γ ≥ 1 entering
linearly with ktot

NO could improve the result. With this tuning constant, the solution using
the backward Euler scheme becomes

Ceb
NO,out = CNO,in

1(
1 + γ

ktot
NO
N

)N . (59)

4.2.4. Relation between Reaction Rate and Conversion Efficiency

The efficiency of the conversion can be defined as

η = 1− CNO,out

CNO,in
= 1− e−ktot

NO (60)

and thus
ktot

NO = − ln(1− η). (61)

4.2.5. Relative Error

The relative error, when comparing with the true solution, is

ε =

CNO,ine−ktot
NO − CNO,in

1(
1+γ

ktot
NO
N

)N

CNO,ine−ktot
NO

= 1− ektot
NO(

1 + γ
ktot

NO
N

)N (62)

and only depends on ktot
NO and N. Using the relationship between ktot

NO and η in (61), the
relative error can be rewritten in terms of η as

ε = 1− e− ln(1−η)(
1− γ

ln(1−η)
N

)N = 1− (1− η)−1(
1− γ

ln(1−η)
N

)N (63)

to ease the interpretation.

5. Temporal Discretization

To handle input data and simulate the ODE:s using a computer, temporal discretization
is necessary. This section describes how this is achieved.

5.1. Input Data

Most of the data used as input to the model are equidistantly sampled with sampling
time 0.1 s. Therefore, in this paper a sampling time of ∆ts = 0.1 s is used and the problem
becomes to successively solve the ODE:s over this time period.

5.2. CSTR

The mixing dynamics in the CSTR model are very fast, especially for high gas velocities,
and therefore, a solver with variable step size for stiff systems is appropriate. In general, a
tailored method for the specific problem is the best choice. However, it is also demanding
to produce such methods that can compete with commercial software. Because of this,
Simulink and its numerical differentiation formulas are used to solve the ODE:s from the
CSTR model.
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5.3. IEGP

After removing the mixing dynamics, the remaining dynamics are very slow when
compared to the sampling time of 0.1 s. This makes it possible to use the forward Euler
method to solve the ODE:s, i.e.,[

Ts,n(t + Ts)
Θn(t + Ts)

]
=

[
Ts,n(t) + ∆ts

∂Ts,n
∂t (t)

Θn(t) + ∆ts
∂θn
∂t (t)

]
. (64)

6. Model Generation Tool

To ease the implementation of different catalyst models, a tool that automatically
generates them is developed in Matlab. The tool works by letting the user define the inputs
described in Table 1 which the tool employs to create symbolic expressions of all equations
in Section 3. The symbolic expressions are then used to create a file which implements
them, together with a struct of all parameters needed to run it. An example can be seen in
Appendix A, where the code generating the SCR model is presented.

Given the general structure of the equations and the tool, it is possible to use the tool
to model most types of catalysts. In particular, with the tool it is also possible to generate
models of diesel oxidation catalysts and ammonia slip catalyst, meaning that a complete
NOx reduction system can be modeled.

Table 1. Inputs for the model generation tool.

Name Description

Species Vector of species
→ Name String with name of species
→ Subscript String with subscript of species

Sites Vector of sites
→ Name String with name of site
→ Subscript String with subscript of site

Reactions Vector of reactions
→ Name String with name of reaction
→ Subscript String with subscript of reaction
→ Reactants Struct with info. of reactant molar ratios
→gaseous Vector of molar ratios for each species
→adsorbed Vector of molar ratios for each site

→ Products Struct with info. of product molar ratios
→gaseous Vector of molar ratios for each species
→adsorbed Vector of molar ratios for each site

→ Kinetics Function handle calculating reaction rate
→ Parameters Parameters for the reaction rate calculation

Options Struct with options
→ Discretization String specifying type of discretization
→ Conc. calc. Struct specifying how output conc. is calc.
→Model name String specifying name of generated model

7. Parameterization and Validation

The equations in Section 2 are used extensively in the literature and have been verified
in numerous publications [2,16,25–28]. Therefore, the main objective here is to verify the
accuracy of the implementations in Section 3 and estimate and validate the parameters in
them. This is achieved by both using data from a high-fidelity model and also by comparing
the two models. When comparing the models it is assumed that when a large number of
segments are used in the discretionary, the CSTR model should give a solution that is close
to the true solution.
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7.1. Data

The data used to estimate parameters and validate the model come from simulations
of a high-fidelity model and are presented in Table 2.

Table 2. Data used for parameterization and validation.

Data Description

A FTP cycle without any reactive species (only C02 and air).
B A cycle with steps in ammonia dosing at different temperatures

without any other reactive species.
C FTP cycle with all species.
D WHTC cycle with all species. Inputs are shown in Figure 2
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Figure 2. Inputs from the WHTC drive cycle.

7.2. Parameter Estimation

Most parameters in the models are taken from data sheets of the specific system and
tables of physical constants and materials. To estimate the remaining parameters, fminsearch
in MATLAB is used. To create a cost to minimize, the model is simulated using the same
inputs as the high-fidelity model and the error compared to the high-fidelity model is
calculated. Due to long simulation times of the CSTR model, only the IEGP model is used
to estimate parameters and these parameters are used in both models. Since there are
dependencies between the parameters they are estimated in the following five steps:

Step 1 Data A is used estimate all the convective heat transfer coefficients h, thermal
conductivity of the substrate λs, and specific heat capacities cp. Mean square error of
the output temperature is used as cost function.
Step 2 Data A is used to estimate the friction factor in the pressure drop model Fh, and
the slope of the dynamic viscosity model µ1. Mean square error of the input pressure
is used as cost function.
Step 3 Data B is used to parameterize the ammonia storage model. Estimated param-
eters are: k0

ad, k0
de, Ead, Ede, αde, Ω. Mean square error of output concentrations are

used as cost function.
Step 4 Data C is used to parameterize the rest of the parameters in the chemical model.
Mean square error of output concentrations are used as cost function.
Step 5 Data C is used to tune all previously estimated parameters. The sum of all
previous cost functions, normalized with their lowest individual values, are used as
cost function.

The steps above were also carried out for models with different number of segments
N in the discretization to investigate how this affects performance.

To validate the model, it was compared to the high-fidelity model using data set D.
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8. Results

In this section, the results from the validation and comparison of the models are shown.
In all simulations used to produce data in this section, the inputs from the WHTC cycle
given in Figure 2 are used.

8.1. Parameter Estimation

First, different values of the number of segments in the discretization, N, the number
of backward Euler steps on each segment, M, and the number of Newton iterations in each
backward Euler step, K, were manually chosen and used to estimate parameters in the
model, following the procedure in Section 7.2. It was found that N = 30, M = 2, and K = 4
gave good results, and increasing either parameter did not improve the results significantly.
Due to confidentiality, the result of the parameter estimation cannot be presented. However,
it can be reported that the output from the model was very close to that of the high-fidelity
model. Notably, it was closer than these types of models generally fit measurements from
real systems, such as [15,16].

Validation

To further investigate the accuracy of the parameters estimated using N = 30, M = 2,
and K = 4, Figures 3–5 were created by simulating the model using these parameters for
different N, M, and K, and comparing the results.

First, the number of Newton iterations needed for convergence is investigated in
Figure 3. Here it can be seen that convergence seems to be achieved for a K between four
and six for the investigated values of N. It can also be seen that for K ≥ 4 the error is only a
fraction of a PPM which is considered to be very low.
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Figure 3. Maximal instantaneous error of any output concentration for different number of Newton
iterations K and number of segments N. Simulation with K = 10 for respective N is used as reference.

In Figure 4, it can be seen that the maximal instantaneous error in output temperature
decreases rapidly when N is increased from one. However, there is a knee around N = 10
after which the improvement becomes slower. It can also be seen that going beyond N = 30
does not yield any significant improvements.

Figure 5 shows the maximal instantaneous error in output concentrations for different
N and M. Here a the same trend when increasing N as for output temperature can be seen.
For the parameter M it can bee seen that increasing it from one to two yields quite some
improvements, but increasing it further does not seem to improve the results significantly,
except for NO2.

From this it can be concluded that simulations using N = 30, M = 2, and K = 4
provide a result very close to the best possible, and therefore the parameters estimated
using them are employed in the rest of the paper.
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Figure 4. Maximal instantaneous error in output temperature for different numbers of N. Results
from simulation with N = 100 is used as reference.
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Figure 5. Maximal instantaneous error in output concentrations for different numbers of N and M.
Results from simulation with N = 100 and M = 20 are used as reference.

8.2. Model Comparison

In this section, the two models are compared, both in terms of accuracy and simula-
tion time.

Model Accuracy

Figure 6 shows the maximal instantaneous error for all outputs among all models and
different N. Here, it can be seen that for output temperature the result is quite similar for
the CSTR model and the IEGP model for N ≤ 30. For larger N, it appears the CSTR gives
slightly better results. However, this might come from the fact that CSTR with N = 100
is used as reference and that its output is not close enough to the true solution to draw
any conclusions for larger N. The IEGP model with time delay is also represented in the
figure, however, it does not improve the results, in fact it produces worse results for N ≥ 10.
The reason for this is that at low mass flows, the output temperature will be closer to the
substrate temperature than at higher mass flows due to the longer time the gas stays in
the substrate. This means that rapid changes in mass flow, without changing the input
temperature, can result in changes in the output temperature and the changes are not
affected by the transport delay in the same way as when the input temperature is changed.
This can be seen in Figure 7, where it can be observed that the rapid change in mass flow
creates almost as rapid a change in output temperature using the CSTR model, and the
time delay used in the IEGP model does not produce similar results. Figure 7 also shows
why the time-delayed model becomes worse at N = 10, as can be seen the temperature
from the model with N = 5 is too high before the change and too low after. This means
that during the step the error does not become as large as for the model with N = 10.
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Figure 6. Maximal instantaneous error for all outputs among all models and different N. For the
IEGP models, M = 2 and K = 5 were used. The CSTR with N = 100 was used as reference.
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Figure 7. Output temperature for different models during a rapid change in mass flow.

When looking at the output concentrations in Figure 6, larger differences can be seen.
For N = 1 the results are very similar, but for 1 < N ≤ 40 the time-delayed IEGP model
shows significantly better results. However, without the time delay the IEGP model does
not show good results. This is because small time delays can bear a huge effect on the
instantaneous error in transients. This can be seen in Figure 8 where the IEGP model with
and without time delay is compared to the CSTR model. As can be seen, with the time delay
the IEGP model produces almost identical output as the CSTR model, but without the time
delay it is a fraction of a second before thus resulting in large instantaneous differences.
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Figure 8. Output NO for a part of the WHTC cycle for three different models.
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To circumvent the problems with instantaneous errors in validation, Figure 9 is used.
Here, the average error in output NO2 for different window sizes is presented. Moreover, it
can be seen here that the average error quickly becomes smaller when the window size is
increased, and when looking at the 20 s average the IEGP model with and without time
delay produces quite similar results.
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Figure 9. Maximal average error in output NO2 for different window sizes in the three different
models and different N.

8.3. Simulation Time

Figure 10 shows simulation times for the two models for different N. As can be seen,
the IEGP is around 100-times faster than the CSTR model and its simulation times are also
increased less when N is increased.
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Figure 10. Simulation speed of the two models for different N. In the IEGP model. M = 2 and K = 5
were used.
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9. Conclusions

Two models of an SCR catalyst, CSTR and IEGP, have been presented, validated and
compared with each other. Both models are based on the same set of equations describing
the physics of the catalyst, and only differ in the way they handle the transport of gases
within the catalyst. It is also shown that around 20 segments in the discretization provides
a good trade-off between simulation time and accuracy.

The IEGP model outperforms the CSTR when using a reasonable number of segments
in the discretization (less than 40), both in accuracy and simulation time. The difference in
accuracy is largest for around five segments in the discretization, where the IEGP model
is around five-times more accurate regarding outlet NOx error. The simulation times are
around 100-times faster for the IEGP model.

The IEGP model handles the transport of gases within the catalyst by removing the
delay in output normally caused by the transport. A method to calculate this delay and
post-process the output to incorporate the delay is presented. It is shown that this gives
good results for the output concentrations; however, the output temperature should not
be delayed.

A tool for generating the models has also been presented. The tool is general in nature
and can be used to generate models of many catalyst types, and in particular a complete
NOx reduction system can be modeled.

10. Discussion

One conclusion of this work is that the IEGP model outperforms the CSTR model.
It should be noted that this refers to the type of simulation used in this work and the
specific implementations of the models. It is possible that the CSTR model can excel in
other applications or be implemented in a more efficient way.

Furthermore, it should be noted that all the simulations are performed using the same
set of parameters, and it is possible that different parameters could yield better results
when the number of segments in the model is decreased. However, if different parameters
are used, the validity of the equations in Section 2 can no longer be used to support the
validity of the model to the same extent.
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Nomenclature and Subscripts
The following nomenclature and subscripts are used in this work

Symbol Description
αde Desorption activation energy factor
λ Thermal conductivity
µ Dynamic viscosity
ρ Density
φ Porosity
a Area per length unit
A Area
cp Specific heat capacity at constant pressure
C Concentration
d Diameter
E Activation energy
Fh Friction factor
h Convective heat transfer coefficient
H Enthalpy
k0 Pre-exponential factor
K Number of Newton iterations
L Length
M Number of backward Euler steps per segment
N Number of segments in discretization
p Pressure
Q Heat
r Reaction rate
R Specific gas constant
t Time
T Temperature
v Velocity
W Mass flow
Subscript Description
ad Adsorption
c Channels
de Desorption
f st Fast (SCR)
g Gas
h Hydraulic
hyd Hydrolysis
in In/inlet
out Out/outlet
react Reaction
re f Reference
s Substrate
slw Slow (SCR)
std Standard (SCR)
tot Total
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Appendix A. MATLAB Example Code
1 % Spec ies
2 %===================================================
3 spec i e s ( 1 ) . name = ’Ammonia ’ ;
4 spec i e s ( 1 ) . subsc r ip t = ’NH3’ ;
5 spec i e s ( 2 ) . name = ’HNCO’ ;
6 spec i e s ( 2 ) . subsc r ip t = ’HNCO’ ;
7 spec i e s ( 3 ) . name = ’NO’ ;
8 spec i e s ( 3 ) . subsc r ip t = ’NO’ ;
9 spec i e s ( 4 ) . name = ’NO_2 ’ ;
10 spec i e s ( 4 ) . subsc r ip t = ’NO2 ’ ;
11 % S i t e s
12 %===================================================
13 s i t e s ( 1 ) . name = ’Ammonia ’ ;
14 s i t e s ( 1 ) . subsc r ip t = ’NH3’ ;
15 s i t e s ( 1 ) . s to rage_capac i ty = 535 .789750171981 ;
16 % React ions
17 %===================================================
18 % Adsorption
19 r e a c t i on s ( 1 ) . name = ’ Adsorption ’ ;
20 r e a c t i on s ( 1 ) . subsc r ip t = ’Ad ’ ;
21 r e a c t i on s ( 1 ) . r e a c t an t s . gaseous = [ 1 ; 0 ; 0 ; 0 ] ;
22 r e a c t i on s ( 1 ) . r e a c t an t s . adsorbed = 0 ;
23 r e a c t i on s ( 1 ) . products . gaseous = [ 0 ; 0 ; 0 ; 0 ] ;
24 r e a c t i on s ( 1 ) . products . adsorbed = 1 ;
25 r e a c t i on s ( 1 ) . parameters = [ 1 ; 1 ] ;
26 r e a c t i on s ( 1 ) . k i n e t i c s = @(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) ) *(1 − the ta ) *C( 1 ) ;
27 % Desorption
28 r e a c t i on s ( 2 ) . name = ’ Desorption ’ ;
29 r e a c t i on s ( 2 ) . subsc r ip t = ’De ’ ;
30 r e a c t i on s ( 2 ) . r e a c t an t s . gaseous = [ 0 ; 0 ; 0 ; 0 ] ;
31 r e a c t i on s ( 2 ) . r e a c t an t s . adsorbed = 1 ;
32 r e a c t i on s ( 2 ) . products . gaseous = [ 1 ; 0 ; 0 ; 0 ] ;
33 r e a c t i on s ( 2 ) . products . adsorbed = 0 ;
34 r e a c t i on s ( 2 ) . parameters = [ 1 ; 1 ] ;
35 r e a c t i on s ( 2 ) . k i n e t i c s = @(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) *(1 − par ( 3 ) * the ta ) ) *

the ta ;
36 % Standard SCR
37 r e a c t i on s ( 3 ) . name = ’ Standard SCR ’ ;
38 r e a c t i on s ( 3 ) . subsc r ip t = ’ Std ’ ;
39 r e a c t i on s ( 3 ) . r e a c t an t s . gaseous = [ 0 ; 0 ; 1 ; 0 ; ] ;
40 r e a c t i on s ( 3 ) . r e a c t an t s . adsorbed = 1 ;
41 r e a c t i on s ( 3 ) . products . gaseous = [ 0 ; 0 ; 0 ; 0 ] ;
42 r e a c t i on s ( 3 ) . products . adsorbed = 0 ;
43 r e a c t i on s ( 3 ) . parameters = [ 1 ; 1 ; 1 ] ;
44 r e a c t i on s ( 3 ) . k i n e t i c s = @(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) ) * par ( 3 ) *(1 − exp(− the ta

/ par ( 3 ) ) ) *C( 3 )
45 % Fast SCR
46 r e a c t i on s ( 4 ) . name = ’ Fas t SCR ’ ;
47 r e a c t i on s ( 4 ) . subsc r ip t = ’ Fs t ’ ;
48 r e a c t i on s ( 4 ) . r e a c t an t s . gaseous = [ 0 ; 0 ; 1 ; 1 ] ;
49 r e a c t i on s ( 4 ) . r e a c t an t s . adsorbed = 2 ;
50 r e a c t i on s ( 4 ) . products . gaseous = [ 0 ; 0 ; 0 ; 0 ] ;
51 r e a c t i on s ( 4 ) . products . adsorbed = 0 ;
52 r e a c t i on s ( 4 ) . parameters = [ 1 ; 1 ] ;
53 r e a c t i on s ( 4 ) . k i n e t i c s = @(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) ) * the ta *C( 3 ) *C( 4 ) ;
54 % Slow SCR
55 r e a c t i on s ( 5 ) . name = ’ Slow SCR ’ ;
56 r e a c t i on s ( 5 ) . subsc r ip t = ’ Slw ’ ;
57 r e a c t i on s ( 5 ) . r e a c t an t s . gaseous = [ 0 ; 0 ; 0 ; 6 ] ; r e a c t i on s ( 5 ) . r e a c t an t s . adsorbed = 8 ;
58 r e a c t i on s ( 5 ) . products . gaseous = [ 0 ; 0 ; 0 ; 0 ] ; r e a c t i on s ( 5 ) . products . adsorbed = 0 ;
59 r e a c t i on s ( 5 ) . parameters = [ 1 ; 1 ] ;
60 r e a c t i on s ( 5 ) . k i n e t i c s = @(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) ) * the ta *C( 4 ) ;
61 % HNCO Hydral i sa t ion
62 r e a c t i on s ( 6 ) . name = ’HNCO Hydral i sa t ion ’ ;
63 r e a c t i on s ( 6 ) . subsc r ip t = ’Hyd ’ ;
64 r e a c t i on s ( 6 ) . r e a c t an t s . gaseous = [ 0 ; 1 ; 0 ; 0 ] ; r e a c t i on s ( 6 ) . r e a c t an t s . adsorbed = 0 ;
65 r e a c t i on s ( 6 ) . products . gaseous = [ 1 ; 0 ; 0 ; 0 ] ; r e a c t i on s ( 6 ) . products . adsorbed = 0 ;
66 r e a c t i on s ( 6 ) . parameters = [ 1 ; 1 ] ;
67 r e a c t i on s ( 6 ) . k i n e t i c s =@(T ,C, theta , par ) par ( 1 ) * exp(− par ( 2 ) * (1 / T− 1/ 600) ) *C( 2 ) ;
68 % Options
69 %===================================================
70 opt ions . d i s c r e t i z a t i o n = ’FD ’ ; % CSTR
71 opt ions . cons_ in t . type = ’EB ’ ; % BDF
72 opt ions . cons_ in t . EB . eb_steps = 1 ;
73 opt ions . cons_ in t . EB . newton_i tera t ions = 4 ;
74 model_name = ’ SCR_model_gen ’ ;
75 % Generate model
76 %===================================================
77 par = generate_cata lys t_model (model_name , spec ies , s i t e s , r eac t ions , opt ions ) ;
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