
Citation: Fang, Y.; Tang, X.; Tang, L.;

Chen, Y.; Wang, W. Local Evolution

Model of the Communication

Network for Reducing Outage Risk

of Power Cyber-Physical System.

Energies 2022, 15, 7876. https://

doi.org/10.3390/en15217876

Academic Editor: Saeed Golestan

Received: 18 September 2022

Accepted: 12 October 2022

Published: 24 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Local Evolution Model of the Communication Network for
Reducing Outage Risk of Power Cyber-Physical System
Yuchen Fang, Xiafei Tang *, Li Tang, Yang Chen and Weiyu Wang

School of Electrical and Information Engineering, Changsha University of Science & Technology,
Changsha 410205, China
* Correspondence: xiafeitang@csust.edu.cn

Abstract: The deep integration of power grids and communication networks is the basis for realizing
the complete observability and controllability of power grids. The communication node or link
is always built according to the physical nodes. This step is alternatively known as “designing
with the same power tower”. However, the communication networks do not form a “one-to-one
correspondence” relationship with the power physical network. The existing theory cannot be
applied to guide the practical power grid planning. In this paper, a local evolution model of
a communication network based on the physical power grid topology is proposed in terms of
reconnection probabilities. Firstly, the construction and upgrading of information nodes and links are
modeled by the reconnection probabilities. Then, the power flow entropy is employed to identify
whether the power cyber-physical system (CPS) is at the self-organized state, indicating the high
probability of cascading failures. In addition, on the basis of the cascading failure propagation model
of the partially dependent power CPS, operation reliabilities of the power CPS are compared with
different reconnection probabilities using the cumulative probability of load loss as the reliable index.
In the end, a practical provincial power grid is analyzed as an example. It is shown that the ability of
the power CPS to resist cascading failures can be improved by the local growth evolution model of
the communication networks. The ability is greater when the probability of reconnection is p = 0.06.
By updating or constructing new links, the change in power flow entropy can be effectively reduced.

Keywords: power cyber-physical system (power CPS); topology evolution model; cascading failures;
interdependent networks; self-organized state

1. Introduction

In the modern smart grid, the deep interactions between power grids and commu-
nication networks are emerging. Their couplings bring new challenges to the safety and
reliability of the power system. Power grids become more intelligent with the extensive
operation of the information system, realizing more complete functions. However, the
interdependency between power system and communication network results in some
hidden risks [1]. For example, in 2015, hackers attacked the Ukraine power grid and
embedded malicious software, which led to power failure [2]. Another remarkable accident
occurred in Venezuela. From the 7th to 9th March 2019, the local power system of 18 states
in Venezuela were subjected to two continuous network attacks, resulting in the collapse
of power systems directly [3]. These examples demonstrate that even though the power
grid can operate normally, the damage to communication networks has grievous effects on
entire power grids. Since the traditional modeling of cascading failures in the power grid
does not consider the influence of the communication network, the reliability and accuracy
of the power grid model cannot be guaranteed. Evaluating communication networks
should become an essential part of the power CPS evaluation.

In power CPS, the blackout is always in the form of cascading failures, and multiple
regions are affected. Basically, the large-scale transfer of power flow is still the intrinsic
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reason for cascading failures in power grids [4]. Thus, the interaction between the power
and information networks should be considered in cascading failure modeling. In 2010,
a model for cascading failure in the interdependent network was put forward first in [5].
Based on this model, the static and dynamic analysis methods are proposed for the cas-
cading failure spreading theory in interdependent networks. By extracting the network
topological eigenvector, the static analytical method in [6] calculates the topological feature
parameters and presents the structure characteristic index set. The topological characteristic
parameters of the two-layer coupling network are generated to describe the effect of the
interdependent relation to cascading failures. The dynamic analytical method analyzes the
spreading process of cascading failures based on the static topological model. The dynamic
approach suggested in [7,8] is employed to study the robustness of the interdependent
networks to resist cascading failures and assists to establish the real-world networks [9]. In
addition, a CPS model for the hierarchical and distributed control system (HDCS) is also
examined in [10]. The information flow in the control process of the active distribution
network (ADN) is analyzed and the information and physical performance of the ADN
control process is integrated successfully.

In particular, the above research on interdependent relations needs to satisfy an impor-
tant assumption that both the nodes and the line scales of power grids and communication
networks are the same [11]. Based on this assumption, the spreading process of cascading
failures under the interaction of two networks can be better discussed.

However, research and actual operation cases indicate that the scale of the real commu-
nication network is smaller than the power grid. In other words, the scale of the power grid
and communication network is not exactly a “one-to-one correspondence” relationship [12]
but a kind of partial interdependency [13]. Under this relationship, the observability and
controllability of the power grid cannot be realized fully. Therefore, the practical power grid
cannot satisfy the communication requirement of the interdependent network. It makes the
research stay in the theoretic stage rather than put it into practice. In [14], the future control
center is designed. It intends to build and operate perfect communication networks for
optimizing the information networks. Unfortunately, this plan needs huge investment and
a long time for construction. Thus, most of the current research still focuses on how to avoid
the influence originated by the partial interdependency. The real networks have similar
characteristics with the small-world network [15,16]. The employment of the small-world
network adds numerous nodes and general links, and then, the dimension of the complex
networks rises. This means the theoretical probability of cascading failure occurrence is
increased and the analyzing accuracy is affected. In addition, the random small-world
network generated with the same “degree” has multiple possibilities which introduces
uncertainty to the model. In practical engineering, it is discovered that the topology of
existing power grids is obviously different from the random small-world networks. The
theoretical model of partial interdependent networks cannot explain the communication
process of cascading failure propagation under the interaction of the power and commu-
nication networks. Consequently, power grid companies cannot construct and improve
the existing communication networks with regards to the suggested topological structure.
Therefore, regarding the practical engineering project, the partial interdependency in the
power CPS should be deeply studied to improve the perception of the power grid and
decrease the probability of cascading failures. It has a remarkable practical significance
in engineering.

In this paper, a local evolution model of the communication network is proposed
to reduce the outage risk of the power cyber-physical system. The actual communica-
tion network is considered as the base, and the natural growth law of the small-world
networks is selected as the principle for adding a few important nodes and essence links
into the communication networks in order to achieve the “one-to-one correspondence”
relationship. Then, the observability and controllability of the power grid can be realized.
In addition, the power flow entropy is utilized as a sensitivity index to set the smallest
number of communication links of the power CPS to prevent the power grid from enter-
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ing the self-organized critical state. This model can minimize the probability of blackout
brought by cascading failures. It has a guiding significance for the construction of the
communication networks.

The outline of the paper is organized as follows. Section 2 lays out the method of
analyzing partial interdependency of power CPS and the CPS evolving process. The case
studies are included for verification in Section 3. Finally, a conclusion is presented in
Section 4.

2. Method of Analyzing Partial Interdependency of Power CPS and Evolution of CPS
2.1. Partial Interdependent Characteristics of Power CPS

In power CPS, the interaction between the power grids and communication networks
can be summarized as the energy interdependent relationship and the information inter-
dependent relationship. The energy interdependent relationship means that the nodes in
the energy interdependent power grid provide the power required for the operation of
the nodes in the communication network. The information interdependent relationship
means that the nodes in the information interdependent communication network process
the monitoring and scheduling of information from the power grid nodes.

Generally, the power nodes provide energy to the information nodes. The information
nodes collect measurement information. The dispatching center obtains the operation
state information through the situational awareness, and then, gives optimal scheduling
instructions to the power grid to realize the closed-loop control, as shown in Figure 1.
Abbreviated as physical-information node pairs, physical nodes and information nodes
form the interdependent relationship.
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Figure 1. Two types of interdependent networks. (a) One-to-one correspondent interdependent
network; (b) Partial interdependent network.

In the physical layer, the power plant and the transformer substation in the actual phys-
ical grid are abstracted as the topological node, whereas transmission lines are abstracted as
power edges amongst nodes. This structure realizes the power flow transmission between
generation nodes and load nodes. In the communication network structure, the information
flow realizes the bidirectional transmission with the shortest route through information
edges. Information nodes are also dispatching centers and communication plants and sta-
tions, whereas the information edges are communication links [17]. However, in different
developing stages, upgrading or newly building the information nodes and links is limited
by resource allocation. The scale of the communication network gradually increases after
updating the corresponding power grids. Therefore, there is a scale difference between
power grids and communication networks. The difference can be defined as the partial
interdependency.

2.2. The Evolution Model of New Node Connections

To realize closed-loop control, communication links locally evolve according to the
topology of power grids [18]. As the rule of designing with the same power tower is widely
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used, the optical fiber should be erected on power towers. Therefore, the local evolutionary
model of the power communication network is constructed via the following steps:

1. Number all the nodes in the power communication network. The unbalance of nodes
in the existing power and communication network is considered. Some nodes are
added to ensure that the number of nodes in the communication network equals that
in power grids.

2. Number the new nodes in sequence and connect them with the nearest four nodes to
construct the nearest coupling network, as shown in Figure 2a.

3. Select the nodes to be added (Node i) and reconnect them. Node i is disconnected
with the first two nodes at first, and then is reconnected with a probability from 0 to 1.
Node i is reconnected to other nodes randomly following the rule of no self-loop or
no repeat connection, as shown in Figure 3a.

4. Repeat step 3. It is necessary to ensure the chosen nodes are not selected again until
all the added nodes have been chosen, as shown in Figure 2b.

5. After reconnection, inspect whether the network is connected. If not, repeat steps
3–4 until the network is connected. The sketch map of disconnection is shown in
Figure 3b.
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Figure 3. Schematic diagram of repeated edges and disconnection. (a) Schematic diagram of repeated
edges; (b) schematic diagram of disconnection.

Different power communication networks can be obtained by changing the reconnec-
tion probability p. If the reconnection probability p = 0, the communication network is the
regular network. If the reconnection probability p = 1, it is the random network [19].

2.3. The Evolution Model of New Links and Reconnections

Research shows that power flow entropy is an important index to identify whether
the power system enters the self-organized state. The power flow entropy is shown in
Equation (1). If the power flow entropy is larger, the unbalanced distribution of power flow
is as well, thus, the power system faces a higher risk of blackout [20].

H = −C
n−1

∑
k=1

P(k)lnP(k) (1)

where H is the power flow entropy, P(k) is the proportion of the lines of the load rates µi
between Uk and Uk+1 to the total lines, U is a constant sequence (U = {0, 0.02, . . . , 2.0}), and
C is ln 10.
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According to the process of Figure 3, a communication network which has the same
number of nodes as the power grid can be obtained. However, the number of communica-
tion links is less than the number of transmission lines. Therefore, to realize the “one to one
correspondence”, the communication links should be added.

The corresponding communication links of important transmission lines should be
added first. The research points out that, if the system power flow entropy changes greatly
after communication links fail, these transmission lines are important lines [21]. It is not
conducive to the realization of closed-loop control if the corresponding acquisition and
information control units are not configured for these important lines.

Therefore, when the economy is considered, the following methods are designed
to realize the evolution of communication links, which reach the lowest load loss. The
simulation flow chart is shown in Figure 4.

1. Find the transmission lines without corresponding communication links. Form a Set s
of the physical lines which do not have the acquisition and information control units
(the lines are ikjk if the nodes at both ends of each line are ikjk).

2. Trigger the cascading failures in these transmissions. Calculate the variation of the
power flow entropy with Equation (1) when any line in the Set s fails.

3. List the power flow entropy in descending order; thus, important transmission lines
can be obtained. Then, update Set s.

4. Add the communication links which correspond to the transmission lines in Set s,
in turn, to form the different CPS models. Judge whether the power CPS enters a
self-organized critical state and calculate the load loss.

5. Compare different CPS models’ load losses after experiencing the cascading failure.
6. Find out the optimal plan of adding communication links.
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2.4. Cascading Failure Mechanism through the Partial Interdependency

The dispatching center takes the charge of the complete closed-loop control. Once
the physical nodes fail, links fail, or the function is invalid, the corresponding information
nodes acquire the status and then upload the information to the dispatching center through
the communication network. If the dispatching center received the failure information,
the control instruction will be made based on the minimum cut-off load and the control
signals will be sent to the corresponding physical elements. If the physical elements work
normally, it is considered that the closed-loop control is successful; otherwise, it fails.

In the power communication network, the failure of the power grid optimization
will cause the power flow transfer. There might be some wrong actions caused by the
improper software configuration or hardware damage of the relay protection device. These
actions will cause not only the faulty links, but also other links to be cut [22]. As a
result, the topological structure of the power grid will be changed and the corresponding
communication network nodes will break down at the same time. The route selection of
information packs is then affected, as it will cause a significant increase in information packs
to be brought to the information layer. Once information transfer is beyond the bandwidth
limitation of the communication link, or the physical equipment fails, the communication
links will be blocked.

Then, the corresponding information cannot reach the dispatching center. The closed-
loop control of the dispatching center will be invalid, and will cause the cascading failure.
Packs will be lost and a pack delivering error will appear. The network might be attacked
maliciously because of the packs’ abnormal delivering in the communication network, such
as by the defense of service attack [23] and false data attack [24]. The correct optimization
and control information from the dispatching center cannot be sent to the corresponding
nodes in time because of the transmission delay or loss, which leads to the failure of the
power grid optimization. Eventually, this causes the vicious cycle of the cascading failures.

The mechanism of cascading failure propagation under the interaction of two networks
is shown in Figure 5. In the CPS, the failure of the power grid optimization will cause the
power flow transfer. There are some wrong actions produced by the improper software
configuration or hardware damage of the relay protection device. These actions will cause
not only the failed lines, but also other lines to be cut. Therefore, the topological structure of
the power grid will be changed and the corresponding communication network nodes will
fail at the same time. Moreover, it will affect the routing of information packs. When the
increase in the information packs outnumbers the bandwidth limitation of the transmission
lines, or the physical equipment fails, it will cause the blockage of communication links.
Then, the corresponding information cannot reach the dispatching center. The closed-loop
control of the dispatching center will be invalid, and will cause cascading failures. Packs
will be lost and a transmission error will appear. The network might receive malicious
attacks because of the abnormal transmission of the communication network (for example,
the defense of service attack and false data attack). The correct optimization information of
the network cannot be sent to the corresponding nodes in time because of the transmission
delay, which leads to the failure of the power grid optimization. Eventually, this causes the
vicious cycle of cascading failures.
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2.5. Cascading Failure Model Based on the Partial Interdependency

In the physical layer: when the dispatching center obtains the abnormal information,
the minimum load loss of the partial interdependent power CPS is calculated based on the
DC power flow calculation.

In the cyber layer: the improved routing strategy for information transmission is
applied in the communication network to deliver the information pack [26,27], in which
the distance from Node i to the target node is Hi.

Hi = hd di + (1 − hd) ci (2)

where di is the length between Node i and the target node (which is the shortest path length),
ci is the length of the information packs’ queue, and hd is the routing control strategy.

In the next stage, the probability Pj is given by:

Pj =
e−βHj

∑m∈Li
e−βHj

(3)

where Pj is the probability that the neighbor node j of Node i is selected to receive infor-
mation packs produced by the source node, β is the routing probability control coefficient,
and Li is the neighbor node set of Node i.

The basic simulation process is shown as follows:

1. Initialize the power grid, and the grid evolves with the probability p in Equation (3)
to obtain the corresponding power communication network.

2. Choose an initial line or lines from the power grid randomly, then remove it/them
and trigger the cascading failure.

3. When the initial transmission line or lines are cut, calculate the DC power flow
according to the parameters of the power grid.

4. Overloaded lines will appear in the power grid due to the power flow transferring
from the initial transmission line to others. The corresponding information nodes will
produce abnormal information packs.

5. Judge whether the power flow of overloaded lines is beyond the thermal stability limit.
If the power flow of overloaded lines exceeds the thermal stability limit, it will be cut off,
and the corresponding information node will produce the outage information packs.

6. Send all information from steps 3, 4, and 5 to the dispatching center.
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7. The dispatching center makes decisions to balance the generation and load with the
purpose of minimizing the cut-off load. Then, the control information is sent to the
corresponding physical devices.

8. Judge whether the power grid is disconnected. If it is disconnected, that will be the
end of the cascading failure simulation. Otherwise, go back to step 3.

3. Case Studies
3.1. The Partial Interdependency of the Provincial Grids

A provincial power grid is shown as an example. The corresponding power grid and
communication network topological model is established in Figure 6a, and 6c. There are
258 nodes and 414 edges in the province’s power grid, and 220 nodes and 294 edges in
the communication network. The scale of the nodes and links of the power grid and the
communication network is different. It is obvious that the topology interdependency of the
power grid and the communication networks is not exactly “one to one correspondence”
relationship. The number of nodes and edges in the power grid is more than that in the
communication networks.

The structure characteristic parameters of the provincial power grid and the commu-
nication network are shown in Table 1. N is the number of the network’s nodes. M is the
number of the network’s edges. <k> is the average degree of the network. L is the shortest
path length of the network. C is the network convergence factor. Lrandom is the shortest
path length of the random network, which has the same number of nodes and edges as
that network. Crandom is the convergence factor of the random network which has the same
number of nodes and edges as that network.

Table 1. The structure characteristic parameters of a complex network between the power grid and
the communication network in the province.

Network N M <k> L C Lrandom Crandom

Power grid 258 414 3.260 5.705 0.209 4.774 0.013
Communication network 220 294 2.673 6.110 0.102 5.486 0.012

The small-world network is between the regular network and random network. Its
characteristic is that very few remote connections are introduced with probability p. Ac-
cording to the small-world network criteria L ≥ Lrandom and C >> Crandom, it is found that
the average shortest distance between the power grid and the communication network is
longer than that of their corresponding random network, whereas the clustering coefficient
is 10 times to 20 times bigger than the clustering coefficient of the corresponding random
network. Thus, it is assumed that the provincial power grid and the communication
network are basically consistent with the small-world characteristic.

This illustrates that the characteristic of strong interdependence and interaction exists
between the physical network and the communication network in the provincial power grid.
Even a local change in the communication network might cause a global chain reaction in
the physical network. Therefore, it is essential to reveal the failure propagation mechanism
in the interaction between the communication network and the physical network.
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3.2. Evolution Results of Communication Network in the Provincial Power CPS

The relationship of “one-to-one correspondence” between power grids and informa-
tion networks can be realized by applying the evolution method proposed in Section 2. In
the simulation, each topological structure of the power grid with a reconnection probability
of p = 0.00, p = 0.02, p = 0.04, p = 0.06, p = 0.08, and p = 0.10 is established separately. Table 2
shows the structure characteristic parameters of the power communication network with
different reconnection probabilities.

Table 2. The communication network of the province and the complex network structure’s character-
istic parameters of the communication networks with different reconnection probability evolutions.

Communication Network N M <k> L C

Original communication network 220 294 2.6727 6.2896 0.1019
p = 0.00 258 372 2.8837 7.4462 0.1625
p = 0.02 258 372 2.8837 6.6970 0.1527
p = 0.04 258 372 2.8837 6.5981 0.1484
p = 0.06 258 372 2.8837 6.5220 0.1496
p = 0.08 258 372 2.8837 6.4122 0.1344
p = 0.10 258 372 2.8837 6.2422 0.1326

From Table 2, it is clear that the communication network, which evolves with different
reconnection probabilities, has the same number of nodes and edges. This means the
average degrees of the networks are equivalent. The average shortest path length L of
the power communication network with a reconnection probability of p = 0.00 is 7.4462,
and the clustering coefficient C is 0.1625. The average shortest path length L of the power
communication network with a reconnection probability of p = 0.10 is 6.2422, and the
clustering coefficient C is 0.1326.

With the increase in the reconnection probability, the average shortest length L and
the clustering coefficient C decrease consistently. With the decrease in the average shortest
path length L, the transmission efficiency increases as well. Thus, if the information can be
transmitted to the dispatching center more rapidly while the links break down, a cascading
failure can be avoided efficiently.

3.3. Cascading Failure of Partial Interdependent Power CPS

Figure 7 shows the complementary cumulative probability of the load loss by employ-
ing a cascading failure simulation. The x-axis is the whole system load loss. The y-axis is
the complementary cumulative probabilities which correspond to different load losses.

λ = 1−
C ∑N1

i=1 Pload(i)
Ps

(4)

Equation (4) is the power grid’s load loss after the cascading failure. Pload (i) is the load
of Node i. Ps is the total load. N1 is the number of the power grid nodes.

It is noticed that the load loss is less than 0.8 at the beginning of the cascading failure.
In this stage, considering the same load loss, the possibility of a big blackout occurrence is
the smallest when the reconnection probability p = 0.06.

In the later stage, while the load loss is greater than 0.8, the cumulative probability of
occurrence decreases rapidly, and the probability of the power CPS, which evolves with
the reconnection probability p = 0.06, having a big blackout occur is still the smallest. Thus,
for this provincial power CPS, it is shown that when the reconnection probability of the
communication network is around p = 0.06, there might be the best reconnection probability
which can make the load loss probability the lowest.
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3.4. Resistance to Cascading Failure Based on the Power Flow Entropy

After the evolution of the communication network, it is clear that the nodes in commu-
nication networks form a “one-to-one correspondence” with the nodes in power physical
networks. However, the number of power grid transmission lines is 44 more than the
number of communication links. In Table 2, with the reconnection probability p = 0.06, the
number of communication links is 372, whereas the number of power grid transmission
lines is 414.

Thus, when the transmission lines without communication links fail, the power flow
entropy is bigger, which means the original transmission line would lead to a bigger load
loss. Table 3 shows the results of the power flow entropy after triggering the transmission
lines without communication links. That is, the system power flow entropy reaches a
maximum of 3.26 when the transmission lines (18, 20) fail. It can be noted that these lines
do not correspond with any communication link. The next are (12, 8) and (67, 211), in
which the power flow entropy of these is greater than 2.0 as well. These transmission lines’
failures have the biggest effects on the power grid reliability.

Table 3. The power flow entropy after the cascading failure.

Number Transmission Lines without Communication Links Power Flow Entropy

1 (18, 20) 3.267269469
2 (12, 8) 3.262736109
3 (67, 211) 2.521364395
4 (128, 196) 1.7862966
5 (9, 25) 1.590954952

Thus, based on the results of power flow entropy, a plan of adding the smallest number
of communication links can be concluded to resist cascading failure.

• Plan A: add the communication link (18, 20);
• Plan B: based on Plan A, then add the communication link (12, 8);
• Plan C: based on Plan B, then add the communication link (67, 211).

The results of load loss in the power CPS are shown in Figure 8.
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In Figure 8, it is clear that the power CPS of the original system and the systems of
Plan A and Plan C enter the self-organized critical state. This means the power CPS is
facing the risk of cascading failures and a big blackout under three such kinds of situations.
Plan B has the smallest probability of a big blackout.

Although adding two communication links can improve the ability of the power CPS
against the cascading failure, in the case of Plan C, the power CPS does not enter a self-
organized critical state. It is found that the power CPS will not face the risk of cascading
failure when at least three communication links are added. Thus, the reliability of the
power CPS is the highest in this case.

4. Conclusions

Regarding the situation where the power grid and the communication network are not
exactly in a relationship of “one to one correspondence”, but rather, partial interdependency
in the power CPS, an evolution model is proposed in this paper. It adds new nodes and
communication links into the communication network to achieve the relationship of “one to
one correspondence”. Then, the comprehensive observability and controllability of power
systems is realized, and the risk of cascading failures is decreased. The relevant results are
concluded as follows:

1. In the practical power system, there exists an optimal reconnection probability p = 0.06
of adding new communication nodes to the power CPS to realize the “one to one
correspondence”, but also to minimize the cumulative probability of the load loss.

2. In the case of “one-to-one correspondence”, by comparing the power entropy of
different power CPSs, the best plan that adds the smallest number of communication
links can be made, so that the power CPS will not enter the self-organized critical state.

Through the continuation of this research, the optimal model to obtain the best evolu-
tion results will be studied in the coming work.
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