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Abstract: To reduce the impact of volatility on photovoltaic (PV) power generation forecasting and
achieve improved forecasting accuracy, this article provides an in-depth analysis of the characteristics
of PV power outputs under typical weather conditions. The trend of PV power generation and
the similarity between simultaneous outputs are found, and a hybrid prediction model based on
feature matching, singular spectrum analysis (SSA) and a long short-term memory (LSTM) network
is proposed. In this paper, correlation analysis is used to verify the trend of PV power generation;
the similarity between forecasting days and historical meteorological data is calculated through grey
relation analysis; and similar generated PV power levels are searched for phase feature matching.
The input time series is decomposed by singular spectrum analysis; the trend component, oscillation
component and noise component are extracted; and principal component analysis and reconstruction
are carried out on each component. Then, an LSTM network prediction model is established for the
reconstructed subsequences, and the external feature input is controlled to compare the obtained
prediction results. Finally, the model performance is evaluated through the data of a PV power plant
in a certain area. The experimental results prove that the SSA-LSTM model has the best prediction
performance.

Keywords: photovoltaic power forecast; grey relation analysis; singular spectrum analysis; long
short-term memory network; feature matching

1. Introduction

In recent years, to address problems such as energy shortages and environmental
pollution, the development of renewable energy has become the main direction of the
global energy revolution and a key response to climate change [1]. Solar energy has
developed rapidly as an efficient, renewable and clean energy source. The global installed
photovoltaic (PV) capacity has grown swiftly. According to the global PV report released
by the International Energy Agency, by the end of 2021, the cumulative installed capacity
reached 942 GW, which is an increase of 22.8% over that in 2020; as such, PV energy has
great developmental potential [2]. However, with the continuous increase in the proportion
of PV energy, the randomness and volatility of PV outputs have become increasingly
prominent, which brings certain difficulties to the operation of a power grid. Therefore, the
accurate prediction of PV power generation can help the grid dispatching department to
better avoid risks, improve the safety and economy of the power system and be of great
significance to the stable operation of the power grid.

In numerous previous studies, scholars carried out research on photovoltaic power
generation forecasting, which is mainly divided into two categories: physical models and
statistical models. In physical models, the forecast value of solar irradiance and geographic
location information, combined with the operation mode of photovoltaic modules, are
used to carry out mathematical modeling [3], and the energy storage system is used to
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solve the negative effects of unstable power generation and low power supply reliability.
In practical applications, errors due to power loss and other issues will inevitably occur
when using photovoltaic power. Improving material properties is the most direct way
to improve photoelectric conversion efficiency [4,5]. At present, scholars have studied
the structural characteristics of composite materials to improve the status of photovoltaic
applications [6,7]. The rapid development of the photovoltaic industry has brought broad
application prospects to the research field of photovoltaic composite materials. In the
statistical model, the historical data of photovoltaic power plants is mainly relied upon.
Therefore, artificial intelligence algorithms have been favored by scholars. These include
machine learning algorithms such as artificial neural networks [8,9] (ANNs) and support
vector machines [10,11] (SVMs). These algorithms have been widely used in the field of
PV power generation forecasting. For example, the article in [12] proposed an efficient
ANN prediction model to study the relationship between meteorological data and PV
power generation. The authors of [13] proposed an extended model based on an SVM to
obtain a more accurate dataset. The prediction accuracy of machine learning models often
depends on the quality of the given dataset and the settings of the internal hyperparameters.
Likewise, small dataset differences can lead to significant changes in prediction results [14].
Therefore, hybrid forecasting models have appeared one after another. By optimizing the
utilized dataset and calculating the best hyperparameters, a forecasting model can obtain
its best forecasting effect. Experiments have shown that the use of the SVM algorithm,
after performing particle swarm optimization (PSO) for the parameters, can obtain more
accurate prediction results [15]. Usman et al. [16] developed an evaluation framework for
short-term PV power prediction and conducted a comparative analysis among various
machine learning models and feature selection methods, and the results showed that the
extreme gradient boosting (XGBoost) method outperformed individual machine learning
methods. According to the authors of [17], by combining XGBoost with feature engineer-
ing technology, important information was extracted from weather forecasts to achieve
improved prediction accuracy.

Compared with traditional machine learning techniques, deep learning models have
better fitting performance and are able to discover intrinsic connections in high-dimensional
data [18]. Therefore, a PV prediction model based on deep learning can better mine the
intrinsic value of feature data. Deep learning models include convolutional neural net-
works (CNNs) [19], deep belief networks (DBNs) [20], recurrent neural networks (RNNs),
generative adversarial networks (GANs) [21] and other classic models, as well as their
variants and combined models. As a variant of an RNN model, a long short-term memory
(LSTM) network can effectively capture the long-term dependencies of time series and has
become very popular in the field of short-term PV output power prediction. For example,
the experimental results in [22] showed that the performance of an LSTM-based PV power
generation prediction method is better than that of multilayer perceptrons (MLPs) and deep
convolutional networks. The authors of [23] used an LSTM network to predict the solar
irradiance on the previous day, and its result was better than those of the backpropagation
(BP) neural network and linear least-squares regression. The authors in [24] proposed a
CNN-LSTM hybrid deep learning model, which uses a multilayer CNN for feature extrac-
tion and an LSTM layer for prediction, thereby effectively improving the prediction effect
of the LSTM.

Regardless of the chosen prediction algorithm, the data processing step is a challenge
that cannot be ignored. A PV output power sequence has nonlinear characteristics. Decom-
posing such a time series into multiple subsequences can effectively reduce the complexity
of the data and is an effective means for improving the prediction accuracy of the utilized
model [25]. Common sequence decomposition methods include empirical mode decompo-
sition (EMD), ensemble EMD (EEMD) and wavelet decomposition (WD) [26,27]. However,
the results of the above sequence decomposition methods cause modal aliasing, which
increases the difficulty of prediction. As a method that performs sequence decomposition
and reconstruction [28], singular spectrum analysis (SSA) can effectively decompose a
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sequence into a trend sequence, a periodic sequence and a noise sequence without selecting
an a priori basis function or a complex operation process, and this technique achieves
better objectivity and adaptability [29]. It is suitable for various engineering disciplines
and has been widely used in wind power forecasting and power load forecasting [30,31].
For example, [32] decomposed a wind power series into two subsequences (a trend series
and a noise series) through SSA and used the hybrid Laguerre neural network to predict
the decomposed signals. In [33], a multistep advance wind speed prediction model was
proposed by combining variational mode decomposition (VMD) and SSA with an LSTM
model.

The processing of weather characteristic data is also an important link in PV power
forecasting. Although the PV output power fluctuates, the fluctuation range of the PV out-
put power is similar under the same weather type. Therefore, when constructing a dataset
for PV forecasting, clustering the data on similar days according to the associated weather
types can reduce data redundancy and forecasting errors [34]. Commonly used clustering
methods include K-nearest neighbors (KNN) [35] and K-means clustering (K-means) [36].
The authors of [37] used the fuzzy C-means (FCM) clustering algorithm to cluster and ana-
lyze historical meteorological data and weather forecast information, and used the whale
optimization algorithm and a least-squares SVM (LSSVM) to make predictions. In [38],
K-means clustering was used to select similar historical data from forecasting days as
training samples, and then, complete EEMD with adaptive noise (CEEMDAN) and a gated
recurrent unit (GRU) were used to forecast PV power. The simulation results showed that
the proposed model outperformed other models. It can be seen that when processing PV
power generation datasets, whether clustering weather types or searching for similar days,
establishing corresponding models for different types of data can improve the resulting
prediction accuracy. The above methods slice an entire dataset into many smaller datasets
for training a prediction model. When the amount of data is insufficient, the decomposed
dataset may be very small, which can easily lead to an insufficient number of training
samples for the algorithm and overfitting of the prediction results [39].

In summary, this paper proposes a hybrid forecasting model based on SSA-LSTM.
SSA decomposition is performed on the given PV output power sequence with strong
volatility; the trend sequence, periodic sequence and noise sequence of the PV output power
sequence are extracted; and principal component analysis is performed on the sequence.
The important components are extracted for sequence reconstruction, and LSTM prediction
models are separately established for the reconstructed sequences. The purpose of this is to
enable the LSTM to directly learn regular sequence data, reduce the complexity of the model
and improve the prediction accuracy. Existing research lacks in-depth studies on feature
information and the law of PV output power. This paper fully mines the characteristics of
PV meteorological data, extracts high-quality features and improves the data quality.

To verify the validity of the model, this paper utilizes data from the Ningxia Wuzhong
Sun Mountain PV power station [40]. At the same time, we conduct comparative exper-
iments under two frameworks. Model 1 is a time series prediction model, and model 2
incorporates weather features and the feature data constructed in this paper into LSTM
prediction. The purpose of this test is to gain insight into the impact of feature data on
prediction performance and to verify the effectiveness of the developed method.

The contributions of this paper can be summarized as follows:

• To improve the quality of the utilized dataset, the PV output power obtained under
different weather conditions is analyzed, the law of PV output power is summarized,
and a new feature is constructed by combining the PV output law and weather data.
The aim is to achieve improved prediction accuracy by mining higher-quality feature
data;

• A short-term PV prediction model (SSA-LSTM) is proposed, in which SSA decomposes
nonlinear PV sequences into more regular trend sequences, periodic sequences and
noise sequences, reducing the learning complexity of LSTM; the model is combined
with feature data to achieve improved prediction accuracy.
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The rest of the paper is organized as follows: Second 2 analyzes the characteristics
of PV output power and performs feature extraction; Section 3 introduces the forecasting
methods and technical descriptions used in this paper; Section 4 presents a case study
that validates the validity of the prediction model proposed in this paper using data from
the Sun Mountain PV power plant in Wuzhong, Ningxia, China; and Section 5 draws
conclusions.

2. PV Power Generation Feature Extraction

There are many factors that affect PV output power. Among them, weather factors
have direct impacts on PV output power. This chapter divides weather conditions into
four types (sunny, partly cloudy, cloudy and rainy); analyzes the PV output power law in
detail under different weather types; and extracts eigenvalues according to the PV output
power law.

2.1. Typical Form of PV Power Generation

Figure 1 depicts the PV output power produced for five days under four typical
weather types: sunny, partly cloudy, cloudy and rainy. The daily comparison is conducted
from 5:00 to 18:45, and the sampling interval is 15 min, with a total of 56 nodes per day.
Among them, the PV output power levels on sunny days exhibit the highest similarity
and are close to the same value. Due to changes in climatic conditions, the fluctuation of
PV output power on cloudy, and cloudy and rainy days increases and becomes extremely
irregular, and the maximum daily PV output power gradually decreases. When dealing
with such problems, some scholars use algorithms to find historically similar days as a
training set. The dataset is clustered and analyzed according to its meteorological features,
the weather types are divided based on this, and the forecast days are predicted using
the data obtained under the same weather type. However, it can be seen from the figure
that even under the same weather type, the PV output law exhibits obvious differences.
Therefore, it is difficult to capture the power fluctuation characteristics for a whole day
based only on the daily matching of similar weather characteristics. At the same time, in
a case with a small amount of data, the division of the dataset will reduce the amount
of training data, which will reduce the model prediction accuracy to a certain extent.
Based on the above two points, it is necessary to conduct a more detailed analysis of the
characteristics of PV output power, and conduct feature screening and matching at a finer
time granularity to achieve improved prediction accuracy.

As seen from the above figure, the output PV power has a strong trend on sunny
days and gradually decreases after gradually increasing to the peak output, showing a
hemispherical shape. Although there are no such obvious features for other weather types,
from a short-term point of view, the PV output power also forms a short-term increasing or
decreasing trend after fluctuation. Therefore, this feature is called the short-term trend of
PV output power in this paper. Although it is difficult to find days with similar PV output
power, under the same type of weather, the PV output power fluctuates within roughly
the same interval. Therefore, it is easier to find similar output points at the same time in
history, and at the same time, the quality of the dataset can be improved (that is, made
more accurate). Based on the above analysis, feature data for the short-term trend of PV
output power and the similarities to power are simultaneously constructed.

2.2. Short-Term Trend Correlation Analysis

According to the characteristic that PV output power forms an increasing or decreasing
trend in a short period of time, this paper takes the power at N moments before the PV
output power point as a feature and conducts a correlation analysis on it. The purpose is
to determine that the PV output power at time t has a strong correlation with the outputs
at the previous time points. P(t) represents the power at time t, and P(t−1) represents the
power at the previous time node before time t. The historical measured data are constructed
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in turn to construct power features, and SPSS software is used to carry out a correlation
analysis on the constructed dataset. The results are shown in Table 1.

Figure 1. Typical weather-PV output power curves. (a) Typical weather for sunny days (b) Typical
weather for partly cloudy days (c) Typical weather for cloudy days (d) Typical weather for rainy days.

Table 1. Correlation coefficients for the first 7 moments.

Time t−1 t−2 t−3 t−4 t−5 t−6 t−7

Correlation
coefficient 0.95 0.92 0.88 0.85 0.81 0.76 0.71

In this paper, data with correlations exceeding 0.7 are retained. The power at time t has
a strong correlation with the power at the previous seven time stamps, and the correlation
strength decreases in turn. It is proven that the change in the current power has a certain
internal relationship with the power at the previous moments, which is in line with the
hypothesis of this paper and can be used as a prediction feature. In this paper, the power
levels at the first three moments with the strongest correlations are selected as the features.

2.3. Power Similarity Matching at the Same Moment

The purpose of similarity matching is to find similar power points at the same moment
in history. When selecting the power features at the same time, the output power is
greatly affected by meteorological features such as global horizontal irradiance, the ambient
temperature, the humidity, etc. The above features are selected to calculate the grey
correlation degree. Considering that the similarity between the forecast date and the
historical date is affected by seasonality, the closer to the forecast date, the higher the
probability of finding similar outputs is. Therefore, this paper only analyzes the grey
correlation degree at the same time 30 days before the PV output power point and selects
the three power data with the highest grey correlation degrees as the prediction features.
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2.3.1. Relevance Calculation

The formula for calculating the correlation coefficients between the comparison se-
quence xi(k) and the reference sequence y(k) is shown in Equation (1).

ξi(k) =
min

i
min

k
|y(k)− xi(k)|+ ρ max

i
max

k
|y(k)− xi(k)|

|y(k)− xi(k)|+ ρ max
i

max
k
|y(k)− xi(k)|

(1)

ξi denotes the correlation coefficient of element k; mini mink |y(k) − xi(k)| is the
minimum value of the absolute difference between all comparison sequence values and
the reference sequence values. Similarly, maxi maxk |y(k) − xi(k)| is the maximum value of
the absolute difference between the sequences; the resolution coefficient ρ is taken as 0.4 in
this paper.

2.3.2. Grey Relation Analysis

After calculating the relation coefficient for each element in xi(k), the grey relation
degree ri can be calculated by Equation (2).

ri =
1
n

n

∑
k=1

ξi(k), k = 1, 2, · · · , n (2)

ri > 0.7 indicates that the two datasets are strongly correlated; 0.5 < ri < 0.7 indicates
some correlation; ri < 0.5 indicates little correlation.

2.3.3. Process of Feature Selection

The algorithmic flow is shown in Table 2. Utilizing Equation (1) to calculate the
correlations between the prediction points and the meteorological features at the same
moment for the previous 30 days, the first three power points with the highest correlations
are selected as the prediction features, and the power levels with the largest-to-smallest
correlations are Pa, Pb and Pc. Performing feature construction for specific similar moments
can make the prediction model training process more targeted.

Table 2. Similarity feature selection process.

Input: PV output power history dataset.

1. The process of data normalization;

2. Select the PV outputs at time t as the reference series;

3. Perform grey relation analysis with each t-moment for the previous 30 days;

4. Sort r values from largest to smallest, and retain the powers of the three moments with the
strongest correlations;

5. t moments +1, and repeat steps 2–4 until the last data point is reached;

Output: PV power, Pa, Pb, Pc, complete feature construction.

2.4. Optional Feature

To quantify the quality of the matched feature data constructed in this paper, the
Pearson correlation coefficient was introduced to compare the correlation between the
matched features and the original data. The original data include the actual power, global
horizontal irradiance (GHI), the ambient temperature (AT), the component temperature
(CT) and the relative humidity (RH). The matching features include: the power at moment
t−1; power at moment t−2; power at moment t−3; and similar powers Pa, Pb and Pc.
There are 10 vectors. The specific results are shown in Table 3.
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Table 3. Correlation coefficient.

Features GHI AT CT RH t−1 t−2 t−3 Pa Pb Pc

Power 0.796 0.503 0.273 −0.008 0.942 0.914 0.878 0.917 0.607 0.585

It is not difficult to see that in the meteorological data, global horizontal irradiance has
the highest correlation, followed by the ambient temperature. The component temperature
and the relative humidity are weakly correlated with the actual power. The short-term
power trend has been analyzed in a previous article and will not be repeated here. Among
the similar powers, Pa has the strongest correlation with the actual power, which is larger
than the correlation coefficient of global horizontal irradiance. The correlation between
Pb, Pc and actual power decreases, but is still stronger than the correlation coefficient of
the ambient temperature. It can be seen from the correlation results that the feature data
constructed in this paper can improve the quality of the dataset, and most of the data
belong to the strong correlation level.

According to the correlation calculation results in Table 3, all the above matched
feature data can be used as prediction data, and the specific feature quantity selection
results are shown in Table 4.

Table 4. PV output features.

Serial Number Feature Serial Number Feature

1 Global horizontal irradiance 6 Power at moment t−2
2 Ambient temperature 7 Power at moment t−3
3 Component temperature 8 Similar power Pa
4 Relative humidity 9 Similar power Pb
5 Power at moment t−1 10 Similar power Pc

3. Forecasting Methods

This chapter mainly introduces the forecasting method used in this paper. This paper
introduces the basic principles of singularity analysis and LSTM networks, and the process
of their combined use; it also briefly introduces the eigenvalue function and the model
prediction process.

3.1. Singular Spectrum Analysis

SSA is an effective method that is used to analyze and predict nonlinear time series
data, and its adaptive filtering property is suitable for dealing with data containing complex
periodic components [41]. For PV power samples with volatility and nonlinear character-
istics, SSA can decompose the original time series into several smoother series and build
separate prediction models according to different volatility characteristics. The specific
process is as follows.

3.1.1. Embedding

PV data are extracted with a sample size of N x = (x1, x2, . . . ; xN); the length of the
sequence is N (N > 2), the embedding dimensionality is set to L and the value range of L
is usually an integer with 1 < L < N/2. The trajectory matrix G of L × K is generated, as
shown in Equation (3).

G = [G1, G2, · · · , GK] =


x1 x2 · · · xK
x2 x3 · · · xK+1
...

...
. . .

...
xL xL+1 · · · xN

 (3)

where the number of columns in G is expressed as K = N − L + 1.
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3.1.2. Decomposition

Decomposition is performed on the trajectory matrix G, and the decomposition process
is represented by Equation (4).

G =
e

∑
i=1

Si =
e

∑
i=1

√
λiUiVT

i (4)

where e is the number of nonzero eigenvalues in the matrix GTG, and the eigenvalues are
ranked from largest to smallest, i.e., λ1 ≥ λ2 ≥ · · · ≥ λe ≥ 0; λi and the matrices Ui and
Vi are called the eigentriad of the trajectory matrix G, where Vi = GTUi

√
λi and Ui is the

eigenvector of eigenvalue λi.

3.1.3. Reorganization

The above submatrices are filtered and reorganized to form p disjoint groups I = {i1,
i2, . . . , ip}, as shown in Equation (5).

GI = Si1 + Si2 + · · ·+ Sip (5)

3.1.4. Diagonal Averaging

The purpose of diagonal averaging is to convert the above reorganization matrix into a
time series. Let Y be a matrix of size L× K and xrs be a matrix element, where L* = min(L,K),
K* = max(L,K), and N = L+K−1; when L < K, x∗rs = xrs; that is, Y is converted into a time
series y1, y2, y3, . . . ; yN, and the formula is shown in Equation (6).

yk =



1
k

k+1
∑

q=1
x∗q,k−q+1, 1 ≤ k ≤ L∗

1
L∗

L∗

∑
p=1

x∗q,k−q+1, L∗ < k ≤ K∗

1
N−k+1

N−K∗+1
∑

p=k−K∗+1
x∗q,k−q+1, K∗ < k ≤ N

(6)

The SSA decomposition and reconstruction process is shown in Figure 2.

Figure 2. Flowchart of the SSA model.
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For a fluctuating PV power series, the choice of the embedding dimensionality L
directly determines the performance of the model. The larger L is, the better it is at
extracting the PV power components with regular periodic changes, and at the same time,
the model generates redundant components; a smaller embedding dimensionality can
effectively reflect the fluctuating dynamics of the given PV power series, but its ability to
mine key information is limited. Therefore, L is generally set based on the periodicity of
the data. For a PV output power series with short-time-scale fluctuation characteristics
and long-time-scale variation trends, L must be reasonably selected. In this paper, when
selecting the L value, the results are continuously compared through experiments. In the
end, the best results are achieved when L is set to 13.

3.2. LSTM

LSTM is widely used in prediction problems. It is a special RNN model that can learn
long-term data changes during model training. The LSTM prediction model completes the
prediction task by controlling the information retention process through a forgetting gate,
an input gate controlling the input information, and an output gate controlling the output
information [42]. By controlling the memory unit at each time step, LSTM determines the
amount of information to be transmitted at the next moment and the amount of information
retained at the previous moment, so it can effectively capture the continuity of PV output
power. Its structure is shown in Figure 3.

Figure 3. LSTM cell structure diagram.

The structure contains a forgetting gate ft, an input gate it and an output gate Ot. The
forgetting gate is able to selectively retain information in Ct−1; the input gate determines
the amount of information preserved in Ct by the input Xt; and the output gate controls the
effect of long-term memory on the current output ht. The expression is shown in Equation
(7). 

ft = σ
(

W f [ht−1, xt] + b f

)
it = σ(Wi[ht−1, xt] + bi)
Ot = σ(Wo[ht−1, xt] + bo)
Ct = tanh(Wc[ht−1, xt] + bc)
Ct = ftCt−1 + Ct
ht = Ottanh(Ct)

(7)

where Wf, Wi, Wo and Wc are weight matrices; bf, bi, bo and bc are bias parameters; σ is
the activation function; tanh is the hyperbolic tangent function; and ht−1 and Ct denote
the previous cell output and internal candidate cell state, respectively. The LSTM network
structure determines that the error does not decay sharply as the number of learning layers
increases. At the same time, the network can solve the gradient explosion and gradient
disappearance problems that may occur during training. Compared with shallow learning
algorithms, LSTM exhibits an obvious advantage [43].
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3.3. SSA-LSTM Prediction Model

For the PV power prediction problem, which possesses high volatility and stochasticity,
this paper proposes a PV power prediction method considering feature-matched SSA and
LSTM networks. The basic framework is shown in Figure 4.

Figure 4. Flowchart of the combined forecasting model.

The above steps include the LSTM time series prediction model and the LSTM predic-
tion model containing the feature vector. The PV output power sequence is analyzed by
SSA, the embedding dimensionality L is determined and the PV output power sequence is
decomposed into L subsequences. The sequence reconstruction is performed according
to the contribution degrees of the different subsequences to generate m SSA sequences. A
corresponding LSTM prediction model is constructed for each SSA sequence, the power
prediction process is carried out separately in the two prediction models and the final
prediction result is obtained by superimposing the predicted power of each series. To
adjust the parameters of the LSTM, this paper uses the GridSearchCV method. After setting
the parameter range, this approach can automatically match the optimal optimization
parameters for each LSTM model, enabling it to quickly optimize the parameters and
reduce the operation time.

4. Case Study
4.1. Data Preparation

The simulation data in this paper are obtained from PV power and climate feature
sequence samples collected from 1 June 2020 to 31 July 2020 in a domestic PV power plant,
and each sample point contains 10 items: power, irradiance, humidity, ambient temperature,
plate temperature and the newly constructed power features. The article data are selected
from 5:00 a.m. to 18:45 p.m. which is defined as the effective power output period, with a
total of 56 data points per day and a sampling interval of 15 min. The sample ratio of the
training set to the test set is 8:2. All models in this paper are implemented using the Python
programming language, TensorFlow is used to build a deep learning model, and sklearn’s
GridSearchCV is used to realize parameter optimization [44]. The optimal hyperparameter
configuration is crucial to the prediction performance. In this paper, the search ranges for
the batch size and number of epochs are set in advance, and the search range is defined
again based on the optimal output parameters until the optimal result is obtained. The loss
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function adopts the mean square error (mse), and Adam is used for training to prevent
overfitting.

4.2. Error Analysis and Comparison

In this paper, the mean absolute error (MAE), root mean square error (RMSE) and
coefficient of determination (R2) are used as the error indicators of photovoltaic power
station output prediction. Although the mean absolute percentage error (MAPE) is widely
used in experiments, its results are asymmetric. That is, errors higher than the original
value will lead to greater absolute percentage errors [45]. The MAE, RMSE and R2 are
calculated as follows:

MAE =
1
N

N

∑
i=1
|PPi − PMi| (8)

RMSE =

√√√√ 1
N

N

∑
i=1

(PMi − PPi)
2 (9)

R2 = 1−

N
∑

i=1
(PPi − PMi)

2

N
∑

i=1

(
PM − PMi

)2
(10)

where N is the number of predicted data points, and the time interval between each pair
of data points is 15 min; PMi and Ppi are the actual output power and predicted power at
prediction point i, respectively; and PM is the average of the actual power values of all
samples.

4.3. Result and Discussion

First, SSA decomposition is performed on the PV output sequence, which is decom-
posed into 13 feature components, and principal component analysis is performed on the
components. The results are shown in Figure 5.

Figure 5. SSA and principal component analysis.

It can be seen that: the contributions of the components decrease in order; the first
component has a much higher contribution than the others; the contribution values of
components two and three are basically equal; and the first six components are the main
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components with a cumulative share of 90%. In most cases, feature component screening
causes a decrease in prediction performance [46], so all feature components are retained.

To verify the effectiveness of the SSA-LSTM prediction model, the results in this paper
are compared with those of an LSTM network without the SSA decomposition model, as
well as the XGBoost model. At the same time, we will evaluate the performance based on
two frameworks: first, a univariate model using only time and historical load data, and
second, a multivariate model incorporating feature data to better verify the importance of
feature variables. The test set prediction results are shown in Table 5.

Table 5. PV output forecasting results.

Prediction Method
Univariate Multivariate

MAE/MW RMSE/MW R2 MAE/MW RMSE/MW R2

XGBoost 5.121 7.845 0.901 3.003 5.018 0.959

LSTM 3.913 5.374 0.953 2.256 2.672 0.988

SSA-LSTM 1.765 2.010 0.993 0.892 1.096 0.998

From the univariate experiments, it can be seen that the SSA-LSTM model has the best
prediction effect compared to those of the XGBoost and LSTM models without SSA. The
MAE is reduced by 65.5% and 54.8%, the RMSE is reduced by 74.3% and 62.5%, and the
R2 is improved by 10.2% and 4.1%, respectively. This shows that the SSA can smooth the
outgoing power series, which in turn improves the prediction results.

After adding the feature data, the prediction effects of the multivariate models are all
significantly improved. Compared with the univariate models, the MAE and RMSE are
reduced, respectively, by 41.3% and 36.1% for XGBoost; 42.3% and 50.2% for the LSTM
model; and 49.4% and 45.4% for the SSA-LSTM. The prediction accuracy is further improved
after incorporating the constructed feature, but the accuracy achieved by the LSTM model
after incorporating the features is still inferior to that of the univariate SSA-LSTM model,
indicating that the singular spectrum decomposition process plays an important role in
the prediction procedure and proving the effectiveness of the SSA-LSTM model. It can
be seen that in univariate prediction, the LSTM algorithm is more sensitive to seasonality
and data trend [47], and singular universal analysis can highlight this characteristic in
time series decomposition. Thus, the SSA-LSTM univariate model can achieve an excellent
prediction effect. The smooth output sequence can also improve the prediction accuracy
of the multivariable prediction model, which proves the effectiveness of the SSA-LSTM
model.

To test the applicability of the model for prediction under complex weather conditions,
three days with large fluctuations are selected from the dataset for output prediction, as
shown in Figure 6. Since the prediction performances of the multivariate models in the
above experiments are all better than those of the univariate models, multivariate models
are used for these experiments. In the above experiments, the prediction accuracy of the
XGBoost model is not as good as that of the LSTM model. Therefore, the XGBoost algorithm
will be abandoned in the following experiments, and the SSA-LSTM model characterized by
meteorological data will be used as a replacement to verify the role of the newly constructed
power features. The models are classified into three categories: A, B and C. Among them,
model A is the LSTM model using only meteorological data as its features. Model B is the
SSA-LSTM model, which also uses only meteorological data as its features. Model C is an
SSA-LSTM model with meteorological features and the new power features as its features,
and the experimental results are as follows.
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Figure 6. Forecasting results: (a) is the forecast result on 5 July, (b) is the forecast result on 7 July and
(c) is the forecast result on 10 July.

From the simulation results in Figure 6, it can be concluded that the curve fit of model
C is the highest and the prediction accuracy is significantly improved over that of models
A and B. The specific experimental results are shown in Table 6.

Table 6. Error evaluation indices of each prediction model.

Forecasting Date Predictive Models MAE/MW RMSE/MW R2

July 5th
A 3.946 5.452 0.523
B 1.163 1.486 0.964
C 1.064 1.381 0.969

July 7th
A 8.580 11.979 0.626
B 2.137 3.010 0.976
C 1.778 2.411 0.984

July 10th
A 6.801 10.15 0.722
B 2.038 2.863 0.977
C 2.017 2.540 0.982

By comparing the error evaluation indices of model A and model B, it is seen that
the prediction accuracy of the LSTM model is significantly improved after adding SSA
decomposition, with MAE reductions of 70.5%, 75.1% and 85.2%, respectively; RMSE
reductions of 72.7%, 74.8% and 71.7%, respectively; and significant R2 improvements,
which fully verifies the effectiveness of the SSA model applied to LSTM. In addition, the
prediction accuracy of model C is improved once again on the basis of model B, and the
accuracy remains high under fluctuating weather conditions, which proves the effectiveness
of the newly constructed features.

The results are compared and analyzed in Tables 5 and 6. From the comparison results
of model A and multivariate LSTM, it can be seen that after adding new features, the MAE
and RMSE indicators decrease, and the R2 indicator improves significantly. This shows
that the new features can effectively improve the prediction accuracy of the LSTM model.
Therefore, after the above analysis, we believe that the new features and SSA can effectively
improve the prediction accuracy of the model when they act on the LSTM model alone.
Compared with the multivariate SSA-LSTM model, the prediction accuracy of model C is
slightly lower. Because weather with strong volatility is more difficult to predict, it is easy
to cause the accuracy of the prediction model to decline. The same problem arises in [37].
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Secondly, when making single-day predictions, only the data before the prediction day can
be selected as a training set, and the reduction of the training sample size will cause the
prediction accuracy to decrease.

To better reflect the differences between the models, and at the same time verify the
re-liability of the prediction models, residual analysis is conducted on the prediction results
shown in Figure 6, and the specific results are shown in Figure 7. One column represents
the test results for the same day, and the same row represents the same prediction model.
From the figure, we can see that after adding the SSA decomposition model, the LSTM
error range is significantly reduced. At the same time, it can be seen from the figure that
the residual values are randomly distributed on both sides of the zero line, and there is no
obvious trend and regularity, which verifies the reliability of the model.

Figure 7. Prediction residual plot.

5. Conclusions

In this paper, we propose a short-term PV prediction model based on feature matching
(SSA-LSTM) by combining collected PV power generation data with PV power generation
patterns observed under different climatic conditions; through example simulations, we
can see the following:

(1) Through the SSA decomposition method, the original high volatility and stochastic
PV power output curve is decomposed into a series of smoother subsequences, which
makes PV power prediction under fluctuating weather conditions much less difficult
and improves the resulting prediction accuracy;

(2) A reasonable feature selection process can highlight the key features of the input data,
and the dataset obtained after feature matching can effectively improve the model
prediction accuracy;

(3) In an experimental results comparison, this paper adopts comparison tests between
single-input models and multi-input models to evaluate the integrated prediction
accuracy, and the results show that the SSA-LSTM prediction effect achieved after
incorporating the new features is optimal.
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