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Abstract: Reducing the consumption of electricity by computing devices is currently an urgent task.
Moreover, if earlier this problem belonged to the competence of hardware developers and the design
of more cost-effective equipment, then more recently there has been an increased interest in this
issue on the part of software developers. The issues of these studies are extensive. From energy
efficiency issues of various programming languages to the development of energy-saving software
for smartphones and other gadgets. However, to the best of our knowledge, no study has reported
an analysis of the impact of cache optimizations on computing devices’ power consumption. Hence,
this paper aims to provide an analysis of such impact on the software energy efficiency using the
original software design procedure and computational experiments. The proposed Software Cache
Optimization (SCO)-based Methodology was applied to one of the key linear algebra transformations.
Experiments were carried out to determine software energy efficiency. RAPL (Running Average
Power Limit) was used—an interface developed by Intel, which provides built-in counters of Central
Processing Unit (CPU) energy consumption. Measurements have shown that optimized software
versions reduce power consumption up to 4 times in relation to the basic transformation scheme.
Experimental results confirm the effectiveness of the SCO-based Methodology used to reduce energy
consumption and the applicability of this technique for software optimization.

Keywords: energy efficiency of software; RAPL; cache memory; software cache optimization;
reflection transformation; householder transformation; cache miss; analytical efficiency evaluation

1. Introduction

In the modern world, the issue of energy efficiency of various classes and architectures
of computing systems is extremely important. This applies equally to mobile phones [1],
which are quite powerful computing systems, and various embedded devices [2], as well as
laptops, computers, and entire computing clusters [3]. In fact, it is extremely important for
the customer to use a mobile phone, laptop, or other smart gadgets for a long time without
recharging [4]. The issue of computers and computing clusters’ energy efficiency is mainly
related to the electricity consumed and bills for it. Additionally, if the individual computers’
energy efficiency is not so relevant, then the high energy consumption of computing clusters
can lead to huge electricity bills [5,6], an increase in the cost of renting computing resources,
etc. It is also worth mentioning that, with an increase in electricity consumption, the device
heating increases, and more effort must be spent on cooling it. In some cases, high power
consumption makes the use of a particular device or software ineffective, and sometimes
completely useless. As an example, we can give the mining of cryptocurrencies at a high
electricity cost [7].

Accordingly, reducing the electricity consumption by computing devices is an urgent
task. Traditionally, the solution to this problem has been attributed to the design of more
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cost-effective equipment, i.e., chip manufacturing technology improvement. However,
recently there has been an increased interest in this issue on the part of software develop-
ers [8]. The issue of developing energy-efficient software can be considered from at least
two points of view:

- energy-efficient software development for mobile phones [9,10] and other smart gad-
gets [11,12]; the goal here is to extend the operation of the device without recharging
the battery [13];

- energy-efficient software development for the implementation of computationally
complex algorithms for solving scientific problems, and performing engineering
calculations; the goal here is to reduce energy consumption in general during solving
a specific task or group of tasks [14,15].

Currently, a wide range of researchers are studying the link between the developed
software and the electricity consumed by the computing system. As an example, we
can cite the works already mentioned in this article, in addition, it is necessary to note
the works [16,17], and some others. In these works, the issues of energy efficiency of
data structures used, programming methods for various computing architectures [18],
and issues related to the prediction of various software systems’ energy efficiency are
investigated [19,20].

In [8,21], the issue of various programming languages’ energy efficiency is investigated.
The authors try to answer the question of whether the fastest program is the most energy
efficient [22,23]. Several research papers give different answers to this question [24,25].

There are at least two groups of research papers analyzing the energy consumption of
computing systems and ways to reduce it:

- related to the energy consumption measurement, the evaluation of software energy
efficiency [26];

- aimed at improving software energy efficiency [22,23].

However, to the best of our knowledge, no study reported an analysis of the impact of
cache optimizations on computing devices’ power consumption. Hence, this paper aims
to provide an analysis of such impact on the software energy efficiency using the original
software design procedure and computational experiments.

This work is organized as follows: Section 2 contains an overview of the basic trans-
formation for optimization, Section 3—proposed Software Cache Optimization-based
methodology (SCO-based methodology), and Section 4—results and discussions.

2. Basic Transformation

We have chosen one of the typical matrix transformations as the basic transformation.
On the one hand, many linear algebra problems are widely used in solving many applied
and research problems. Such tasks include solving systems of linear algebraic equations,
searching for eigenvalues and eigenvectors systems, performing singular value decom-
position, and many others. They often arise during solving, as higher-level task stages.
Moreover, typical matrix transformations used in solving basic linear algebra problems
have a fairly high computational complexity, especially when it comes to large-dimensional
matrices, which is typical for modern high-precision and large-scale mathematical models.

Separately, we want to note some two-sided transformations that are widely used in
linear algebra. Expression (1) shows similarity transformation.

B = F−1 AF (1)

Similar matrices have some characteristics that coincide, in particular, rank, determinant,
eigenvalues, and some others. Expression (2) shows the unitary two-sided transformation.

B = UAT (2)
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Here U and T are unitary matrices. This conversion also preserves some original
matrix characteristics, in particular the singular values. Due to the fact that transformations
(1) and (2) preserve eigenvalues and singular values, respectively, they are often used in
algorithms for their calculation. The tasks themselves are well known [27,28].

The general form matrix is often reduced to an “almost triangular” form in solving the
eigenvalue problem. This form differs from the triangular one by the presence of a nonzero
diagonal under or above the main one. Matrices of this type are called, respectively,
the upper or lower Hessenberg matrix. There is a finite transformation sequence that
leads the general form matrix to a Hessenberg form [29] while preserving its eigenvalues.
Such matrices, along with tridiagonal ones, are widely used in algorithms for calculating
eigenvalues that strengthen the main diagonal. For example, in the QR algorithm or the
Jacobi method, reducing the time for matrices transformations to such forms also reduces
the time for solving the eigenvalue problem as a whole. Various mathematical methods
can be implemented to convert the general form matrix to a Hessenberg form. In this
paper, the Householder reflection transformation will be used [30]. Despite the fact that
eigenvalues and singular value decompositions and their numerical implementation have
been known for a long time and have been well studied, the researchers’ attention is still
attracted by the special type matrices transformation [31], as well as the use of singular
values decomposition in solving new technical problems, for example [32]. When studying
the ways of performing these decompositions, the authors, in particular, pay attention to
Hessenberg matrices [33]. Additionally, modern research is related to the Householder
reflection application and implementation [34]. For the most part, publications address
various applications of this algorithm in solving various scientific and applied problems,
often in relation to specific computing architectures [35,36]. Among the works devoted to
linear operators’ optimization for modern architectures, it is possible to note works devoted
to cache optimization [37,38].

Separately, it is worth noting the block Householder transformation (BH), which also
receives a lot of attention from researchers.

Let Q(3) be the product of the Householder n × n matrices.

Q = Q1.....QR (3)

Matrices Q can be represented as (4), where W and Y are of dimension n * r [39].

Q = I + WYT (4)

The pseudo-code of matrix Q block representation can be represented as follows.

1: Y = v(1)

2: W = −2 v(1)/[v(1)]T v(1)

3: for j = 2 to r
4: z = −2(I + WYT) v(j)/[v(j)]T v(j)

5: W = [W z]
6: Y = [Y v(j)]
7: end

Here v(j)—j-th reflection vector, and Y—matrix of reflection vectors.
The BH is based on the reflection vectors’ accumulation and mainly uses Basic Linear

Algebra Subprograms (BLAS) Level 3 operations (matrix–matrix operations, including
matrix multiplication gemm). At the same time, the traditional Householder reflection is
based on BLAS Level 2 operations (matrix–vector operations). At the same time, BLAS 2
operations are implemented less efficiently on modern parallel computing architectures
than BLAS 3 operations. This is due to the fact that BLAS 3 operations are potentially better
optimized in terms of using the cache memory.

This BH is the basis of a large number of efficient matrix transformation algorithms,
including the general form matrices’ reduction to Hessenberg form. In particular, the
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work [40] considers the issues of Householder transformation effective implementation
using the WY representation, including an application for solving eigenvalues and the
eigenvectors system problems; the issues of efficient memory use when performing these
transformations are analyzed.

In addition to the actual research in the field of effective BH implementation, some
researchers are engaged in improving the efficiency of LAPACK (Linear Algebra PACKage)
algorithms [41] on various parallel computing architectures.

In modern computing systems, parallelism can be implemented at different levels,
and different types of parallelism can be used, often several within the same computing
architecture [42,43]. Accordingly, research is being conducted on the adaptation of well-
known numerical methods for effective implementation on modern parallel architectures,
or to create completely alternative algorithms, the effectiveness of implementing algorithms
on various parallel architectures is evaluated, for example, in [44,45].

The target computing architectures in this paper are parallel computing systems with
shared memory, so, the following can be identified as the main directions for improving
software efficiency (Figure 1).

Figure 1. The main directions of increasing the software efficiency for target computing architectures.

This work is based on previous research. In particular, the paper [46] describes a
vectorization method for algorithms of general form matrices eigenvalues and singular
values decompositions; the Householder reflection was used as the basic transformation.
Computational experiments have confirmed the effectiveness of the proposed vectorization
methods. In [47], methods were proposed to improve the parallelization algorithm of
the basic transformation, in particular, the method of reducing the sequential calculations
proportion. This made it possible to reduce the software execution time, which proves the
effectiveness of such techniques. In [48], the matrices decomposition using Householder
reflections on parallel computing systems with shared memory is considered. It is shown
that, in the case of performing a Householder linear transformation, it is possible to choose
an optimal calculation scheme that significantly reduces the probability of cache misses.
In the case of performing a two-sided conversion, the situation is not so unambiguous,
since it is necessary to perform multiplication on both sides to preserve eigenvalues or
singular values.

3. Software Cache Optimization-Based Methodology

This paper will show the use of SCO-based methodology, designed to improve data
caching algorithms in software development for computing systems with a hierarchical
memory structure (Figure 2).



Energies 2022, 15, 7509 5 of 15

Figure 2. SCO stages.

At the first SCO stage, the current required algorithm is analyzed. This algorithm is
characterized by sets of arithmetic–logical operations Hop and memory access operations
U. During analysis:

- the set of memory access operations is divided into disjoint subsets according to
the method of accessing memory that affects the cache miss probability; subsets of
operations with equal cache miss probability values Pcm are obtained;

- the number of element {Nα}αεA s and the cache miss probability {Pα}αεA are determined
for each of the obtained subsets;

- the number of arithmetic and logical operations in general for the entire algorithm
Nop is determined;

- the expression is formed that evaluates the software running time T.

At the second SCO stage, the results are analyzed and an attempt is made to correct
the original algorithm to improve the caching algorithms:

- analyzing the obtained subsets of memory access operations and the corresponding
values of the cache miss probability {Pα}αεA, the number of operations {Nα}αεA and
the execution time {Tα}αεA of all subset operations, the search for algorithm sections
that negatively affect the data caching process efficiency is carried out;

- an attempt is made to correct the original algorithm, the result is a new division of
the memory access operations set into subsets with other characteristics {U’β}βεB;
permutation optimization and other approaches can be used to correct the algorithm;

- software running time T’ with the modified algorithm is estimated;
- resulting speedup value S is calculated.

After completing the SCO, a decision is made to re-apply this procedure depending
on the value of a quality function. For example, when making a decision, the resulting
speedup value is used (Figure 2).

We applied SCO to the two-sided Householder transformation in reducing the general
form matrix to the Hessenberg form. As a result, we obtained two optimized schemes for
performing the calculations.
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3.1. Row-Oriented Householder Reflection

Figure 3 shows the process of obtaining a row-oriented scheme for performing the basic
Householder reflection algorithm. The arrows here show the sequence of row operations
(solid arrows) and column operations (dotted arrows) of the original matrix within one
conversion step for the reduction to the upper Hessenberg form.

Figure 3. Obtaining a row-oriented scheme for performing a basic transformation: (a) traditional
algorithm based on the Householder reflection; (b) row-oriented transformation scheme.

Figure 3a shows the scheme of the traditional algorithm based on the Householder
reflection. It is extremely inefficient due to the need to process matrix columns, which
generates a large number of cache misses for matrices stored along the rows.

The order of processing matrix elements could be modified. Figure 3b shows a
row-oriented transformation scheme, where column processing is also carried out along
the rows.

3.2. Single-Pass Householder Reflection

This algorithm contains the potential for further performance improvements. Repeated
application of the same procedure shows the inefficiency of the need for two passes through
the matrix to process rows and columns. As a result, at a certain dimension, by the second
pass, matrix elements begin to be displaced from the cache. The matrix elements’ processing
order can be changed again. Now processing is carried out within one pass in the sequence
first column—first row—second column—second row, etc. This approach significantly
reduces the probability of cache misses. Figure 4 shows obtaining a single-pass scheme for
performing the basic transformation.

Figure 4. Obtaining a single-pass scheme for performing a basic transformation: (a) row-oriented
transformation scheme; (b) single-pass transformation scheme.
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The pseudo-code of this algorithm is presented below. The Hessenberg procedure is
used to bring the general matrix to the upper Hessenberg form; we used the following
notation: A—the original matrix, N—dimension of the original matrix, Householder—the
procedure for calculating the reflection vector, uS—reflection vector, g—normalization
coefficient. SPH—procedure for performing one step of a single-pass Householder trans-
formation (Single-Pass Householder). Matrices and vectors are highlighted in bold, and
the ranges of index changes are indicated in parentheses.

1: Hessenberg (A, N)
2: for s = 1 to N − 2 do
3: (g, uS) = Householder(As, s);
4: SPH(A, N, s, g, uS)
5: end for
6: end Hessenberg

1: SPH(A, N, s, g, uS)
2: for r = 1 to (s−1) do
3: vrs = g A[r, s + 1:N] uS[s + 1:N]
4: A[r, s + 1:N] -= vrs uS

T[s + 1:N]
5: vs

T[s:N] = g uS
T[s + 1:N] A[s + 1:N, s:N]

6: for r = s to N do
7: A[r, s:N] -= uS[r] vs

T[s:N]
8: vrs = g A[r, s + 1:N] uS[s + 1:N]
9: A[r, s + 1:N] -= vrs uS

T[s + 1:N]
10: end SPH

4. Results and Discussions

The experiments were carried out on the Volgograd State Technical University (VSTU)
computing cluster. Currently, the cluster includes 24 nodes, including 16 nodes based on
Intel Xeon of different generations, 8 nodes (2 servers) based on Intel Xeon Phi of the 3rd
generation (KNL), 324 × 86 CPU cores, up to 32 Xeon Phi KNC accelerators, 4 NVidia
TESLA V100/P100/K20 accelerators, the total amount of RAM is 4 TB, the Infiniband
56 Gbit network is used, and peak performance is more than 80 GFlops. Linux CentOS 7 is
installed on most nodes.

We used RAPL in experiments aimed at determining software energy efficiency. RAPL
is an interface developed by Intel, which provides built-in counters of CPU energy con-
sumption. The measurement accuracy depends on the actual microarchitecture, but the
developers claim that, starting with the Haswell architecture, it is based on fairly accurate
measurements. It should be noted that RAPL is not an analog tool, an energy consump-
tion software model is used. This model estimates energy consumption using hardware
performance counters.

Only the CPU and Dynamic Random Access Memory (DRAM) are covered by mea-
surements in most systems, so it is difficult to answer the question of how much energy the
entire system consumes using RAPL. However, despite this, this interface is an excellent
tool designed for monitoring energy consumption and optimizing applications from the
energy efficiency point of view.

RAPL provides per-package energy estimates, meaning the totals are at the socket (not
per-core) level. Energy measurements available include: total package, Power Plane 0 (PP0)
which is the aggregate total of all cores, Power Plane 1 (PP1) which is an implementation-
defined part of the “uncore” (usually the Graphics Processing Unit, GPU), and the DRAM.
Measurement availability varies by chip model. DRAM measurements were originally
only available for server systems but, starting with Haswell, are available on all CPUs.
Similarly, GPU measurements are not available on server versions of the CPUs. A number
of publications present RAPL interface studies on various architectures, and fairly high
measurement accuracy is noted.
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During the experiments, the software execution time and energy consumed by the
computing system were measured. The results are shown in Figures 5 and 6.

Figure 5. Dependence of the software execution time on the problem dimension.

Figure 6. Dependence of the energy consumed on the problem dimension.

As expected, the single-pass transformation scheme turned out to be the fastest, and
the implementation of the classic two-sided Householder transformation scheme was
the slowest.

The energy consumption graphs turned out to be similar to the software execution
time graphs; the fastest scheme turned out to be the most energy-efficient, and the least—
the slowest.

The experiments carried out confirmed the hypothesis expressed in some research
papers [22,23]. The fastest program turned out to be the most energy efficient. For example,
when processing matrices of dimension 8000, the single-pass scheme implementation led
to a consumption of 28.7 kJ, while the classical transformation scheme implementation
on the same dimension led to a consumption of 109 kJ, which is 3.8 times more. Thus, it
can be argued that any optimization aimed at reducing software execution time also leads
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to an increase in software energy efficiency. Additionally, although optimized versions
can consume more power, energy consumption is reduced. At the same time, a direct
relationship between the execution time reduction and power consumption during various
optimizations is unlikely to be observed.

The answer to the question, "What is the quantitative relationship between the software
execution time reduction and the energy consumption decreasing?” is not so obvious.
Figures 7 and 8 show graphs of the power consumed in the software execution process.

Figure 7. The dependence of the power consumed in the software execution process on the problem
dimension (classical scheme).

Figure 8. The dependence of the power consumed in the software execution process on the problem
dimension (single-pass scheme).

Both graphs have the same structure and they present the following data:

PKG—the power consumed by the socket as a whole (Package);
DRAM—the power consumed by DRAM;
PKG Idle—the power consumed by the socket in «idle» mode;
DRAM Idle—the power consumed by DRAM in «idle» mode.
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These figures confirm previously made assumptions that optimized software versions
consume more power. So, when implementing the classical scheme, 49 W is consumed ver-
sus 52 W in the single-pass scheme (domain PKG) and 37 W versus 41 W (domain DRAM).
However, due to a significant reduction in software execution time, energy consumption
is reduced.

The “idle” mode here refers to the system operating mode without running user
software. In this mode, some system processes are executed that do not actually consume
resources (according to the data of the “top” utility). Analyzing Figures 7 and 8, it is
obvious that in the “idle” mode, the CPU consumes power of 22 W and 12.5 W for the PKG
and DRAM domains, respectively. It should also be noted that the graphs in Figure 6 are
obtained by summing the values of PKG and DRAM.

Power consumed measurements in the “idle” mode were carried out as follows. As
mentioned above, we used one of the VSTU computing cluster nodes for computational
experiments. This node contains two Intel Xeon E5-2650 v3 2.3 GHz CPUs, and 128 Gb
RAM. The software measuring the power consumption was run on one CPU, and the
second remained in “idle” mode. The RAPL provides an opportunity to find out the
number of CPUs available to the interface. In terms of RAPL, several package power
domains can be controlled using RAPL. This is equal to the CPU package number in the
system. Then, a set of parameters can be obtained for each CPU.

MSR (Model-Specific Registers) are used to obtain data. MSR are any of the various
control registers in the ×86 instruction set used for debugging, program execution tracing,
computer performance monitoring, and toggling certain CPU features. Reading and writing
to these registers are handled by the rdmsr and wrmsr instructions, respectively. As these
are privileged instructions, they can be executed only by the operating system. Use of
the Linux MSR Kernel Module creates a pseudo file “/dev/cpu/x/msr” (with a unique x
for each CPU or CPU core). A user with permissions to read and/or write to this file can
use the file Input/Output Application Programming Interface (I/O API) to access these
registers. The purpose of registers may vary from model to model.

Only two of all RAPL domains are supported on Intel Xeon E5 v3 CPUs—PKG and
DRAM. These domains are presented on the graphs in the “idle” mode and the software
execution process. Since the experiments were carried out in the CentOS environment, we
used the file I/O API to read the contents of the registers. Figure 9 shows the pseudo-code
of MSR reading.

Figure 9. Pseudo-code of MSR reading.

Here, msr_addr is the required MSR. In particular, the RAPL PKG energy consumed
register and the RAPL DRAM energy consumed register. This MSR is updated approxi-
mately every 1 msec. So, short workloads will have significant errors due to the refresh
rate. In this regard, in the parameter measuring process, the calculations were repeated
many times with next averaging of the results. The number of repetitions was set large
enough for small dimensions to overcome the limitations associated with the frequency of
MSR updates.

We constructed several graphs to assess the quantitative relationship between the
software execution time reduction and energy consumption decreasing. So, Figure 10 shows
the speedup of the optimized software relative to the classical transformation scheme. To
construct this dependence, the data presented in Figure 5 were used.
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Figure 10. The speedup of the optimized software relative to the classical transformation scheme.

Both implementations show good performance growth at dimensions 1000–1500,
which then decreases somewhat. These results are related to the CPU characteristics,
specifically with the size of the cache memory, which for the used CPU is 25 Mb (L3 Smart
Cache). The most speedup is achieved at dimensions of approximately 1750 with this
cache memory amount and the double type (the length is 8 bytes), which we used for
modeling. This is due to the fact that larger-dimensional matrices no longer fit into the
cache, optimized versions increase acceleration on smaller dimensions due to better use
of caches L1/L2. At dimensions greater than 1750, all three versions begin to generate
misses in L3, which somewhat reduces the acceleration value. Further, the performance
drops somewhat and, for a row-oriented scheme, the speedup stabilizes at around 1.35.
For a single-pass scheme, again there is an increase in performance up to a value of 4.1 at
dimension 8000. The performance gain, in this case, is provided by an efficient data caching
algorithm for L2, while the basic scheme generates an increasing number of cache misses.

Next, the ratio of energy consumption of the basic and single-pass transformation
scheme was calculated (Figure 11). Figure 6 data were used for the calculation (the ratio of
the total energy for the PKG and DRAM domains calculated for the basic and single-pass
transformation scheme). In general, the graph is like the speedup graph for a single-pass
scheme, slightly differing in specific values.

Figure 11. The ratio of the energy consumption of the basic and single-pass transformation scheme.
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The dependency shown in Figure 12 illustrates this difference. The ratio of the speedup
value to the power consumption decreasing value for a single-pass scheme is shown here.
It can be seen that this ratio is slightly higher than one, and varies between 1.05–1.1 for
different dimensions.

Figure 12. The ratio of speedup to the decreasing of energy consumption for a single-pass scheme.

That is, the absolute speedup value for a particular dimension slightly exceeds the
reducing energy consumption value, although these values are close. In the course of the
experiments, an assessment was also made of the “extra energy consumption” reduction,
which we can define as the difference between current energy consumption and energy
consumption in the “idle” mode (5).

Edi f f = (PKG + DRAM)− (PKG Idle + DRAM Idle) (5)

However, the analysis showed that these parameter dynamics for the target computing
architecture almost completely coincide with the whole energy consumption dynamics.
In addition, the graphs of the ratio of “extra energy consumption” and whole energy
consumption practically coincide for the two studied software. In fact, let w1 and w2—
“extra” power consumed by two software, and K = (PKG Idle + DRAM Idle)—the power
consumed by the CPU in the “idle” mode. Then

w1

w2
− (K + w1)

(K + w2)
=

(w1/w2 − 1)
(1 + w2/K)

(6)

Earlier (see Figures 7 and 8) it was shown that the difference between the power
consumption for the basic and single-pass schemes is not so great (does not exceed 10%).
Accordingly, the value of the Expression (6) that shows the difference between the ratio of
“extra” and total power consumption for the target computing system is small.

5. Conclusions

Currently, improving the energy efficiency of any activity type, whether it is industrial
production or scientific research, engineering calculations, or the use of household appli-
ances is becoming more relevant than ever. All this applies equally to IT technologies and
energy-efficient software development. So, in this article, we conducted a study related to
the assessment of the relationship between the proposed software optimization method
(SCO) with an increase in software energy efficiency.
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The obtained results show a high correlation degree between the decrease in software
execution time and power consumption. The paper demonstrated the use of the application
cache optimization technique SCO, which resulted in a significant reduction in software
execution time. At certain dimensions, the optimized software version gives a speedup
of more than 4 times in relation to the basic implementation of the transformation. At
the same time, we measured the energy consumed using the RAPL interface provided
by Intel for calculating the energy consumed during the software execution. We carried
out measurements for the obtained optimized versions of the basic algorithm. Separately,
we analyzed the values of the energy consumed by the CPU socket, and DRAM both
during the software execution and in the «idle» mode. Measurements have shown that
optimized algorithm versions reduce power consumption up to 4 times in relation to
the basic transformation scheme. These measurements showed the effectiveness of the
SCO-based methodology used to reduce energy consumption.

Unlike the heuristic approach to improving caching algorithms, SCO provides a formal
tool for optimization. This can reduce the time for software modification, and give a certain
economic effect by reducing energy consumption, computing resources and some other
factors. There are no limitations on the use of this methodology, it can be applied to any
software. However, its use can give a significant result in the case of tasks with regular
access and a large amount of processed data.

The result of further work in this direction will be attempts to determine the im-
pact of other software optimization methods on energy consumption, which would help
developers create better software in terms of energy efficiency.
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