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Abstract: The harsh operating environment aggravates the degradation of pumped storage units
(PSUs). Degradation trend prediction (DTP) provides important support for the condition-based
maintenance of PSUs. However, the complexity of the performance degradation index (PDI) sequence
poses a severe challenge of the reliability of DTP. Additionally, the accuracy of healthy model is
often ignored, resulting in an unconvincing PDI. To solve these problems, a combined DTP model
that integrates the maximal information coefficient (MIC), light gradient boosting machine (LGBM),
variational mode decomposition (VMD) and gated recurrent unit (GRU) is proposed. Firstly, MIC-
LGBM is utilized to generate a high-precision healthy model. MIC is applied to select the working
parameters with the most relevance, then the LGBM is utilized to construct the healthy model.
Afterwards, a performance degradation index (PDI) is generated based on the LGBM healthy model
and monitoring data. Finally, the VMD-GRU prediction model is designed to achieve precise DTP
under the complex PDI sequence. The proposed model is verified by applying it to a PSU located in
Zhejiang province, China. The results reveal that the proposed model achieves the highest precision
healthy model and the best prediction performance compared with other comparative models. The
absolute average (|AVG|) and standard deviation (STD) of fitting errors are reduced to 0.0275 and
0.9245, and the RMSE, MAE, and R2 are 0.00395, 0.0032, and 0.9226 respectively, on average for two
operating conditions.

Keywords: pumped storage unit; degradation trend prediction; maximal information coefficient;
light gradient boosting machine; variational mode decomposition; gated recurrent unit

1. Introduction

Pump storage units (PSUs) store excessive power during light load periods and con-
vert hydro energy into electricity at peak load periods [1]. According to the hydropower
status report [2], the installed capacity of PSUs reached 159.5 GW in 2020, accounting for
94% of the capacity of all energy storage facilities. PSUs are playing an increasingly impor-
tant role in peak–valley reduction and emergency reserves [3–5]. However, the frequent
condition conversion and the complex hydro-mechanical–electric coupling aggravate the
wear and degradation of PSUs. Degradation trend prediction (DTP) ensures the secure
operation of PSUs by evaluating the degradation and predicting the degradation trend
of PSUs. Generally, DTP includes the mechanism-analysis approaches and data-driven
approaches [6]. The mechanism-analysis approaches describe the degradation process
by building a mathematical model based on the failure mechanism. However, complex
systems are difficult to describe precisely with mathematical models, which limits their
application. With the improvement of monitoring systems, data-driven approaches are
attracting increased attention [7]. The data-driven based DTP always consists of two phases:
(a) building a healthy model that represents the good running conditions of PSUs and then
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constructing the performance degradation index (PDI); (b) establishing a precise prediction
model to forecast the future degradation trend of PSUs.

Healthy model building is the process of constructing mapping relationships between
working parameters and status data. Its accuracy directly affects the reliability of PDI. In
relevant literature, the artificial neural network (ANN) [8], Gaussian process regression
(GPR) [9], radial basis function interpolation surface [10,11], Shepard interpolation sur-
face [12], etc. are frequently used. These methods need plenty of computational resources
and time, while their performances are always not satisfactory. Recently, the gradient
boosting machines (GBMs) [13] have developed rapidly due to their low computational
resources, fast training speed, and high fitting accuracy. They are widely used in regression
and classification tasks, such as wind speed forecasting [14,15], fault diagnosis [16,17], and
anomaly detection [18,19]. The light gradient boosting machine (LGBM) [20] is a novel GBM
proposed by Ke et al. in 2017. It has similar performance while requiring far less memory
and training time compared with gradient boosting decision tree (GBDT) and has achieved
state-of-the-art results in numerous competitions. Considering the outstanding advantages
and the potential engineering demand, LGBM would be a great choice to build a healthy
model to fit the mapping relationships exactly and save expensive computational resources.

Moreover, the input and the output of the healthy model should be determined. The
status data, such as swing, vibration, etc., provide a wealth of information on the operating
status of PSUs [21]. It is suitable to use the status data as the output of the healthy model.
The working parameters, which describe the operating mode of PSU in detail, should be
used as the input of the healthy model [8]. However, some working parameters have a
weak correlation with the status data and bring confusion when judging the status of PSUs.
To make sure the healthy model entirely learns the characteristics of a PSU under good
running conditions, it is necessary to screen the working parameters by correlation. The
maximal information coefficient (MIC) [22] can explore not only linear correlation but also
nonlinear and nonfunctional correlations between variables, thus achieving remarkable
success in data screening. Jiang et al. [23] designed a two-step feature selection method
based on MIC to screen the best feature for predicting remaining useful life of the bearing.
Ji et al. [24] proposed a novel selection method of software attribute by combining MIC
and automatic clustering. Due to its superior performance, MIC is adopted to screen the
working parameters in this paper.

The PDI is obtained after building the healthy model, after which the degradation
trend of the PSU should be predicted to support decision-making. Classical machine
learning methods, such as autoregressive integrated moving average (ARIMA) [25], sup-
port vector regression (SVR) [26], ANN [27], etc., are widely used in related works. With
the development of machine learning, recurrent neural networks (RNNs) [28] have ob-
tained excellent results in prediction tasks. Park et al. [29] used long short-term memory
(LSTM) to predict the remaining useful life of a battery. Xia et al. [30] combined the multi-
layer attention and LSTM models to predict the degradation trend of mechanical systems.
Wu et al. [31] predicted the remaining useful life of a cooling system by using LSTM and
gated recurrent unit (GRU), respectively, finding that GRU performs better than LSTM.
Compared with LSTM, GRU [32] only has two gates and fewer parameters, while it often
achieves slightly better results [33–35]. However, the degradation trend of PSU is non-
periodic, with irregular fluctuation components. Even GRU cannot learn the degradation
trend of PSU well. The complexity of PDI sequences brings difficulty for high-precision
prediction. One way to solve this issue is to make the PDI sequence simpler. Empirical
mode decomposition (EMD) [36] is a classical decomposition method which has been
widely used. However, EMD lacks a theoretical foundation and suffers from problems
such as mode mixing and boundary effect. To overcome these shortcomings, variational
mode decomposition (VMD) [37] has been proposed. It has a sound theoretical foundation
and is suitable for dealing with nonlinear and non-stationary series [38]. It decomposes
the complex series into a series of approximately orthogonal simple modes and is popular
in the fields of signal denoising [39], runoff forecasting [40], wind speed forecasting [41],



Energies 2022, 15, 605 3 of 21

etc. Thus, the complex PDI sequences are decomposed into simpler modes by VMD before
being fed into GRU to improve the accuracy of prediction.

To achieve precise degradation trend prediction for a PSU, a combined DTP model of
a PSU is proposed based on MIC-LGBM and VMD-GRU. Firstly, the working parameters
are selected by MIC. Afterwards, the LGBM healthy model is built, and the PDI is obtained
by measuring the difference between the benchmark output of the healthy model and the
monitoring status data. Finally, the PDI sequence is sent into the VMD-GRU prediction
model to obtain a reliable future degradation trend. The main contributions of this work
are listed as follows:

(a) Considering that the relationships between the working condition parameters and the
state data are not linear, MIC is utilized to screen the relevant working parameters.
The interference of irrelevant working parameters is reduced, and the performance of
the healthy model is improved.

(b) Inspired by the superiority of LGBM, the healthy model is constructed and not
only achieves a high-precision fitting result but also consumes fewer computational
resources as it has a strongly competitive training speed.

(c) To address the challenges caused by the complexity of PDI sequences, the VMD-GRU
prediction model is designed for reliable prediction. The complex degradation trend is
decomposed into a series of simple sequences by VMD, which can be more adequately
learned by GRU. An outstanding prediction result is obtained compared with other
popular prediction models.

The remainder of this paper is organized as follows. The relevant theoretical back-
ground is stated in Section 2. Then, the proposed DTP model is presented in Section 3.
In Section 4, model validation, comparative experiments, and analysis are carried out.
Conclusions and future work are presented in Section 5.

2. Theoretical Background
2.1. Maximal Information Coefficient

Compared with traditional correlation coefficients, MIC has generality and equitability.
It not only captures linear, nonlinear, or even nonfunctional correlations (i.e., generality)
but also assigns similar scores to any variables containing equal noise (i.e., equitability) [42].
Supposing a dataset of ordered pairs D = {X, Y} = {(xi, yi), i = 1, · · · , N}, where X and
Y are variables with length N, the MIC is calculated with the following steps:

Step 1: Divide the D into m-by-n grids G, where m ∗ n ≤ B, and B is set to N0.6 [22] in
this paper.

Step 2: Calculate the maximum mutual information (MI) of D under G MI∗(D|G) by
Equation (1); then, the (m, n)th term of characteristic matrix Mm,n is obtained by normaliz-
ing MI∗(D|G) as Equation (2).

MI∗(D|G) = maxMI(G) = max ∑
m,n

p(xi, yi) log2

(
p(xi, yi)

p(xi)p(yi)

)
(1)

Mm,n =
MI∗(D|G)

log2 min(m, n)
(2)

where p(xi, yi) denotes the joint probability density, and p(xi) and p(yi) denote the marginal
probability densities.

Step 3: Calculate Mm,n for all grids that satisfy m ∗ n ≤ B; then, the MIC of D is the
maximum term in the characteristic matrix, namely

MIC(D) = max
m∗n≤B

Mm,n (3)

where MIC ranges from 0 to 1. The larger the MIC, the stronger correlation.
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2.2. Light Gradient Boosting Machine

Extreme gradient boosting (XGBoost) [43] and LGBM models are popular ensemble
learning methods based on GDBT. Compared with XGBoost and GDBT, LGBM consumes
fewer computational resources and has a faster training speed while obtaining a similar
accuracy [20,44]. The superiority of LGBM is mainly reflected by the following technologies:

(a) Gradient-based one-side sampling (GOSS). Data with large gradients contribute more
to the model and require more attention during training, while those with small
gradients are already sufficiently learned by the model. GOSS is applied to make the
model focus more on data with large gradients, while avoiding large variations in
the distribution of training data. The process of GOSS is described as follows. Firstly,
data are sorted according to the gradient by decreasing order. Afterwards, the top a%
of data are retained, and b% of the remaining data is randomly selected. Finally, the
information gain is calculated and the gradient of the selected b% data is multiplied
by 1−a

b .
(b) Exclusive feature bundling (EFB). EFB is effective when data are high-dimensional. It

bundles mutually exclusive features to reduce the number of features, thus increasing
the training speed without reducing the training accuracy.

(c) Histogram-based algorithm. The continuous features are discretized into K bins,
which are utilized to generate the histogram during training, and the optimal segmen-
tation point is found by traversing the discrete value in the histogram, as shown in
Figure 1. This approach reduces the memory consumption.

(d) Leaf-wise growth strategy. The level-wise growth strategy splits plenty of redundant
leaves with low gain, which excessively consumes computational resources [45], while
the leaf-wise growth strategy achieves higher precision by splitting the leaf with the
greatest gain. The comparison of the above growth strategies is shown in Figure 2.
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2.3. Variational Mode Decomposition

VMD is a non-recursive and adaptive signal decomposition method [37]. It obtains a
series of approximately orthogonal modes by solving a variational optimization problem.
The variational optimization problem is described as follows:

min
{uk},{wk}

{
∑
k
‖∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt‖2

2

}
(4)

s.t.
K

∑
k=1

uk(t) = x(t) (5)

where K denotes the number of modes, x(t) is the original sequence, {uk} = {u1, · · · , uK}
and {wk} = {w1, · · · , wK} are modes and center frequencies of modes, respectively, δ(t) is
the Dirac distribution, and ∗ denotes convolution operation.

The Lagrange multiplier λ(t) and quadratic penalty term are introduced to make the
problem unconstrained; the augmented Lagrangian L is listed as follows:

L({uk}, {wk}, λ) = α∑
k
‖∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt‖2

2 + ‖x(t)−
K

∑
k=1

uk(t)‖2
2+λ(t), x(t)−

K

∑
k=1

uk(t) (6)

where α is the balance parameter.
The alternate direction method of multipliers (ADMM) [46] is adopted to solve the

augmented Lagrangian L. uk, wk are updated as follows:

ûn+1
k (w) =

x̂(w)−∑i<k ûn+1
i (w)−∑i>k ûn

i (w) +
λ̂n(w)

2

1 + 2α
(
ω−ωn

k
)2 (7)

ωn+1
k =

∫ ∞
0 w

∣∣∣ûn+1
k (w)

∣∣∣2dw∫ ∞
0

∣∣∣ûn+1
k (w)

∣∣∣2dw
(8)

λ̂n+1(w) = λ̂n(w) + τ

(
x̂(w)−

K

∑
k=1

ûn+1
k (w)

)
(9)

where τ is the iteration factor, and n denotes the number of iterations. û(w), x̂(w), and
λ̂(w) are the Fourier transforms of u(t), x(t), and λ(t), respectively.

The iteration is stopped when the following convergence condition is met:

K

∑
k=1

‖ ûn+1
k (w)− ûn

k (w) ‖2
2

‖ ûn
k (w) ‖2

2
< ε (10)

where ε is the convergence threshold.
The number of modes K is key in VMD. On one hand, the modes are still complex if K

is too small, which is inconducive to learning degradation trends; thus, the performance of
the prediction model cannot be improved effectively. On the other hand, if K is too large,
a great amount of computational resources is consumed, even the prediction accuracy
is reduced due to the accumulation of prediction errors in sub-models. To determine a
suitable K, the ratio of residual energy to the original signal energy Rres [47] is used as the
criterion of decomposition. The Rres is defined as follows:

Rres =
1
T

T

∑
t=1

∣∣∣∣∣ x(t)−∑K
k=1 uk(t)

x(t)

∣∣∣∣∣× 100% (11)
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where T denotes the length of x(t). The minimum K that satisfies Rres < 1% is the optimal
number of modes.

2.4. Gated Recurrent Unit

A traditional recurrent neural network cannot effectively learn long-term depen-
dence [48]. LSTM solves this shortcoming through the gating mechanism, while this
structure increases the parameters of the network. GRU [49] is a simplified version of LSTM
that only uses two gates, while the prediction accuracy is not reduced. The structure of a
GRU cell is shown in Figure 3. Given the current input Xt and the previous hidden state
Ht−1, the current hidden state Ht is calculated as follows.
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Firstly, Ht−1 and Xt are put into the reset gate Rt and generate the candidate hidden
state Ht:

Rt = sigmoid(WrxXt + UrhHt−1) (12)

Ht = tanh(WhxXt + Uhh(Rt � Ht−1)) (13)

where� denotes the element-wise multiplication. Wrx, Urh, Whx, and Uhh are the weight ma-
trices.

Afterwards, the update gate Zt controls how much information in Ht is utilized to
generate Ht:

Zt = sigmoid(WzxXt + UzhHt−1) (14)

Ht = (1− Zt)� Ht−1 + Zt � H̃t (15)

where Wzx and Uzh are weight matrices.

3. The DTP Model Based on MIC-LGBM and VMD-GRU

To predict the degradation trend of a PSU precisely and provide support for condition-
based maintenance, a MIC-LGBM and VMD-GRU-based combined model is proposed. On
one hand, it generates a reliable PDI in a short time, only using few computational resources;
on the other, its predicted degradation trend is accurate and has a strong correlation with
the actual degradation trend. The overall flowchart of the proposed model is shown in
Figure 4. Firstly, working parameters are screened by MIC, and the interference information
is removed. Secondly, the data in the benchmark state, which represents the good running
conditions of PSU, are utilized to generate the LGBM healthy model, and then the PDI
sequence is obtained. Lastly, the VMD-GRU prediction model is constructed to predict the
degradation trend of PSU.



Energies 2022, 15, 605 7 of 21

Energies 2022, 15, x FOR PEER REVIEW 7 of 24 
 

 

To predict the degradation trend of a PSU precisely and provide support for condi-
tion-based maintenance, a MIC-LGBM and VMD-GRU-based combined model is pro-
posed. On one hand, it generates a reliable PDI in a short time, only using few computa-
tional resources; on the other, its predicted degradation trend is accurate and has a strong 
correlation with the actual degradation trend. The overall flowchart of the proposed 
model is shown in Figure 4. Firstly, working parameters are screened by MIC, and the 
interference information is removed. Secondly, the data in the benchmark state, which 
represents the good running conditions of PSU, are utilized to generate the LGBM healthy 
model, and then the PDI sequence is obtained. Lastly, the VMD-GRU prediction model is 
constructed to predict the degradation trend of PSU. 

Maximum information 
coefficient

Active power Reactive 
power

Excitation
current

Excitation 
current

Working 
head

Guide vane 
opening

Status data

Relevant working 
parameters

LGBMMonitoring 
status data

Step1. Working parameter 
selection

VMD 

MODE 1

MODE 2

MODE K

...

GRU
Sub-model

GRU
Sub-model

GRU
Sub-model

...
Healthy 

status data

Working parameters

Working parameters
Monitoring working 

parameters

Step2.Healthy model construction
 and PDI  generation

Step3.Degradation trend prediction by VMD-GRU

Inputs

Labels

...

Healthy model training

...

Presumptive 
status data

PDI sequence Future PDI 


−= =

T
t

i

ii

tp
tpts

T
iPDI 1 )(

|)()(|1)(

PDI generation

 
Figure 4. Proposed DTP model. 

3.1. Working Parameters Selection by MIC 
The status data, such as vibration, swing, etc., reflect the operating status of the PSU 
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3.1. Working Parameters Selection by MIC

The status data, such as vibration, swing, etc., reflect the operating status of the PSU
directly. Besides, the PSU behaves differently under different working parameters. Working
parameters that are poorly correlated with the status data bring interference to the judgment
of the PSU’s status. Therefore, invalid operating parameters are excluded by MIC to ensure
that the inputs to the healthy model are critical to determine the operating status of PSU.
Given l working parameters w1(t), w2(t), · · · , wl(t) and the status data s(t) of PSU, the
selection of working parameters is carried out as follows:

(1) Calculate the correlation c(i), i = 1, · · · , l between wi(t), i = 1, · · · , l and s(t) by the
MIC in Section 2.1.

(2) Obtain the selection threshold δ as follows:

δ =
1
l

l

∑
i=1

c(i) (16)

(3) The working parameter wi(t) is selected as input of the healthy model if c(i) ≥ δ.
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3.2. Healthy Model Construction and PDI Generation
3.2.1. Part A: Healthy Model Construction

After selecting the input, the status data are used as the output of the healthy model.
Thus, the LGBM healthy model is built as follows:

(1) The period when the PSU is running well is selected as the benchmark state. The
selected working parameters under benchmark state w1(t), w2(t), · · · , wm(t) are used
as the input of the LGBM healthy model, and the corresponding healthy status data
h(t) are adopted as the output of the LGBM healthy model. Thus, the nonlinear
mapping relationship is established as follows:

h(t) = f
(

w1(t), w2(t), · · · , wm(t)
)

(17)

(2) The trial-and-error method is utilized to determine the optimal parameters of LGBM.

The absolute average (|AVG|) and standard deviation (STD) of the fitting errors
E = {e(i), i = 1, · · · , N} on the test set are introduced to evaluate the effectiveness of the
LGBM healthy model. The definition of |AVG| and STD are presented as follows:

|AVG| =
∣∣∣∣ 1

N ∑N
i=1 e(i)

∣∣∣∣ (18)

STD = ∑N
i=1

(e(i)− e)2

N − 1
(19)

where N is the number of fitting errors E and e denotes the average of E. The smaller
the |AVG|, the smaller fitting error. The smaller the STD, the more stable the healthy
model performance.

Moreover, the training time of the healthy model TIME is recorded to illustrate the
computational resource consumption.

TIME = tend − tstart (20)

where tend and tstart represent the start time and end time of model training, respectively.
The smaller the TIME, the smaller the cost of computational resources.

3.2.2. Part B: PDI Generation

The performance degradation of the PSU mainly occurs in the pumping condition
and generation condition. Therefore, a single pumping or generation process is used as the
basis unit of PDI generation in this paper. The PDI PDI(i) of the ith process is calculated
as follows:

pi(t) = f
(

w1
i (t), w2

i (t), · · · , wm
i (t)

)
(21)

PDI(i) =
1
T ∑T

t=1
|si(t)− pi(t)|

pi(t)
(22)

where si(t) is the monitoring status data, w1
i (t), w2

i (t), · · · , wm
i (t) are the monitoring work-

ing parameters selected by the MIC, f denotes the mapping relationship learned by the
LGBM healthy model, pi(t) implies the presumptive status data under corresponding
working parameters when the PSU is running well, and T denotes the number of points in
the ith process.

3.3. Degradation Trend Prediction with VMD-GRU

The VMD-GRU prediction model is constructed after obtaining PDI. As shown in
the bottom of Figure 4, the PDI sequence is decomposed into a series of modes at first.
Then, the GRU sub-models are built for each mode separately. Finally, the predicted values
of all modes are added to obtain the future PDI. The structure of the GRU sub-model is
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shown in Figure 5. The long-term dependence of the PDI sequence is extracted by the GRU
layer; then, the output of the final GRU cell is sent to the full connected layers to obtain the
predicted value of mode.
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RMSE, MAE, and R2 are selected as metrics for evaluating the performance of the
prediction model.

(a) RMSE:

RMSE =

√
∑N

i=1
(yi − ỹi)

2

N
(23)

(b) MAE:

MAE =
1
N ∑N

i=1|yi − ỹi| (24)

(c) R2:

R2 = 1− ∑N
i=1(yi − ỹi)

2

∑N
i=1(yi − y)2 (25)

where yi and ỹi denote the actual PDI and predicted PDI, respectively. N is the length
of the actual PDI, and y is the average of yi.

4. Case Study

The proposed DTP model was verified on a PSU located in China, and comparison
experiments were conducted to illustrate the superiority of components of the proposed
model. All experiments were carried out in the Python 3.6.4 environment running on a
computer with R7 5800h CPU, GTX3060ti GPU.

4.1. Data Source

The structure of the PSU is shown in Figure 6. It has a single-stage mixed-flow pump-
turbine unit with a capacity of 375 MW. The single-shaft vertical-stage pump-turbine is
concatenated with the power generating motor, which has a rated speed of 375 r/min,
through the main shaft. The monitoring system has worked since 19 May 2017. According
to the operation reports, no abnormalities or accidents occurred from 15 January 2018 to
15 February 2018, which means the PSU ran well. This period was chosen as the benchmark
state. The PSU had poor performance between 1 March 2019 to 1 October 2019, and this
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period was used for generating the PDI. Besides, the PSU has different characteristics under
different operating conditions, and DTP was carried out on the pumping condition and
generating conditions, respectively. There were 207 pumping processes and 307 generating
processes during PDI generation.
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4.2. Working Parameter Selection Based on MIC

Among the status data, swing and vibration reflect the operating status of the PDU
significantly [9]. The swing of the upper guide bearing was chosen to reflect the status
of the PSU in this paper. Therefore, the output of the healthy model was determined as
swing. The working parameters, such as active power, reactive power, excitation recurrent,
excitation voltage, working head, guide vane opening, etc., determine the operation mode
of the PSU. The working parameters have different effects on the swing; however, they also
have different correlations with the swing. The relationships between the swing and the
working parameters under the benchmark state are shown in Figure 7.
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From Figure 7a, it can be seen that swing was distributed from 59.12–67.31 µm and
55.64–63.75 µm under the pumping condition and generating condition, respectively. This
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indicates that PSU has different vibration characteristics under these operating conditions,
and it is necessary to generate a PDI for all operating conditions separately to ensure
consistency. Figure 7b shows that the reactive power of PSU is mostly distributed between
6.33 MVar and 60 Mvar, while a small amount is distributed from 91.2 Mvar to 102.3 MVar.
Moreover, the relationships between the swing and the above working parameters are not
linear and are difficult to discern directly; the same conclusions can be drawn in Figure 7c–f.
Thus, MIC was utilized to extract the complex relationships between the swing and the
working parameters; then, the selection threshold δ was calculated by Equation (16) to
exclude the working parameters that have weak correlations with the swing. The MIC
and δ are shown in Figure 8, where δ = 0.553. The active power, working head, and guide
vane opening were selected as the inputs of the healthy model since their MICs are greater
than δ.
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4.3. Healthy Model Establishment and PDI Construction
4.3.1. Comparative Healthy Models and Parameter Settings

After determining the input and output of the healthy model, the LGBM healthy mod-
els were built under two operating conditions, respectively. In the benchmark state, there
were 5009 samples under the pumping condition and 3175 samples under the generating
condition. In total, 90% of the benchmark state was used for training, and the remaining
10% was applied for testing. The GPR, Classification and Regression Tree (CART) [50],
and XGBoost are small and effective; thus, they were adopted for the comparison with
the LGBM. The optimal parameters of healthy models were obtained through the trial-
and-error method, as listed in Table 1. Moreover, ablation experiments were conducted to
illustrate the importance of working parameter selection; i.e., all working parameters were
taken as the input of the healthy model.

Table 1. Parameter setting of healthy models.

Model Parameter Settings

GPR Kernel = ‘RBF’, alpha = ‘1e-9′.
CART Criterion = ‘MSE’, Min_samples_split = 2, Min_samples_leaf = 1.

XGBoost Booster = ‘gbtree’, eta = 0.1, Max_depth = 7, Min_child_weight = 1, Sub_sample = 0.82.
LGBM Max_depth = 8, Num_leaves = 19, Min_child_samples = 30, Sub_sample = 0.85.
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4.3.2. Performance Analysis and Discussion of Healthy Models

The evaluation metrics of different healthy models on the testing set are listed in
Table 2. The bolded values represent the best metrics. The box plots of fitting errors on
the testing set are shown in Figure 9, and the mean values of evaluation metrics of two
operating conditions are presented in Figure 10.

Table 2. Fitting errors of healthy models.

Parameter
Selection

Healthy
Model

Pumping Condition Generating Condition

|AVG| STD TIME |AVG| STD TIME

NO MIC

GPR 0.065 1.033 2.317 0.014 1.037 1.700
CART 0.093 1.246 0.182 0.036 1.127 0.096

XGBoost 0.384 1.174 1.539 0.030 1.128 0.937
LGBM 0.082 1.055 0.755 0.028 0.994 0.652

MIC

GPR 0.049 0.985 2.261 0.029 1.071 1.553
CART 0.056 1.169 0.023 0.023 1.063 0.036

XGBoost 0.040 0.994 0.314 0.023 0.970 0.612
LGBM 0.036 0.911 0.302 0.019 0.938 0.563
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When the working parameters were selected by MIC, LGBM achieved the minimum
|AVG| and STD among all healthy models under both the pumping condition and generat-
ing condition. This reveals that LGBM has the smallest fitting error and the most stable
performance. The |AVG| and TIME of XGBoost are close to those of LGBM, while STD
is 6.2% higher than LGBM on average for two operating conditions. This indicates that
XGBoost is more likely to produce outliers. CART takes the shortest training time among
healthy models, while |AVG| and STD are larger than XGBoost and LGBM. Although it
trains quickly, its fitting error is not satisfactory. GPR took the longest time for training and
consumed the most computational resources but performed the worst under the generating
condition. The above conclusions are also verified in Figure 9c,d.

As shown in Table 2, when working parameters were not selected by MIC (NO MIC),
most of healthy models had a larger |AVG| and STD and required a longer training time.
This shows that the redundant components in the working parameters not only decrease
the accuracy and stability of healthy models but also cost more in terms of computational
resources. Interestingly, the working parameter selection improves the performance of GPR
under the pumping condition while its capability reduces under the generating condition.
The working parameter selection makes the distributions of fitting errors on the testing set
more concentrated, as shown in Figure 9. From Figure 10, it can be seen that parameter
selection improved the average performance of GPR, CART, XGBoost, and LGBM under
two operating conditions, where |AVG| improved by 1.2%, 38.9%, 84.7%, and 50%, STD
improved by 0.6%, 5.9%, 14.6%, and 9.7%, and TIME improved by 5.1%, 78.8%, 62.6%, and
38.5%. MIC greatly improves the capability of XGBoost and LGBM.

4.3.3. PDI Construction with LGBM Healthy Model

Based on the reliable LGBM healthy model, the effective PDI sequences are generated.
For the ith process, the presumptive status data pi(t) are obtained by Equation (21); then,
the PDI(i) is calculated by Equation (22). The PDI sequences of two operating conditions
are shown in Figure 11. The PDI sequences of two operating conditions have similar overall
increasing trends. This indicates that the degradation of PSU gradually increases with
operation time, which is consistent with the records in the operating reports. In addition, the
PDI sequences are so complex that there are plenty of recursive components and nonlinear
components. These components are clearly demonstrated in the PDI sequence under the
generating condition, as shown in Figure 12b. They seriously affect the performance of the
prediction model.
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4.4. Degradation Trend Prediction of PSU
4.4.1. Comparative Prediction Models and Parameter Settings

The complex PDI sequence brings challenges for predicting degradation trends ac-
curately. To solve this problem, the VMD-GRU prediction model was constructed in this
paper. VMD was utilized to decompose the PDI sequence into a series of simple modes;
then, GRU sub-models were built for each mode separately, and the predicted values of
the sub-models were summed to obtain the future PDI at last. The following comparative
experiments were conducted to confirm the superiority of VMD-GRU. Firstly, the popu-
lar prediction models were used to illustrate the challenge brought by the complexity of



Energies 2022, 15, 605 15 of 21

the PDI sequence, including ANN [27], SVR [26], LSTM [29], and GRU [33]. Afterwards,
VMD-ANN, VMD-LSTM, and VMD-GRU were compared with ANN, LSTM, and GRU,
respectively, to demonstrate the performance improvement resulting from decomposition;
then, the EMD-ANN, EMD-LSTM, and EMD-GRU prediction models were set up to demon-
strate the effectiveness of VMD. Lastly, the validity of GRU was proved by comparing
GRU, EMD-GRU, and VMD-GRU with corresponding models. The optimal structures and
parameter settings of prediction models were determined by the trial-and-error method, as
shown in Table 3.

Table 3. Parameter setting of prediction models.

Model Parameter Settings

ANN Four full connected layers, number of neurons: 256, 64, 4, 1.
SVR C = 0.8, Kernel = ‘RBF’, Epsilon = 0.001, Tol = 0.001.

LSTM (a) LSTM Layer, 128 units.
(b) Three full connected layers, number of neurons: 256, 64, 1.

GRU (a) GRU Layer, 128 units.
(b) Three full connected layers, number of neurons: 256, 32, 1.

EMD-ANN (a) EMD: Decompose until meeting the stopping condition in [51].
(b) ANN sub-model: it has same structure as ANN prediction model.

EMD-LSTM (a) EMD: Decompose until meeting the stopping condition in [51].
(b) LSTM sub-model: The structure is same as LSTM prediction model.

EMD-GRU (a) EMD: Decompose until meeting the stopping condition in [51].
(b) GRU sub-model: The structure is same as GRU prediction model.

VMD-ANN
(a) VMD : K is set to 4 under pumping condition, while K = 5 under

generating condition.
(b) ANN sub-model: it has same structure as ANN prediction model.

VMD-LSTM
(a) VMD : K is set to 4 under pumping condition, while K = 5 under

generating condition.
(b) LSTM sub-model: The structure is same as LSTM prediction model.

VMD-GRU
(a) VMD : K is set to 4 underpumping condition, while K = 5 under

generating condition.
(b) GRU sub-model: The structure is same as GRU prediction model.

The time step was set to 5 in all prediction models; i.e., PDI(i− 5), PDI(i− 4), · · · ,
PDI(i− 1) were used to predict PDI(i). The first 80% of the PDI sequence was employed
for training and the remaining 20% was utilized for testing. To eliminate randomness, all
prediction results were the averages of 10 repeated experiments.

To determine the optimal number of modes for VMD, the Rres of different numbers
of modes K was calculated under two conditions, respectively. The Rres is shown in
Figure 12a,b. It can be seen that Rres < 1% when K ≥ 4 under the pumping condition and
K ≥ 5 under the generating condition. Therefore, K was set to 4 and 5 under the pumping
condition and generating condition, respectively. The decomposition results under an
optimal K are presented in Figure 12c,d. These demonstrate that the smooth and simple
modes are obtained by VMD, and they store different information of the PDI sequence.
Additionally, the decomposition results of EMD are illustrated in Figure 13. EMD suffers
from the mode mixing severely that multiple frequency components appear in the same
mode. This reveals that the modes generated by EMD are more complex than those of
VMD. Thus, we can conclude that VMD makes PDI sequences simpler, and it provides a
better decomposition compared with EMD.
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4.4.2. Performance Analysis and Discussion of Prediction Models

The prediction results of VMD-GRU on the testing sets are shown in Figure 14, and
those of comparative experiments are shown in Figure 15. The RMSE, MAE, and R2 are
listed in Table 4. The bolded values indicate the optimal metrics. The analysis of the results
and discussion are presented below.
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Table 4. Performance of prediction models.

Prediction
Models

Pumping Condition Generating Condition

RMSE MAE R2 RMSE MAE R2

ANN 0.0173 0.0149 −0.9761 0.0271 0.0232 −1.7304
SVR 0.0147 0.0125 −0.4360 0.0249 0.0208 −1.3031

LSTM 0.0129 0.0095 −0.1060 0.0190 0.0146 −0.3337
GRU 0.0118 0.0096 0.0677 0.0178 0.0136 −0.1780

EMD-ANN 0.0124 0.0106 −0.0187 0.0206 0.0177 −0.5713
EMD-LSTM 0.0076 0.0061 0.6160 0.0099 0.0078 0.6305
EMD-GRU 0.0062 0.0050 0.7457 0.0085 0.0068 0.7328
VMD-ANN 0.0065 0.0056 0.7234 0.0123 0.0100 0.4435
VMD-LSTM 0.0053 0.0045 0.8131 0.0066 0.0053 0.8405
VMD-GRU 0.0035 0.0029 0.9171 0.0044 0.0035 0.9281

(1) Challenges brought by the complex PDI sequence

From Table 4, the R2 values of ANN, SVR, LSTM, and GRU are less than 0.07 under
two operating conditions. This shows that the predicted PDI is poorly correlated with the
actual PDI; thus, the developing trend of PDI is not effectively learned by these prediction
models. The RMSE and MAE of four models are large; additionally, their prediction results
can only fall roughly between the upper and lower envelopes of the actual PDI, as shown
in Figure 15a–d. These show that the prediction models have large deviations. As shown
in Figure 11 and Table 4, the PDI sequence is more complex under generating condition,
and the prediction models perform worse under the generating condition than pumping
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condition. These factors reveal that the performance of prediction models is inversely
proportional to the complexity of the PDI sequence.

Thus, we can conclude that the complexity of the PDI sequence increases the difficulty
of accurate prediction. In this case, even popular prediction models are not effective. The
more complex the PDI sequence, the worse the performance.

(2) Comparison of VMD-based models with other models

VMD-ANN, VMD-LSTM, and VMD-GRU are compared with ANN, LSTM, and GRU,
respectively, to verify the prediction performance improvement due to PDI sequence
simplification by VMD. As listed in Table 4, the VMD-based models show a significant
performance improvement. Compared with GRU, the RMSE and MAE of VMD-GRU are
improved by 237.1% and 231% under the pumping condition and 304.5% and 288.5% under
the generating condition. VMD-LSTM improves RMSE by 143.3% and 187.8% and MAE by
111.1% and 175.4% under the two conditions compared with LSTM. Similar results can be
obtained by comparing VMD-ANN with ANN. These indicate that simple modes are more
conducive to learning PDI sequences and reducing the prediction bias. In addition, the R2

values of VMD-based models are greatly increased compared to the corresponding models.
VMD-GRU reaches the optimal R2, reaching 0.917 under the pumping condition and 0.928
under the generating condition, while the R2 values of most benchmark prediction models
are less than 0. Similar results can be acquired by comparing EMD-based models with
ANN, LSTM, and GRU. These results show that decomposition is helpful to learning the
long-term dependence in a PDI sequence.

As listed in Table 4, the VMD-based models have smaller errors and learn more long-
term dependence in the PDI sequence compared with the EMD-based models. For example,
the RMSE, MAE, and R2 of the VMD-GRU are improved by 85.2%, 83.3%, and 19.9%
compared with those of the EMD-GRU on average for the two operating conditions. This
indicates that the VMD-based prediction models perform better, so the modes obtained by
VMD are more effective.

Therefore, it can be concluded that the simple modes obtained by decomposition are
helpful to learning the trend of PDI sequences and reducing the prediction error. Besides,
the modes generated by VMD are more efficient than those of EMD.

(3) Comparison of GRU-based models with other models

Compared with ANN, SVR, and LSTM, GRU achieves the smallest RMSE and MAE
and the largest R2. Under the two operating conditions, the RMSE of GRU improved
by 49.4% and 62.9% on average and MAE improved by 32.2% and 41.6% on average
compared to ANN and SVR. This indicates that GRU has a smaller prediction bias and
better learning ability compared with these models. The performance of LSTM is much
better than ANN and SVR, yet the RMSE and MAE of LSTM are still larger than GRU
by 7.42% and 2.89%. Besides, LSTM has more parameters and requires more time and
computational resources. Therefore, GRU has the best prediction performance when the
PDI sequence is not decomposed.

Under the two operating conditions, the EMD-GRU achieves the optimal evaluation
metrics and performs best among EMD-based models. Compared with EMD-ANN and
EMD-LSTM, the RMSE is improved by 121.1% and 19.5% on average, and the MAE is
improved by 136.1% and 18.4% on average. Moreover, the R2 of EMD-GRU is also the best
among EMD-based models, reaching 0.7457 and 0.7328 under the pumping condition and
generating condition, respectively. Comparing the VMD-based models, it can be seen that
the RMSE and MAE of VMD-GRU are improved by 137.9% and 143.7% on average over
VMD-ANN and 50.6% and 53.1% over VMD-LSTM under the two operating conditions.
The R2 of VMD-GRU is also the best among VMD-based models. These factors show that
the GRU-based models learn the degradation trend most fully among the corresponding
models when the PDI sequence is decomposed.

VMD-GRU achieves the largest R2 among all prediction models, which are greater
than 0.9 under the two operation conditions. This shows that the predicted values of VMD-
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GRU have a strong correlation with the actual PDI. Besides, VMD-GRU has the smallest
RMSE and MAE among all prediction models. These factors indicate that VMD-GRU has
the smallest prediction error and learns the information in PDI sequence most adequately.

Based on the above analysis, we can conclude that VMD-GRU learns the long-term
dependence of PDI sequence best, achieves the highest prediction accuracy, and every
component of it is indispensable.

5. Conclusions

To predict the degradation trend of PSU reliably, a novel combined model based on
MIC-LGBM and VMD-GRU is proposed in this paper. Firstly, MIC is utilized to eliminate
the working parameters that have weak correlations with the status of PSU. Secondly, the
LGBM healthy model is built to establish the mapping relationship between the selected
working parameters and status data under good running conditions; then, the PDI is ob-
tained on the basis of the LGBM healthy model and monitoring data. Lastly, the VMD-GRU
prediction model is designed to predict the degradation trend reliably. Experimental valida-
tion and comparative analysis show that the proposed model requires less computational
resources while establishing the most accurate and stable healthy model and predicts the
degradation trend most reliably.

However, all hyperparameters are adjusted by the trial-and-error method in this
paper, which consumes a great deal of time. The intelligent optimization algorithms
perform outstandingly in hyperparameter tuning and will be used in our future work.
Besides, the more reliable the degradation trend prediction, the greater the reference for
decision-making. Building a more effective prediction model will also be a research focus
in the future.
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