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Abstract: Electromagnetic ultrasonic testing technology has advantages in measuring the thickness
of pipelines in service. However, the ultrasonic signal is susceptible to corrosions on the internal
and external surfaces of the pipeline. Since the electromagnetic ultrasonic signal is nonlinear, and
a dynamic model is difficult to establish accurately, in this paper, a new unscented Kalman filter
(UKF) method based on a sliding mode observer (SMO) is proposed. The experiments, conducted
on five different testing samples, validate that the proposed method can effectively process the
signals drowned in noise and accurately measure the wall thickness. Compared with FFT and
UKF, the signal-to-noise ratio of the signals processed by SMO–UKF shows a maximum increase of
155% and 171%. Meanwhile, a random assignment method is proposed for the self-regulation of
hyper parameters in the process of Kalman filtering. Experimental results show that the automatic
adjustment of hyper parameters can be accomplished in finite cycle numbers and greatly shortens
the overall filtering time.

Keywords: electromagnetic acoustic transducer; pipeline; unscented Kalman filter; sliding mode observer

1. Introduction

Pressure pipelines are widely used for transporting media with different properties,
such as high temperature, high pressure, toxicity, flammability and explosiveness. These
pipes work in service for a long time and are subjected to washout and erosion by the media,
which inevitably leads to corrosion. Once corrosion perforation occurs, it leads to leakage
of the media and causes huge losses. Ultrasonic testing [1–3] is an effective inspection
tool, and there is a huge engineering need to apply electromagnetic acoustic transducers
(EMATs) to pressure pipe inspection. Compared with traditional piezoelectric ultrasound,
ultrasonic testing has the advantages of being non-contact, with no coupling agent required,
and fast detection speeds. However, the low transducer efficiency of EMATs leads to weak
detection signals; moreover, the severe corrosion of the internal and external surfaces of
the pipe can also cause signal scattering, resulting in a low signal-to-noise ratio. Achieving
accurate extraction of electromagnetic ultrasound signal features is a challenging task.

For the processing of weak electromagnetic ultrasound signals, there are hardware
methods [4], such as frequency selective amplification and low-noise preamplifiers, etc. On
the software side, there are also various data-processing methods based on mathematical
algorithms, and considerable research was conducted using such methods in recent years.
For instance, for the problem of low signal-to-noise ratio that often exists in ultrasound
signals, it is difficult to effectively discriminate the time-domain information for the ultra-
sound signals, the most common method being to perform time-frequency analysis of the
signal. Generally, time-frequency analysis methods mainly include wavelet analysis [5,6],
empirical mode decomposition [7,8], separation spectrum [9], and other methods. For the
wavelet transform noise reduction method, Abbate et al. [10] conducted a detailed study
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on the time-frequency analysis method of ultrasonic signals. However, the essence of their
experiment was based on the difference in the strength of energy between defective signals
and noise at different scales, to achieve the separation of signal and noise. The basic idea
of the method of empirical modal decomposition proposed by Huang et al. [11] was to
separate the various frequency components or trends contained in the signal, layer by
layer. However, this method was low in computational efficiency and prone to modal
confounding and spurious components. It was deficient in dealing with envelope fitting,
sieve-stopping conditions, modal mixing, and endpoint effects, etc. Newhause et al. [12]
proposed the separation spectrum method to achieve the separation of signal and noise,
based on the fact that the target signal and coherent noise exhibit spectral differences
in the frequency domain. However, this required manual assistance to achieve a better
filtering effect.

Although a series of studies was conducted on the data processing of electromagnetic
ultrasound detection signals, there are still various problems and shortcomings, such as
the requirement to detect signals at different frequencies from the noise, and the existence
of large energy differences, and a large number of artificial aids, etc. The state estimation
method, being a filtering method that does not require a huge energy difference between
the frequencies where the signal and the noise are located, is a meaningful solution for the
extraction of accurate signals from electromagnetic ultrasound signals, while the unscented
Kalman filter (UKF) [13] is one of the best-known state estimators.

Wang et al. [14] established a 3-D model for meander-line-coil surface wave EMATs.
Liu et al. [15] proposed an omni-directional magnetic-concentrator-type EMAT and es-
tablished a two-dimensional model to verify its performance. Tu et al. [16] used a semi-
analytical method to calculate the Lorentz force of the thickness measurement EMAT.
Although there were many simulation studies into the working process of the EMAT, it
was found that there is no bottom noise in any of the simulation signals. However, there
are various random noises in EMAT signals in practical applications. It is hard to use UKF
to guarantee the convergence of the correct noise covariance matrix, which may lead to
filtering divergence. A large amount of measurement data is required to fit the resistance
process and the uncertainty of the measurement noise covariance matrix. Therefore, it
is best to estimate the error due to dynamic model before performing UKF. In order to
improve the estimation performance with the presence of dynamic model errors, various
adaptive methods were presented. Soken et al. [17] proposed an adaptive fading UKF by
introducing a scaling factor to adjust the Kalman filter (KF) gain. However, since the scaling
factors were determined empirically, there was a large manual error that may have led to
suboptimal or biased filtering solutions. Cho et al. [18] proposed a changing time-domain
KF based on sigma points to improve the adaptation of UKF to dynamic model errors and
sensor biases. However, since the filter was based on a finite impulse response, it suffered
from poor convergence. Tao et al. [19] proposed a Markov model to derive the gain of the
filter by an optimization method to ensure the stochastic stability of the filter error system.
However, it was difficult to determine the optimal solution for one of the uncertain param-
eters δ, which may also have led to filtering bias. Hu et al. [20] proposed a dynamic model
solution with a model prediction filter to determine the best state estimation. However, the
model prediction filter itself suffered from poor convergence.

For systems with unknown signals or uncertainties, a sliding mode observer [21,22],
(SMO) which is a better tool in robust control algorithms, can be used. A method for
identifying discrete-time nonlinear systems subject to internal and external disturbances
using SMO is proposed to improve the estimation performance in the presence of dynamic
model errors. Compared with the investigations only using UKF [17–20], the convergence
of SMO is better in that the estimation of the dynamic model error can be obtained using
less computation; it is also more stable [23].

The purpose of this paper is to propose a new SMO–UKF-based method to enhance
the SNR of EMATs signals, so as to effectively meet the application requirements of pipeline
wall thickness measurement. To address the problem of the existing UKF being susceptible
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to dynamic model error, SMO is introduced to establish dynamic model error estimation
when processing the unscented transformation of the signal, so as to improve the adaptabil-
ity and filtering efficiency of UKF. Furthermore, in the KF process, a self-regulation function
is added to assign values to the hyper parameters to reduce the need for manual assistance.
The proposed filtering method is comprehensively evaluated by examining the quality and
running time of the filtered signal and comparing it to conventional filtering methods.

2. Principle
2.1. Signal Process by SMO–UKF

Since the acquired electromagnetic ultrasound signal is nonlinear, the purpose of
unscented transformation is to establish a linearized model for subsequent KF. Meanwhile,
SMO was added to compensate the system state error. In addition, a KF with an auto-
matic hyper parameter adjustment was implemented. The entire signal-processing flow is
as follows:

(1) Mathematical description of the model
The electromagnetic ultrasound signal with nonlinearity can be expressed as:

xk = f (xk−1) + wk (1)

The established electromagnetic ultrasound signal measurement model is then:

Zk = Hkxk + vk (2)

where xk is the state vector at moment k and Zk is the measurement vector at moment k; f
is a nonlinear function describing the dynamic model and Hk is the measurement matrix;
wk is the system noise vector and vk is the observation noise vector.

The above nonlinear signal is initialized with the initialized state estimation x0 and
the error covariance P0, denoted as:{

x0 = E[x0]

P0 = E
[
(x0 − x0)(x0 − x0)

T
] (3)

(2) Unscented transformation
The unscented transformation is used to linearize the nonlinear system to be suitable

for KF. When the state estimation xk and the error covariance matrix Pk are given, the
sigma point is chosen

xi, k = x k , i = 0
xi, k = xk +

(√
(n + ϕ)Pk

)
i , i = 1, 2, . . . , n

xi, k = xk −
(√

(n + ϕ)Pk

)
i−n , i = (n + 1), (n + 2), . . . , 2n

(4)

where
(√

(n + ϕ)Pk

)
i denotes the i-th column of the square root of matrix (n + ϕ)Pk, n is

the number of construction points, and ϕ is the scale factor.
Substituting the above sigma points into the dynamic model yields a set of transformed

samples, denoted as:
xi,k = f (xi,k), i = 1, . . . , 2n (5)

The predicted mean value of the state, then, is

xk = ∑2n
i=0

1
2(n + ϕ)

xi,k (6)
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(3) Calculation of state errors
For the implementation of the unscented transformation, the predicted state xk−1

becomes inaccurate due to the presence of dynamic model errors involved in the system
model. Without the compensation of dynamic model errors, the classical UKF will be
unreliable and even divergent. As a consequence, the SMO [21,22] is applied in the
unscented transforming process of the signal, depicted as

yk = h(xk)

vi = ki|yk − yk|
m−i

m−i+1 L, i = 1, 2, . . . , (m− 1)
vm = kmL

(7)

where h is the gain matrix, ki is the sliding mode gain, and L = sign (yk − yk). When k is
positive and large enough, the observer is asymptotically stable and L converges to zero in
finite time.

The model error of each step length xk is calculated using Equation (7), and the results
are substituted into Equation (6) for compensation to obtain nonlinear state estimation
results, as depicted in Equation (8), so as to improve the UKF adaptivity.

xk = ∑2n
i=0

1
2(n + ϕ)

xi,k + ki|y(k)− y(k)|
m−i

m−i+1 L (8)

(4) Kalman filtering
After the previous steps, the measurement model is approximately linear, so the

updating process with KF [13] can then be used, that is

Zk = Hkxk + vk (9)

Kk =
Pk HT

k
HPk HT

k + R
(10)

xk+1 = xk + Kk(Zk − Hkxk) (11)

Pk+1 = (I − Kk H)Pk (12)

where Kk is the weight of KF.
The linearized data are processed using Equations (9)–(12) to obtain the system state

estimation xk+1 and the corresponding error covariance Pk+1.
(5) Automatic adjustment of hyper parameters
Since Kk is critical to the filtering effect, Equations (10) and (12) are integrated to obtain

Kk =
Pk + Q

Pk + Q + R
(13)

Obviously, K k is influenced by two hyper parameters, Q and R, respectively. Q is the
covariance of the process noise and R is the covariance of the measurement noise. Both
are used to describe the error and the confidence. The assignment of values to Q and R
is not a theoretical analysis, but a practical approach to tuning parameters. Most of the
existing studies used the manual assignment method, which greatly depends on the user’s
experiences. In this paper, a random assignment method is proposed. After the range
of values of Q and R and the relationship between their sizes is determined according to
the testing results, automatic parameter assignment in the range according to the uniform
distribution is carried out, that is

Q, R ∼ U(0, M) (14)

where U is the function of a random variable and M is the range of values.
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The results of Q and R are evaluated by setting the filtering effect evaluation index;
they are then compared under a certain number of cycles and, finally, the group of Q and R
with the largest evaluation index is taken as the output and processed with KF.

2.2. Signal Process by FFT

In order to compare the effect of the SMO–UKF filtering method, the original signals
were also processed by the Fast Fourier Transform (FFT) filtering method [24]. Fourier
transform is one of the most fundamental methods in time-domain and frequency-domain
transform analysis.

Using the FFT time extraction method, let the N-point sequence x(n) be decomposed
into the sum of two sequences of even and odd numbers, denoted as

x(n) = x1(n) + x2(n) (15)

Both x1(n) and x2(n) have lengths N/2, x1(n) is an even sequence and x2(n) is an
odd sequence; the discrete Fourier transform of N/2 points of (xn) is, therefore,

X(k) = ∑N−1
n=0 x(n)Wnk

N , k = 0, 1, . . . N − 1 (16)

where Wnk
N = e−j(2π/N)kn.

Next, the filtering frequency range is set for the data after FFT, the data within the
range are then reserved, and the data outside the range are set to zero. Finally, the inverse
FFT operation is executed, that is

x′(n) = ∑N−1
n=0 X(k)W−nk

N (17)

The FFT filtering flow chart is shown in Figure 1.
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3. Experiments

In order to verify the effectiveness of the proposed method, an experimental platform
was built as shown in Figure 2. Five different testing specimens were used, the parameters
being listed in Table 1. All the specimens were made of carbon steel with different rough
and rusty surfaces, as shown in Figure 3. In order to verify the effectiveness of the proposed
method for test applications with a certain lift height, the surface of specimen #4 has a
2 mm cladding. A transverse wave EMAT was used to measure the samples; the EMAT was
connected to the pulse generator (RPR4000 made by Ritec Corp.) for ultrasonic excitation
and reception. A burst pulse signal with an excitation frequency of 1.5 MHz and a single
pulse number were set, and the system functioned in pulse-echo mode. The output signals
were recorded using a DPO3012 oscilloscope. Using the above theoretical formulation, the
SMO–UKF program was written in MATLAB for subsequent data processing.

Table 1. Specimen parameters (unit: mm).

Shape Characteristic Material Outer Diameter Thickness

#1 Pipe Slightly corroded Q235 400.00 13.00
#2 Pipe Slightly corroded Q235 50.00 6.35
#3 Multi-row pipe Severe corroded 20G 38.00 10.00
#4 Pipe with 2 mm cladding Q235B 400.00 13.00
#5 Plate Slightly corroded 45# / 10.00
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3.1. Comparison Experiments for Different Specimens

First, the experiments were conducted on all five specimens; the original signals
collected are shown in Figure 4 which demonstrates that, except for steel plate #3, the
signal-to-noise ratio (SNR) of the other signals are poor. Only the first reflected echo could
be found, with the remaining echoes being drowned in the noise.
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The original signals and filtered signals of the five specimens are shown in Figure 4a–e,
respectively. The signals in each row from left to right are the original signal, the FFT
filtered signal, the UKF filtered signal, and the SMO–UKF filtered signal. It can be observed
that the SNRs of the filtered signals are significantly improved, with the echo signals of the
SMO–UKF being more obvious.

Since all the reflected echo signals from the inner surface of the pipe emerged from
the noise, the interval time between adjacent echoes can be acquired to calculate the wall
thickness d; the calculation formula is shown as

d =
v·∆t

2
(18)

where v is the ultrasonic speed of the pipe and ∆t is the interval time, as shown in Figure 4.
The same experiments and signal-processing method were then used for all specimens,

#1~#5, and a good gain effect was obtained. In order to verify the detection accuracy of
the above method, a vernier caliper and a piezoelectric probe (5 MHz natural frequency,
double crystals, 6 mm OD) were also used to measure the five specimens at the same
testing points; the results are shown in Table 2. Since the piezoelectric probe was incapable
of measuring the steel pipe with cladding, the corresponding result is missing. The echo
waves of the original signals for specimens #1 and #2 were difficult to find, so these results
are also missing.

Table 2. Comparison results for different specimens (unit: mm).

Vernier Caliper Piezoelectric Probe Original FFT UKF SMO–UKF

#1 12.94 12.85 (−0.70%) / 12.80 (−1.08%) 12.83 (−0.69%) 12.83 (−0.69%)
#2 6.30 6.24 (−0.95%) / 6.18 (−1.90%) / 6.24 (−0.95%)
#3 9.44 9.52 (0.85%) 8.64 (−8.47%) 9.34 (−1.05%) 9.33 (−1.17%) 9.38 (−0.63%)
#4 12.94 / 12.46 (−3.71%) 13.10 (1.23%) 13.07 (1.00%) 12.94 (0%)
#5 10.00 10.03 (0.30%) 9.76 (−2.4%) 9.76 (−2.40%) 9.92 (−0.08%) 10.08 (0.08%)

Taking the measured value of the Vernier caliper as the true value, the relative error of
the calculation results measured by the piezoelectric probe, EMAT, and filtered by FFT, UKF,
and SMO–UKF, are calculated and the values appear in parentheses in Table 2. It was found
that, after the proposed SMO–UKF method, the signals have a better SNR, demonstrating
that a better measurement accuracy was acquired.

3.2. Hyper Parameter Self-Regulation Experiment

In the processing of the above test results, the hyper parameters controlling the
Kalman filter gain were manually adjusted. The validation experiments on the automatic
hyper parameter adjustments were then carried out. In order to determine the magnitude
relationship between Q and R, five cases were assumed and listed, respectively, as: R >> Q
(a difference of more than 100 times), R > Q (a difference of 10 to 100 times), R ≈ Q (a
difference of 1 to 10 times), R < Q, and R << Q. According to the above relationships, the
values of Q and R were assigned, as shown in Table 3.

Table 3. The assignment of R and Q.

R Q

R >> Q 100 0.01
R > Q 10 0.1
R ≈ Q 1 1
R < Q 0.1 10

R << Q 0.01 100
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In order to compare the filtering effect of these five assignment cases, several different
evaluation indices, such as SNR, root-mean-square-error (RMSE), and correlation coefficient
(COC), were used to calculate the filtered data.

SNR represents the ratio between signal power and noise power. The unit of measure-
ment is dB. The larger the signal-to-noise ratio, the smaller the noise mixed in the signal
and the higher the signal quality. The calculation formula is:

SNR = 10 log10

(
PS
PN

)
= 10 log10

(
∑n

i=1 X2(t)

∑n
i=1[X(t)−Y(t)]2

)
(19)

where, n is the average number, PS is the signal power, PN is the noise power, X (t) is the
original signal, and Y (t) is the denoised signal.

RMSE is the square root of the average of the squared sum of the difference between
the deviation of each data point from the true value. The smaller the value, the smaller the
error, and the better the noise reduction effect. The calculation formula is:

RMSE =

√
1
n ∑n

i=1[X(t)−Y(t)]2 (20)

COC indicates the correlation between the denoised signal and the original signal.
The larger the correlation coefficient, the better the noise reduction effect. The calculation
formula is:

R(X(t), Y(t)) =
cov[X(t), Y(t)]√

var[X(t)]var[Y(t)]
(21)

where cov[] and var[], respectively, represent the operations of covariance and variance.
The results are shown in Figure 5. It can be seen that, for different cases, all the RMSEs

are around 0.14 and all the COCs are 0.95. While the change of SNR is more obvious, it
achieved the maximum value when R > Q. Therefore, in the subsequent self-regulation
experiments, R > Q is set as a necessary condition for random assignment, and SNR is used
as the optimized evaluation index.
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Figure 5. Using (a) SNR, (b) RMSE, and (c) COC to compare the filtering effect in different magnitude
relationships between Q and R.

The following random cycle assignment tests were all completed on the row pipe. The
value ranges of R and Q were all from 0 to 10, and R > Q. Three groups of cycle experiments
were conducted, with the cycle numbers set to 10, 20, and 30, respectively. All testing
results were recorded after filtering and are shown in Figure 6.
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Figure 6. Comparison of the influence of cycle numbers on SNR.

The testing results demonstrate that the proposed random assignment method can be
used to obtain, quickly, a more desirable detection SNR. When cycle numbers n = 10, the
best SNR was 10.7 and achieved in the 4th time. The best SNRs were achieved in the 7th
and 13th times at n = 20 and n = 30, respectively, and were both 12.6. If the SNR exceeds the
value of 10, it is sufficient to calculate the wall thickness in practical applications. Moreover,
the increased cycle numbers did not result in any significant improvement in SNR, so a
cycle number of 20 is preferred in signal processing.

In order to verify the universality of the results, the same testing experiments with 20
and 30 cycle numbers were carried out on specimens #1~#5. The results for the best SNR
are shown in Figure 7. Since the surface corrosion conditions of the five specimens were
not consistent, the SNRs of the filtered data were not the same, but the maximum SNRs of
the five specimens filtered by 20 cycles and 30 cycles were relatively close. This proves that
the method of random assignment with finite cycle numbers can quickly accomplish the
automatic adjustment of hyper parameters Q and R.
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4. Discussion
4.1. Denoising Effect Analysis

In order to further verify the noise reduction effect of the proposed SMO–UKF filtering
algorithm, the inspection data for specimens #1~#5 were used again as samples for compar-
ison and analysis with the UKF filtering algorithm and the classical FFT filtering algorithm,
in terms of SNR, RMSE, and COC, respectively; the results are shown in Figure 8.
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It can be seen that the SMO–UKF filtering algorithm reduced the noise level of all
specimens to a greater extent than did the FFT filtering algorithm. Since the surface
corrosion conditions of specimens #1, #2 and #5 are relatively slight, the SNR difference in
the two algorithms is small. While the corrosion of specimen #3 is the most serious, the
SNR of the testing signal processed by SMO–UKF is 155% and 171% higher compared with
processing by FFT and UKF, respectively. It indicates that corrosion has a small influence
on the signal frequency components, and the filtering effect by using the FFT algorithm is
limited. Although the corrosion of specimen #4 is not critical, the distance between the front
end of the probe and the surface of specimen #4 is larger than for other specimens. The SNR
also shows increases of 152% and 166%, respectively. The results show that SMO–UKF also
has a better effect in eliminating the influence of signal attenuation caused by jitter. The
RMSE reflects the average square root of the sum of squares of the differences between each
data point and the true value. The smaller the RMSE, the more reliable the measurement.
The COC represents the degree of correlation between the denoised signal and the original
signal. It can be seen that the signal filtered by SMO–UKF has a high degree of similarity to
the original signal, which indicates that the filtering method has good detection accuracy.

Next, the SMO–UKF, UKF and FFT algorithms were used to repeat filter processing on
the test data from specimen #3 one hundred times, and the stability of the three algorithms
was compared to the above SNR evaluation index. The test results are shown in Figure 9.
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It is clear that the signal processed by SMO–UKF had the highest SNR, which proves
that the filtering effect of SMO–UKF is significantly better than either the FFT or UKF
filtering methods. It has good robustness and can resist the uncertainty of process and
measurement noise covariance matrix. In addition, without an observer, the UKF-only
filtering method requires a considerable amount of data to obtain a good filtering effect.
However, FFT filtering method is carried out by different frequencies, so the effect of UKF
is worse than FFT for the same amount of data.

4.2. Computational Efficiency Analysis

The data were filtered using a laptop computer with the Win10 system, an Intel Core
I5-5200U processor, a memory capacity of 4 GB, and a hard disk capacity of 1 TB. The
computing times for the three filtering methods are shown in Table 4. Compared with the
conventional UKF method, the proposed SMO–UKF method can reduce the running time
to only 6.4 s, which greatly improves the computational efficiency.

Table 4. Comparison of computing time of three filtering algorithms.

Filter Method FFT UKF SMO–UKF

Processing time/s 7.1 47.6 6.4

From the filtering principle, the traditional unscented Kalman filter becomes inaccu-
rate in predicting the state xk when the dynamic model cannot be accurately expressed,
and a large amount of measurement data are needed to make the dynamic model more
accurate when filtering; this is the main reason for the high consumption of computing
time. In contrast, the approach used in this paper is to continuously estimate the dynamic
model error and correct the UKF filtering process by means of a sliding observer; this
does not require a large amount of test data and effectively reduces the time consumed
during multiple cycles of computing. More importantly, the method used in this paper is
more accurate than methods that use a large number of data corrections and consume a
considerable amount of computing time.

5. Conclusions

This paper proposes a new SMO–UKF for signal processing in electromagnetic ultra-
sonic testing to address the performance degradation due to the dynamic model errors
involved. The SMO–UKF employs the concept of SMO to improve the UKF adaptiveness
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and to further resist the effect of dynamic model error on forecast status. It corrects the UKF
sensitivity to dynamic model error in the filtering procedure through the estimation and
compensation of the error online. Thus, the SMO–UKF overcomes the limitations of UKF
and is a promising tool for providing reliable filtering results for systems in the presence
of dynamic model error. The calculation results demonstrate that the SNR of the testing
EMAT signals, processed by the proposed SMO–UKF, had a maximum increase of 155%
and 171% relative to FFT and UKF, respectively. Through the experimental tests, it was
determined that when R was greater than Q, and their values ranged from 0 to 10, a better
Kalman filter effect was obtained. In the process of Kalman filtering, the self-regulation
function was added to assign hyper parameters to reduce the need for manual assistance
and greatly reduce the running time to only 6.4 s.
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