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Abstract: A power system’s nonlinearity and complexity increase from time to time due to increases
of power demand. Therefore, properly designed power system controlsare required. Without these,
system instability will cause equipment failures, and possibly even cascading events and blackouts.
To cope with this, intelligent controllers using soft computing are necessary for real time operation.
In this paper, the reheat type three-area thermal power system is considered, and the output scaling
factors, gain parameters of fuzzy membership functions, and parameters of fuzzy-proportional
integral derivative (FPID) controllers are optimized using a differential evolution (DE) optimization
techniqueand integral time multiplied absolute error (ITAE) as objective functions. To improve the
limitations of the controller and to enhance stability of the system, high voltage direct current (HVDC)
technology is advantageous due to its quickresponse capabilities. In this paper, a HVDC is connected
in parallel to the system, revealing that a FPID controller with a HVDC provides better and more
accurate resultscompared to a system without a controller. The test results presented in this paper
show the proposed controller’s suitability for managing random load changes.

Keywords: AGC; area control error; fuzzy; PID; differential evolution; HVDC

1. Introduction
1.1. Background and Motivation

In order to continuously supply electricity to customers, there is a need to configure
different generators together. Due to load changes at the customers’ sites, the reactive
power increases, the voltage drops, and the demand for active power increases. This leads
the frequency of the supply to decrease. This change in frequency will affect customers’
plant production processes. As a consequence, this will decrease the economic outputof the
generation companies and the productivityof the customers. To operate all generators at
the desired speed, and to interconnect them together, the entire system must be properly
controlled. Thus, acceptable frequency and power control devices should be provided
for each generator. To realize effectivesystem design, it is necessary to select a proper
optimization technique and to consider the controller design complexity. Considering these
challenges, in recent times, there has been substantial attention paidto the application of
HVDC in automatic generation control(AGC) for the damping of power oscillation. In this
paper, the simplest and most efficient method of nonlinear control, DE-algorithm-optimized
FPID controller plusa HVDC, is used to overcome the problemsassociated with power and
frequency deviation.
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1.2. Literature Review

The demands and complexities of the world’s power systemsare increasing daily
due the increasing population size, the development of emerging new technologies, and
the increase of industrialization and automation systems. Automatic generation control
(AGC) is the one of many different power system control methods. There are different
methods of power system control that adjust the power output of interconnected generators
in response to changes in load demand in order to keep a system ina steady state.Many
works have been done using different artificial intelligent techniques for the tuning of PID
controllers. In [1], a fuzzy logic controller (FLC) with GA was designed for the AGC of a
single area. The proposed GAFLC appeared very powerful, even under load perturbations,
and the GA also demonstrated the advantage of avoiding local optima.The authors of [2]
provide a comprehensive overview of various AGC models in diverse power system
configurations. In [3], to overcome the large overshoot and reverse regulation for external
disturbances, frequency-based segment values of frequency bias for areas under tie-line
load and frequency bias control mode are developed considering multi-dead band effects.
The authors of [4] propose a scheme of controller and optimization technique for a two-area
system with a diversely sourced power system with various operation time non-linearities
such as dead-bands, generation rate constraints, and the reheating of thermal units. In [5], a
whale-optimized FPID controller is proposed for managing AGC in multiple-area electrical
energy systems with an availability-based tariff-pricing scheme. The authors of [6] propose
a teaching–learning-based optimization (TLBO)-tuned FPID controller of two-area hydro-
thermal generating units for AGC by considering governor dead band non-linearities and
physical constraints. The authors of [7] propose the computation of robust supplementary
controller type H∞ based on low-order power system models, obtained by application of
an N4Sid identification technique, to be installed at the voltage source converter stations
of a HVDC link to dampen the electromechanical weak modes. In [8], to enhance load
frequency control (LFC) and AGC in a multi-area power system, HVDC-line is proposed to
prevent the disaster of a power stability problem and the loss of synchronism. In [9], a FPID
controller for the AGC of a multi-area power system using a GWO algorithm is proposed.
The robustness of the proposed controller is tested on sinusoidal and random step load
patterns. The authors of [10] deal with an optimal hybrid FPID controller optimized by
a hybrid DE-GWO algorithm for the AGC of an interconnected multi-source three-area,
interconnected thermal, hydro, and gas power system. Better dynamic performance was
achieved by the proposed controller in terms of peak overshoot, settling time, and peak
undershoot. In [11], the author addresses a new decentralized fuzzy logic-based LFC
scheme for the simultaneous minimization of system frequency deviation and tie-line
power changes, which is required for the successful operation of interconnected power
systems in the presence of high-penetration wind power. Because the presence of wind
power in a system imposes additional power imbalances, which increase the deviation
of the frequency from normal. The authors in [12] proposed an improved ant colony
optimization algorithm. An optimized FPID controller is proposed for LFC of multi area
systems. The nonlinear incremental evaporation rate and improvement of pheromone
increment updating are proposed in the algorithm to improve the quality of solution.
Additionally, modified objective functions using ITAE, overshoot, undershoot, and settling
time with appropriate weight coefficients is discussed to improve the performance of the
controller. In [13], a novel cascaded PD-FPID controller is proposed for a conventional
hybrid-source unified power system for AGC. The optimization of the scaling parameters
of the suggested PD-FPID controller is done by a hybrid GWO-TLBO technique.

The design problems of the DE-algorithm-optimized FPID controller have gained
attention, therefore, various control techniques have been reviewedfor the AGC of an
integrated multi-area power system design, including [14] the proposal of a new opti-
mization method called flower pollination algorithm for the robust tuning of a static VAR
compensator in order to mitigate power system oscillations. It discussed the optimization
technique of damping the controller to design a static VAR compensator for AC transmis-
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sion. In [15], an artificial cuckoo search algorithm for the optimal tuning of proportional
integral controllers for load frequency control is proposed. The PI controller parameter
tuning using an artificial Cuckoo test in different conditions is considered. The controller is
linear and the system is highly nonlinear; the author didnot check the control performance
againstthe system nonlinearity. The authors [16] propose an optimal FPID controller for
LFC designed by a proposed mine blast algorithm approach for multi-interconnected areas
by considering the nonlinearity of the governor during the dead zone. The authors of [17]
studied the performance of a three-area solar–thermal–wind hydro-system equipped with
a fractional order PID-based LFC tuned by various modern metaheuristic optimization
algorithms. Such a system has been compared to classical PID-LFC controllers. In [18–21],
new control strategies are proposed, which can be extended to an interconnected system.

This paper proposes an optimal tuning of FPID control parameters for an integrated
three-area reheat thermal power system with a HVDC link. The parameters of the controller
are optimized using a DE-optimization algorithm. The rest of the paper is organized as
follows. The materials and methods are discussed in Section 2. The results of the test
studies are presented in Section 3. Section 4 presents the discussions. The concluding
highlights of the paper are described in Section 5.

1.3. Contributions

• Designinga three-area reheat thermal-interconnected system.
• Proposing five membership functions in a FPID controller for the AGC of a three-area

interconnected power system.
• Developing a HVDC-link controller model.
• Incorporating HVDC technology with FPID.
• Optimizing the controller-gained parameters and fuzzy scaling parameters.
• Proposing the optimal location of a HVDC for best dynamic support.
• Approving the successful strength of the proposed controller for random load change.
• Damping of power oscillation using the proposed controller.
• Effectively testing the dynamic improvement of the system from an uncontrolled to a

controlled state.

2. Materials and Methods

Figure 1 shows the three-area reheat thermal power plant in an interconnected system
with a HVDC link in area 2 and area 3 [22,23]. The power rating of each area is considered
as 2000 MW. In a multi-area power system, the secondary control can maintain not only the
frequency, but also control the tie-line power flow deviation. To control them, a fuzzy PID
controller optimized by DE is proposed to tune the parameters. The membership functions,
i-th area control errors are the inputs and u1, u2, and u3 are the outputs for area 1, area 2,
and area 3, respectively.

2.1. Controller Structure

Figure 2 shows the FPID controller. K1 and K2 are the inputs and K3 and K4 are the
outputs for area 1. Similarly, K5 and K6 are the inputs and K7 and K8 are the outputs for
area 2. For area 3, K9 and K10 are the inputs and K11 and K12 are the outputs.

The two inputs employed in the fuzzy controller are error (e) and derivative of error
(de or e˙).The five triangular membership functions of fuzzy linguistic variables applied in
this paper for inputs and output from right to left are positive big (PB), positive small (PS),
zero (Z), negative small (NS), and negative big (NB). The triangular membership function
has the advantage of fast and best response, used to reduce computational burden and
to reduce overshoot or undershoot. In the present work, aMamdani-type fuzzy inference
engine has been used. The triangular membership function of optimal points has been
obtained by a tuning DE optimization method. The output of the FLC is determined by
applying a method called center of gravity of defuzzification [24].
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Figure 1. Three-area interconnected thermal power system with an HVDC link in area 2 and area 3.
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Figure 2. Proposed fuzzy PID controller structure.

Fuzzy Logic Controller

Unlike traditional controllers such as PID controllers, the fuzzy logic controller can act
asa solution for a wider range of operating conditions.It consists of fuzzification, knowledge
base, fuzzy inference, and defuzzification processes. Fuzzification is used to process a crisp
input value to a fuzzy value; knowledge base used to link through the use of rules to their
output;the fuzzy inference process is used to formulate a mapping from input to output;
and defuzzification is used to transfer a fuzzy inference result into a crisp output [25].

All the fuzzy rules are designed using the connection and are given aweight of 1. As
an example, among the twenty-five rules, the first three rules are presented as follows:

1. If (e is NB) and (de is NB) then (u is NB) (1)
2. If (e is NB) and (de is NS) then (u is NB) (1)
3. If (e is NB) and (de is Z) then (u is NS) (1)
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2.2. Modeling of HVDC for AGC

Under normal operating conditions, the small frequency deviations can be attenuated
by the governor, which is the primary control developed by the natural autonomous
response. For large frequency deviations, the LFC, which is the secondary control, is
responsible. The application of a control technology for processes such as optimization,
intelligent controllers like fuzzy have been applied for power system control to improve
the function and performance of the system during normal and abnormal conditions.
Furthermore, the function of the AGC can also be improved by interconnecting the HVDC
link in parallel with the system.Thus, the HVDC device components and their placement
in the power system under study are given in Figure 3 [26,27].
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Equation (1) is the description of the HVDC–DC tie-line power model using the first
order transfer function [26,27].

∆Ptie,DC =
KDC

(1 + TDCs)
(1)

where, ∆Ptie,DC is the change in DC tie-line flow, TDC is the time required by the HVDC,
which is used to set the DC current during the load perturbation in the interconnected
power system. KDC refersto the gain value for the HVDC model.

2.3. Objective Function

For designing the fuzzy PID controller, the ITAE given in Equation (2) is used as the
objective function in this paper. This is because, when compared to ITSE, the smaller output
provided during the sudden change is the set point, and it reduces the settling time and
peak overshoot [28].

ITAE =

t∫
0

t|ACEi|dt (2)

In Equation (2), ACE is a suitable linear combination of frequency and tie-line power
changes for i-th area [29]. The ACE is given in Equation (3).

ACEi = ∆Ptie,i + βi∆ fi (3)

where, ∆Ptie,i and ∆fi are the change in AC tie-line power and the change in frequency for
i-th area, respectively, whereas βi is named as a bias factor and can be computed using
Equation (4), and it is a combination of the i-th droop characteristic (Ri) and i-th damping
coefficient (Di)

βi =
1
Ri

+ Di (4)

2.4. Differential Evolution Algorithm

The DE algorithm is a search heuristic algorithm [30]; it has the advantage of keeping
diversity in the population.The reason behind this is because the mutation and crossover
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states in DE support the generation of offspring, which areinvolved in exploring the lo-
cal search. Furthermore, DE also has the advantages of simplicity, robustness, reliability,
speediness, efficiency, and real coding, which help to solve problems in real-type optimiza-
tion parameters. The four evolutionary operator steps of DE are briefly explained in the
following sections [24,30].

2.4.1. Initialization

The first step in DE is the initialization of the parameters. These initial values are
taken randomly and uniformly from two interval boundary points known as the lower and
upper bounds, which are respectively expressed as:

[
XL

j , XU
j

]
.

2.4.2. Mutation Operation

In mutation operation, an offspring is produced by combining the target vector, which
is commonly known as the trial vector, with the donor vector. Its mathematical expression
is given here as:

Vi,G+1 = Xr1,G + F(Xr2,G − Xr3,G) (5)

where, F is a scaling factor ranging from (0, 2), G is generation, and the indices r1, r2, and r3
are mutually different, randomly generated integer values. The Vi,G is given by:

Vi,G = {V1i,G, V2i,G, · · ·VDi,G}

Similarly, D is dimension, which represents individual vector solutions or control
variables, and NP is population size, ranging from [1, NP].

2.4.3. Crossover Operation

The crossover, which is the third phase of DE operation used to enhance the potential
diversity of the population, and the trial vector (Ui,G+1), can be obtained from the mutant
vector (Vi,G) and the target vector (Xi,G). The crossover probability expression is presented
in Equation (6). The crossover selected in this paper is 0.98.

Uj,i,G+1 =

{
Vj,i,G, i f

(
randj[0, 1] ≤ CR

)
or (j = jrand)

Xj,i,G, otherwise
, j = 1, 2, . . . , D (6)

2.4.4. Selection Operation

The main task in the selection process is to keep the size of the population constant
over a subsequent generation. Therefore, to make this happen, a comparison of the target
vector f (XiG) and the trial vector f (UiG) is performed, and the one that fits best will be
selected for the next generation.

Xi,G+1 =

{
Ui,G, i f f (Ui,G) ≤ f (Xi,G)

xi,G, otherwise
(7)

where, i ∈ [1, Np].
The flowchart of the DE algorithm is presented in Figure 4.
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3. Simulation Results

Three equal-area power systems, which have a total power of 2000 MW in each area,
with 0.1, 0.01, and 0.2 p.u. step load changes in area 1, area 2, and area 3, respectively, are
applied for dynamic performance. The parameters used for the simulation of the power
plant model are presented in Table 1. The DE optimization technique is employed to
optimize the gain of the controller parameters, the HVDC gain controller parameters, and
the fuzzy membership function scaling factors. The optimized gain parameters for FPID are
presented in Table 2, and the optimized scaling factors for the fuzzy are presented in Table 3.
During the initialization of the optimization process, the minimum and maximum range is
considered as 1 and 2, respectively. A scaling factor of 0.5, a population size of 50 with a to-
tal iteration of 100, and acrossover probability of 0.98 aretaken. The program runs 50 times
and displays 50 solutions after each termination. A network optimization configuration
check through is used to establish the best HVDC configuration for three-area reheat-type
thermal power systems at areas two and three. Since the objective function is minimization,
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the minimum value will be taken as the best solution. The comparison is made for without
controller and DE-optimized FPID with HVDC for the changes of frequency deviations
and area control error, which are depicted in Figures 5–10, respectively.The comparison of
without controller plus HVDC in areas 2 and 3 with DE-optimized FPID plus HVDC for
changes in tie-line power deviation is also given in Figures 11–13. From the time response
analyzed simulation task, a better result was achieved from the DE-optimized FPID with
HVDC in settling time, steady state error, overshoot, rise time, and undershoot. The conver-
gence characteristics of DE + FPID + HVDC are given in Figure 14, in which the proposed
controller with the presence of HVDC converges at iteration number 49. Similarly, the bar
graph depicted in Figures 15–18, respectively, compares rise time, settling time, undershoot,
and overshoot, respectively.As shown by the comparison with the proper controller, FPID
optimized with DE plus HVDC performs better by damping the oscillation of the power
system with lower rise time, settling time, undershoot, and overshoot, respectively, than
without controller. To check the strong power oscillation damping nature of the proposed
controller, different case studies are considered by incorporating random load changes
from 0.01 to 1.00 p.u to the system and time versus change in frequency, change in tie-line
power deviation, and change in area control.Error graphs were drawn for different case
studies from Figures 19–29, and the results showed that the proposed controller with HVDC
damped out the oscillation from the change in frequency, the change in tie-line power, and
the change in area controller error after a certain settling time.

Table 1. Parameters used for simulation of the power plant model under study.

Parameters Symbols Values

Governor time constant Tg 0.08s

Turbine time constant Tt 0.3s

Reheat gain Kr 0.5

Reheat time constant Tr 10.0s

Control area gain Kp 120

Control area time constant Tp 20s

Frequency bias constant Bii = 1,2,3 0.425 MW/Hz

Regulation constant Rii = 1,2,3 2.4 Hz/MW

Synchronization time constant T12,T13,T23 0.0866

HVDC gain value KDC 1

Time required by the HVDC TDC 0.2

Table 2. Optimum gains parameter values of FPID controller with HVDC link.

Area 1 Area 2 Area 3

K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 K11 K12

1.9999 1.7699 0.9999 1.9873 1.9999 1.4845 1.9999 1.9573 1.9999 1.9444 1.9444 1.9999

Table 3. Optimized fuzzy scaling factor parameters.

Change in Error (e) Derivative of Error (de) Output (u)

−1−1−0.4 −0.1 −1−1−0.4 −0.1 −1−1−0.4 −0.1

−0.4 −0.1 0 −0.4 −0.1 0 −0.4 −0.1 0

−0.0947 0.00529 0.105 −0.1 0 0.1 −0.1 0 0.1

0 0.1 0.4 0 0.1 0.4 0 0.1 0.4

0.1 0.4 1 1 0.1 0.4 1 1 0.1 0.4 1 1
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The objective function used for optimization is ITAE, and as shown bythe results, a
smaller error value is obtained in DE-optimized FPID with HVDC, in which an ITAE value
of (3.4998) is shown, and for that of without controller, the ITAE value is bigger, which
is (187.5810). Time response output values such as rise time, settling time, undershoot,
and overshoot for without controller and DE + FPID + HVDC are given in Tables 4 and 5,
respectively, for both change in frequency and change in tie-line power deviation, and
the results show great improvement from the uncontrolled to the control state. Similarly,
the time response performance of AGC for change in tie-line power deviation for without
controller with HVDC in areas 2 and 3 and DE + FPID + HVDC are given in Tables 6 and 7,
respectively, and the comparison of the two tables shows better AGC performances were
achieved with the proposed controller. The ITAE error cost function values for different
case studies with controller and without controller are given in Table 8, and they reveal
that a lower ITAE error value was obtained from the proposed controller.

Table 4. Transient response of AGC performance evaluation for without controller.

System State Variables Rise Time ST Undershoot Overshoot

Change in f1 0.1662 17.3468 −0.3028 −0.1216

Change in f2 0.6938 20.2844 −0.2344 −0.1216

Change in f3 0.0817 12.6321 −0.5343 −0.1216

Change in A1 0.1608 17.1556 0.0500 0.1275

Change in A2 0.7163 15.4582 0.0049 0.0458

Change in A3 0.1565 16.3034 0.0914 0.2621

Table 5. Transient response of AGC performance evaluationfor DE+FPID+HVDC.

System State Variables Rise Time ST Undershoot Overshoot

Change in f1 0.0027 5.0764 −0.2781 0.0253

Change in f2 0.0276 7.7128 −0.0629 −0.0014

Change in f3 0.0014 6.0917 −0.2474 0.0124

Change in A1 0.0027 2.6290 −2.1608 × 10−4 0.1258

Change in A2 0.0313 8.7746 −0.0033 0.0020

Change in A3 0.0014 3.4587 −3.3680 × 10−4 0.1114
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Table 6. Transient response of AGC tie-line power without controller +HVDC.

System State Variables Rise Time ST Undershoot Overshoot

Change in P13 0.5344 24.8461 −0.0308 −0.0206

Change in P12 3.0747 25.4990 0.0541 0.0637

Change in P23 6.0143 25.9475 −0.0392 −0.0335

Table 7. Transient response of AGC tie-line power using DE+FPID+HVDC.

System State Variables Rise Time ST Undershoot Overshoot

Change in P13 0.0012 7.9045 −0.0201 1.0464 × 10−5

Change in P12 1.5617 × 10−4 7.2873 −2.2920 × 10−4 −2.6341× 10−8

Change in P23 8.7950 × 10−5 13.4895 1.6727 × 10−8 4.0215 × 10−4

Table 8. ITAE cost function for different loading and controller conditions.

Various Simulation Cases ITAE Objective Function Value

With FPID controller + HVDC 3.4998

Case 2 random load change in area 2 only 14.6373

Case 1 random load change in area 1 only 61.6618

Random load change in all areas 119.4748

Case 3 random load change in area 3 only 84.1037

Without controller 187.5810

4. Discussion

When random load change was applied to area 1, area 2, and area 3, based on the load
change pattern of Figure 19, the frequency response also varied, i.e., when the load initially
increases, the frequency decreases, and when the load suddenly drops, the frequency also
increases, and vice versa.This frequency response is shown in Figure 20.

4.1. Case 1

Furthermore, to test the efficiency of the controller, three cases have been considered.
In case 1, sudden load disturbance is created in area 1 from 0.01, 0.02, 0.03 p.u, and 0.4 p.u
SLP for 20 s, keeping the remaining areas, area 2 and area 3, with an SLP of 0.2 p.u.

Figure 21 shows that, when the step load disturbance increases from 0.01 p.u to 0.4 p.u
for 20 s, f1 drops with a higher degree than f2 and f3. When the load suddenly drops to
zero, the frequencies f1, f2, and f3 are increased; and as time goes on, all the frequencies
settle after 26.58 s.

Figure 22 shows that, when the step load disturbance increases from 0.01 p.u to 0.4 p.u
for 20 s, the tie-line power p13 drops, while the other tie-lines in the remaining two areas
attempt to share the load. When the load suddenly dropped to zero after 20 s, the tie-line
power P13 suddenly increased; and finally, as time wenton, all the tie-line power settled
after 27.5 s.

As shown in Figure 23, when the step load disturbance increases from 0.01 p.u to
0.4 p.u for 20 s, the ACE in area 1 increases and varies up to the end of 20 s. When the load
suddenly dropped to zero after 20 s, the ACE in area 1 suddenly dropped; and finally, as
time went on, the ACE in all areas settled after 23.45 s.

4.2. Case 2

A sudden load change or disturbance is created in area 2 from 0.6 p.u to 0.01 p.u for
30 s by keeping an SLP of 0.1p.uinarea 1 and area 3.
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A change in load of power demand mainly affects the frequency. As shown in Figure 24,
with a higher initial change in load, the frequency suddenly drops, and step-by-step, as
load change decreases, the frequency tries to settle after 12.3297 s. Since a higher value of
random load change is applied on area 2 as a result, frequency f2 is also more disturbed
than f1 and f3.

Similar to frequency, real power also depends on change in load. As shown in Figure 25,
initially, the tie-line power (p12) in area 2 drops because of the random load in area 2. As a
positive, the other tie powers p13 and p23 tried to share the loads. Step-by-step, the tie-line
power settled after 11.8697 s.

The random load change was applied in area 2, which caused more instability for
ACE 2 than for ACE 1 and ACE 3, as shown in Figure 26. This big error value in area 2 also
affects the frequency stability, as can also be observed in Figure 24. The proposed controller
settles ACE after 9.0838 s.

4.3. Case 3

A sudden load change or disturbance is created from 0.01 p.u to 1 p.u for 30 s in area
3 by keeping area 1 and area 2 with 0.2 p.u SLP.

When a big random load change is applied in area 3, the frequency variation in area
3 is also higher thanthe frequency variation in areas 1 and 2. When the load suddenly
drops to zero after 30 s, the change in frequency f3 shows a sudden increment, which is
shown in Figure 27. After some time, all frequencies start to settle at 35.7043 s. Generally,
as the change in load disturbance increases, settling time also increases. This is also clearly
observed in the previous random load change demonstrative graphs.

The effect of a random load change in area 3, as shown in Figure 28, affects the tie-line
power changes. It is also clearly shown here that, if tie-line power p23 drops, the remaining
tie-line powers p13 and p12 share the loads, and after 35.6907 s, the controller settles
the system.

It can be observed in Figure 29 that, as step-by-step random load changes increased
with time, corresponding to the big load change of 0.9 p.u at time 30 s, the corresponding
ACE increases. That is, it affects frequency.To withstand this, other areas will participate to
share loads and stabilize the system, settling after 31.3655 s.

5. Conclusions

AGC plays a considerable role in power sharing.When one generator in one area fails
or is loaded due to a sudden disturbance, the generators in other areas share the loads to
stabilizethe system. In this paper, a DE algorithm is applied to optimize the optimum gain
parameter of fuzzy PID controllers. The objective is to make the power system operating
condition stable and normal for a three-area reheat thermal power system.The optimization
range taken for the simulation is [1.0, –2.0]. This range value was chosen after several
trial-and-error tests.

The test results show that a DE-algorithm-based parameter tuning of a FPID controller
increases the performance of the transient stability of the network. As shown in Table 5,
the change in frequency deviation and the change in area control error with controller plus
HVDC is improved. Similarly, the tie-line power deviation is also improved with DE plus
FPID with HVDC, as shown in Table 7. Random change in load from 0.01 to 1.0 is applied
on the system in different cases or scenarios. And it is concluded that, when load variation
increases with steps, it affects the stability of the system, in which it also increases the ITAE
error cost function value. However, the proposed controller with HVDC withstands each
random load disturbance and damps out system oscillations.
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Nomenclature

Acronym Definition
AGC Automatic generation control
PSS Power system stabilizer
FPID Fuzzy proportional integral controller
ITSE Integral time multiplied square error
ITAE Integral time multiplied error
UPFC Unified power flow controller
HVDC High voltage direct current
ST Settling time
AVR Automatic voltage regulator
GWO Grey wolf optimization algorithm
FACT Flexible AC transmission
DEPSO Differential evolution particle swarm optimization
IACO Improved anti colony optimization
hBFOA Hybrid bacteria foraging optimization algorithm
DE Differential evolution
PSO Particle swarm optimization
SLP Step load perturbation
ACE Area controller error
LFC Load frequency control
IAE Integral absolute error
ISE Integral square error
VSC Voltage source convertor
GA Genetic algorithm
PV Photo voltaic
PI Proportional Integral
PS Pattern search
AC Alternating current
DC Direct current
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