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Abstract: For the first time, the Weather Research and Forecast (WRF) model with the Wind Farm
Parameterization (WFP) modeling method is utilized for a short-range wind power forecast simula-
tion of 48 h of an offshore wind farm with 100 turbines located on the east coast of the China Yellow
Sea. The effects of the horizontal multi-grid downsize method were deployed and investigated on
this simulation computation. The simulation was validated with the field data from the Supervisory
Control and Data Acquisition (SCADA) system, and the results showed that the horizontal mesh
downsize method improved the accuracy of wind speed and then wind power forecast. Meanwhile,
the wind power plant aerodynamics with turbine wake and sea–land shore effects were investigated,
where the wake effects from the wind farm prolonged several miles downstream, evaluated at two
wind speeds of 7 m/s and 10 m/s instances captured from the 48 h of simulation. At the same time,
it was interesting to find some sea–land atmospheric effects with wind speed oscillation, especially at
the higher wind speed condition. Finally, the research results show that the WRF + WFP model for
the wind power forecast for production operation may not be ready at this stage; however, they show
that the methodology helps to evaluate the wind power plant aerodynamics with wake effects and
micrometeorology of the sea–land interconnection region. This plant aerodynamics study set the stage
for a wake turbine interaction study in the future, such as one utilizing the NREL FAST.FARM tool.

Keywords: mesh downsize for micrometeorology wind speed simulation; wind power forecast;
offshore wind power plant aerodynamics

1. Introduction

In recent years, the offshore wind energy industries have rapidly developed all over
the world, because wind energy is clean and sustainable. The new offshore wind installed
capacity worldwide is 6068 MW in 2020, and China contributed half of it [1] (p. 47).
Benefiting from the fewer geographical limits, offshore wind farms generally have more
wind turbines than onshore wind farms and the arrangement of turbines is able to be tighter.
Thus, offshore wind farms have more significant impacts on the planet boundary layer
(PBL). At the same time, before a new wind farm is established, the design of wind turbine
arrangements with the least influence by wake, and the study of micrometeorological
variations brought by wind farms, are essential for achieving the best economic and
environmental benefits. Based on the above, this research concerns the accuracy of offshore
wind farm wind wake simulation for the physical process in operation.

In another aspect, a grand challenge for the development of wind energy is the con-
nection between wind farms and electric grids [2]. The power production is intermittent
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and random due to the time-variation wind speed, and thus an accurate power forecast
is important for the promotion of wind energy. Generally, there are two kinds of meth-
ods of wind power forecasting, statistical methods and physical methods [3,4]. Based
on the historical data of wind farms, the statistical methods predict the wind speed or
output power mainly by the means of machine-learning methods (such as the artificial
neural network [5] and support vector machine [6]) coupled with intelligent algorithms
(such as particle swarm optimization [7], genetic programming [8], and the dragonfly
algorithm [9] et al.). Recent studies in this field highlight the methods based on support
vector regression (SVR) [10]. The hybrid models composed of SVR and wavelet transform
perform well in predicting the wind speed [11] and the ramp event [12]. Moreover, when
the bilateral Gaussian wake model is inputted into the SVR model, the method is capable
of exploring the optimal placement of turbines in addition to wind speed prediction [13].

Compared with the statistical methods, the physical methods have their own character-
istics. Although the accuracy of power forecasting is not better than the statistical methods,
the physical methods have the ability to represent wind power plant aerodynamics with
finer wake models, which can be further studied for the simulation of the wake turbine
interference and its loads on downwind turbines. Then, the physical methods turn the
wake visualization into reality. Moreover, to gather the information of renewable energy
for long-term planning, the implementation of registries is discussed and studied [14].
A method that estimates power generation by numerical simulations with open access
weather data is essential when the feed-in time series of wind plants are not publicly
available [15]. Due to the above, the studies of physical methods for the simulation of wind
farms are necessary, especially for the wind farms with limited data.

2. Literature Review

The physical models representing the interaction between wind farms and the at-
mosphere are generally distinguished with different scales [16]. The coarsest approach
treats the wind farm as additional surface roughness or a drag force [17–19]. Due to the
computational cost not being expensive, the completely static methods are adequate for
simulating the impact of wind farms on the atmospheric boundary layer on a global or a
relatively large scale. However, due to lack of the simulation of the turbulence caused by
turbines, these approaches are not enabled to reflect the operating status of wind farms. In
addition, relatively few observations lead to the difficulty of choosing the right roughness
value in the practice.

In contrast, other methods attempt to resolve the turbulence on a fairly small scale.
As the mesh becomes finer, the computational fluid dynamics (CFD) methods coupled
with the mesoscale numerical weather prediction are employed to reflect the flow field
in the wind farm or the wake structure generated from wind turbines [16]. For instance,
large eddy simulation (LES), one of the CFD methods, allows resolving the turbulence
with a high resolution of about 10 m [20–23]. Meanwhile, the small grid space makes the
calculation more complex, resulting in these approaches being too much computation to be
applied in the real operation.

Between the wind turbine scale and the synoptic scale models, the wind farm scale
models have the advantage of balancing the accuracy and computational time of sim-
ulation [16]. Various models have been developed in recent years, and they generally
parameterize the wind turbine as a sink of momentum and a source of turbulence [24–26].
With different methods of representing the turbulence/wake induced by the wind turbine,
these models simulate the interactions between the wind farm and the atmospheric bound-
ary layer by taking the thrust curve and power curve to represent wind turbines. However,
the relatively larger scale indicates that turbulence in a grid cell is not resolved, and as
a result, the effect of one turbine on another is not presented if they are inserted into the
same grid.

Compared to other mesoscale wind farm models, the wind farm parameterization
(WFP) scheme developed by Fitch et al. has been widely employed in past studies for its
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open availability and ease of operation. This scheme owns the capability of simulating
the wake and the power capacity of wind turbines in wind farms, and the wind farm’s
influence on local meteorological variables [24], such as heat flux, temperature, and humid-
ity. Some of the previous studies have evaluated the performance of the WFP scheme in
simulating the wake by comparisons with LES models [27,28], the measurements [29,30],
and the other mesoscale physical scheme [31–33]. Other avenues of research include the
impacts of the wind farm on local climate [34] or power generation [32,35,36]. Though
the WFP scheme still has some limits [37], and there are approaches for further improve-
ment [38], its capability can be accepted because of its simulations showing good agreement
with observations.

The past studies conducted many sensitivity experiments in terms of operating con-
ditions, including the horizontal and vertical resolutions [39–44], the Turbulence Kinetic
Energy (TKE) option [41,43], and other configurations of the Weather Research Forecast
(WRF) model (such as the time step and the WRF version) [41]. Their results suggest that
the horizontal and vertical resolution are more influential than other factors in the simula-
tion of wind speed, and the TKE option is essential. This research provides references of
configurations for this study.

The applications of the WFP scheme on real wind farms are noticeable. For example,
the ability of the power forecast is useful, and it has also been validated by the previous
works with measurements [39,40]. As an important aspect of the WFP, the simulation of
the micrometeorological impacts brought by wind farms has been evaluated with aircraft
observations [44]. In the work of Vanderwende and Lundquist [45], the WFP scheme is
coupled with the WRF model, and the crops are presented at different roughness lengths to
test the influence of agriculture on power production. Moreover, Wang et al. [46] simulated
the wind speed loss caused by a GW large onshore wind farm and its impacts on the
atmospheric boundary layer, and the result can be used to test the risk of sand dust weather
brought by wind farms for a nearby city. In addition, Wang et al. [47] examined the
interaction between two onshore wind farms, which is a meaningful work for the owner of
wind farms.

The previous works are relatively comprehensive, but there are still deficiencies. The
research on the effect of the horizontal downsize method at different locations has not yet
been studied, and the sea–land atmospheric effects need to be understood with a more
comprehensive analysis. As a result, this paper has the following contributions:

1. The accuracy of simulating the wind speed and power production is validated, in-
cluding the performance of the downsizing method in the different locations inside
the wind farm.

2. The transition from the sea to the land has some impacts on the simulation of the
flow field in the area near the coastline, and these influences are discussed. Moreover,
except for the velocity, the variations of vorticity are taken into consideration.

Therefore, this article has two topics. For the first topic, the downsizing method is
employed by setting different horizontal resolutions, and the results are compared with
measurements and analyzed quantitatively and qualitatively. Turbines located in different
locations are selected to test the spatial performance of the horizontal downsize method.
The other topic focuses on the special atmospheric phenomenon near the coast and around
the offshore wind farm. The spatial distributions of velocity and vorticity magnitude under
different situations are presented and discussed, as the sea–land atmospheric effects and
the impacts of the offshore wind farm on the flow field are reflected by the changes in wind
speed and vorticity.

The structure of this paper is laid out as follows. Section 1 introduces the background
of the research and Section 2 is a literature review. Section 3 describes the mathematical
descriptions of the WFP scheme, measurements, and the simulation configurations. The
introduction of the offshore wind farm is in Section 4. In the first part of Section 5, the
accuracies of the simulations in wind speed and power production are validated, as well
as the effect of the downsize method at different sites inside the wind farm. In the second



Energies 2022, 15, 4223 4 of 17

part of Section 5, the sea–land atmospheric effects and the variations of the flow vorticity
brought by the offshore wind farm are shown and described. The results of the experiments
are discussed in Section 6. In the last section, the authors conclude this paper to illustrate
the impact of this work and future studies in the next steps.

3. Research Methods
3.1. Description of the Mathematical Model

In the investigation, we used the WFP scheme coupled with WRF V4.0 [48] to simulate
the operation of wind turbines. There is a brief introduction to WFP here, and more details
are in Fitch et al. [24]. In the WFP scheme, wind turbines extract kinetic energy from the
atmosphere as drag force work:

Fdrag·|V| =
1
2

ρ|V|2CT A|V|, (1)

where V is the horizontal wind speed. The thrust coefficient of the wind turbine is CT ,
varying with the variation in V in the WFP scheme. ρ is the air density. A is the rotor
plane area, and its value is (πD)2/4, where D is the diameter of the turbine rotor plane.
Moreover, turbines are always facing the inflow by default in the WFP scheme, and hence
the yaw angle is zero.

In this model, as the mechanical and electrical losses are negligible, the drag force
work is divided into two parts: one is the electric energy while the other is the Turbulence
Kinetic Energy (TKE), as presented in Figure 1. The rate of electric energy produced by
wind turbines can be given by the following equation:

P =
1
2

ρ|V|2CP A|V|, (2)

where CP is the power coefficient, varying with the variation in V in the WFP scheme.
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The TKE represents the influence of wind turbines on atmospheric airflow. The upper-
level flow mixes with the lower-level flow with rotation of the wind turbine blades, making
changes to the wind speed vertical component. The WFP accounts for the TKE in a grid
cell by the following:

∂TKEijk

∂t
=

1
2 Nij

t CTKE|V|2ijk A|V|ijk
zk+1 − zk

, (3)

where i and j are the zonal and meridional coordinates of the model grid cell, and k is
the vertical level of the model. The horizontal density of wind turbines in the grid cell
(i,j) is defined as Nij

t , and zk is the height of the model level k. The parameter CTKE is a
dimensionless number, and CTKE equals the thrust coefficient minus the power coefficient in
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the numerical simulations, though these two coefficients are different in physical meaning.
The above equation defines the rate of change in TKE per unit mass of air in a specific
grid cell.

3.2. Measurements

This research relies on the data recorded by the wind turbines’ Supervisory Control
and Data Acquisition (SCADA) system. The SCADA system outputs every 10 min of wind
turbine operating data, including wind speed and power production. Figure 2a shows the
equipment for wind speed observation in the SCADA system and Figure 2b presents the
location of anemometers. The equipment for the measurement of wind speed consists of
two wind vanes and two 3-cup anemometers, and they are located at the rear of the nacelle.
Although the anemometers are behind the rotor, the output wind speed can be viewed as
the value in front of the rotor, as the measured values are corrected by algorithms.
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3.3. Simulation Methods

The study simulates a 48 h period from UTC 18:00 on 22 January 2020 to UTC 24:00
on 25 January 2020 with a spin-up time of 6 h, in which the wind speed was at a range of
6 m/s to 11 m/s with a nearly constant northeast wind direction. The boundary and initial
conditions were provided by the NECP’s 0.25◦ Global Forecast System (GFS) reanalysis
datasets. There are three cases in the research, and the differences between the cases are
the horizontal resolutions. The different horizontal resolutions are employed to study the
effect of the downsizing method.

Case III with three domains is the baseline case in the research, and the whole wind
farm is inserted into the model, as Figure 3 presents. Furthermore, the research of sea–land
effects is based on Case III. The relationships between different cases and the steps of
the experiments are shown in Figure 4. In Case III, the simulation is running with three
domains whose horizontal resolutions are 12 km (d01), 3 km (d02), and 1 km (d03), and
the number of grid points in the horizontal plane are 200 × 200 (d01), 201 × 201 (d02), and
202 × 202 (d03), respectively. In order to test the accuracy of simulations under different
horizontal resolutions, Case I has only one domain, whose horizontal resolution and the
number of grid points are the same as the first domain of Case III, while Case II has two
domains that agree with the first two domains of Case III in the horizontal resolutions
and numbers of grid points. The whole wind farm is added into the finest domain of
the above three cases. In all the cases, the central area of the domains in the simulations,
where the wind farm is, is covered by the finest domain completely. Additionally, the
vertical resolution is 10 m below 200 m above sea level, and this meshing method is used in
all cases.
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The procedure of this study is described in the following. At first, WRF is operating
with only one domain (d01), and the wind farm is added into the d01. This is the operating
course of Case I. Then, WRF is operating with d01 and the wind farm is not in the model, and
the result file is marked as wrfout_d01.nc. This is followed by downsizing the horizontal
grid space based on wrfout_d01.nc and obtaining the boundary and initial conditions for
the WRF operation with d02. If the wind farm is inserted into the model, the result is Case
II, otherwise, the result is wrfout_d02.nc. At last is downsizing the horizontal grid space
based on wrfout_d02.nc and running WRF with the wind farm, and the result is Case III.

The configurations of the number of grids and the finest horizontal resolution em-
ployed in this study are considered. The first reason is that the research object is an offshore
wind farm in this article, meaning that the impacts of terrain on the wind speed simulation
can be ignored and the coaster horizontal resolution is acceptable. The second reason is
to ensure the timeliness of the methodology when it is used in reality. The whole forecast
time interval is 54 h, and the first 6 h is the spin-up time. According to the timescale classi-
fication [49], this research can be viewed as a medium-term forecast. With the equipment
employed in the research, the operation time of Case III is about 36 h, which means that the
method has the timeliness for the usage of power forecast.

As for the physics options, the PBL scheme for operating WFP is the MYNN 2.5 [50].
A Thompson aerosol-aware scheme [51] was chosen for the microphysics process. The
longwave parameterization is the RRTMG scheme [52], and the shortwave parameterization
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is the Dudhia scheme [53]. The surface layer model employed is the revised MM5 surface
layer scheme [54], with a choice of Noah land surface scheme [55]. At last, the cumulus
parameterization is the Grell–Devenyi ensemble scheme [56].

The equipment employed in the research is Centos 7 with 64 Intel Gold Xeon cores,
and the capacity of memory is 256 G.

4. Study Area

An offshore wind farm operated by the CDT group with 100 wind turbines, located
about 10 km from the coast of Jiangsu province, China, is the data resource. The wind farm
is divided into two regions presented in Figure 5, in which region A contains 3 rows and
56 wind turbines, and region B contains 2 rows and 44 wind turbines. A blank zone with
a 3 km width separates the two regions. The type of wind turbine from NO.1 to NO.50
is Turbine 1, while the last turbines are Turbine 2, and their parameters under the ideal
condition provided by manufacturers are listed in Table 1.
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Table 1. The parameters of two types of wind turbines used in the wind farm.

Wind Turbine Parameters Turbine 1 Turbine 2

Rated Power (KW) 3000 3300
Rotor Diameter (m) 135 140

Hub Height (m) 90 91
Cut in Wind Speed (m/s) 3 2.5

Cut out Wind Speed (m/s) 25 20
Rated Wind Speed (m/s) 10 11

5. Results
5.1. Performance of Wind Speed and Power Simulations
5.1.1. Wind Speed Simulation on the Hub Height

The accuracy of wind speed is the basement for a more accurate power forecast. The
wind speed and direction discussed in this study are the values on the hub height of wind
turbines, as the measuring instruments record the data on the hub height. The first 6 h of
54 h is the spin-up time, and it is not taken into account in the analysis. In the selected
period, the wind direction is almost constant northeast, as presented in Figure 6, especially
after 36 h, which is convenient for the analysis owing to that wind turbines behind the first
row are downwind. To reflect the general trend of wind speed and direction clearly, data per
1 h are plotted in figures, but data per 10 min are analyzed in this study. Additionally, the
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simulation data are instantaneous values, while the measurement data are averaged values.
They are compared straightly in the research due to the coarse simulation of turbulence in
the mesoscale model, making the perturbation ignored. Furthermore, only the simulation
data from the finest domain of each case are employed due to the WFP scheme being
inserted into the finest domain.
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Figure 6. A description of the wind direction during the simulation period: (a) the wind rose of
NO.9 turbine on the hub height; (b) wind direction varies with time.

In the model, the wind speed deficits downwind are decided by the local and upwind
turbines, thus the accuracy of the wind speed for the turbines in different rows needs to
be discussed. Two turbines on the wind farm, one of which is in the last row of Region A
(NO.45 turbine) and the other in the last row of Region B (NO.88 turbine), were chosen as
the research objects. Moreover, the effect of the downsizing method is worth investigating.
First, the wind speed of Case I, Case II, Case III, and observation data from NO.45 and
NO.88 turbine are drawn in Figure 7 to facilitate a discussion regarding the impact of the
horizontal resolutions and turbine location on the simulation of wind speed.
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Figure 7. The simulation results and measurement data of wind speed for NO.45 and NO.88 turbine:
(a) the temporal distribution of wind speed from observation data and simulation results with
three horizontal resolutions for NO.45 turbine; (b) the temporal distribution of wind speed from
observation data and simulation results with three horizontal resolutions for NO.88 turbine.

Figure 7 shows that the wind speed and its variation are similar between simulated
and observed values for both two turbines, making a consequence that simulated wind
speed can be qualitatively applied for power simulation. In addition, wind speeds in
the simulations are higher than the measurement values most of the time. The downsize
method shows its advantage, as the lines in Figure 7 have a clear stratification. With the
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decreasing of the horizontal resolution, the simulation results move down, and as a result,
the line is closer to the observation data for much of the time. The exception is from 30 h to
39 h, as the observed wind speed is at a high level.

To validate the simulation of wind speed on the whole wind farm, the quantitative
analysis is essential, and the comparisons between simulations and measurement data
from two wind turbines in the different rows need to be illustrated. Furthermore, the
performance of the downsizing method should be assessed by the quantitative indexes.
The choice of parameter for the quantified analysis in this study is the Root Mean Squared
Error (RMSE) for its higher weight [57]. The RMSE are calculated in Table 2, and it is
defined as:

RMSE =

√
1
n

n

∑
i=1

(x̂i − xi)
2. (4)

Table 2. The RMSE of wind speeds for selected turbines with different horizontal resolutions.

Horizontal Resolution (km) NO.45 Turbine NO.88 Turbine

12 1.93 1 2.03
3 1.82 1.65
1 1.52 1.44

1 The unit in this table is m/s.

In the above equation, x̂i represents data of a single simulation while xi is the corre-
sponding measurement data.

Quantitatively, both the RMSEs have ideal performance compared with other stud-
ies [39,46]. The downsize method makes significant progress in the simulation of wind
speed. Regarding the NO.45 turbine, for example, when the size of grids turns from 12 to
1 km, the RMSE decreases about 21.2%, to 0.41 m/s. It indicates that a finer horizontal reso-
lution captures the wind deficits in more detail inside the wind farm. Moreover, the degree
of increase in the accuracy of simulations varies with the different turbines. In the aspect
of RMSE, it decreases from 1.93 to 1.52 m/s on the NO.45 turbine, and as a comparison, it
decreases from 2.03 to 1.44 m/s, about 29%, on the NO.88 turbine. Furthermore, when the
horizontal resolution is 12 km, the simulation of the NO.45 turbine is more accurate than
that of NO.88 turbine, while the reverse applies under two other horizontal resolutions.

The results suggest that the simulation data of the upwind turbine are closer to the
measurement data. One of the reasons is that the power out is restricted some of the time,
as described below. The power production does not agree with the power curve, making
the real wind speed higher than predicted. Although the results are influenced by the
operation of the wind farm, the model with a horizontal resolution of 1 km performs well
in the simulation of wind speed.

5.1.2. Turbine Power Forecast

The assessment of power simulation is also important for the evaluation of WFP’s
performance. AS with the validation of the wind speed, the investigation selected two wind
turbines from different rows to test the error of simulation, and the observation data of
power production for the selected wind turbines are shown in Figure 8 with the simulation
results of Case III.

In Figure 8, the model results agree well with the measurement data from 6 to 18 h.
Unfortunately, there is a huge bias when the forecast time is in the range of 19 to 24 h,
corresponding to the error in wind speed simulation presented in Figure 7 at the same time.
Furthermore, in Figure 8b, it is significant that the power productions of wind turbines
are restricted to protect the wind turbines from overheating in the time interval from 26 to
40 h and from 45 to 54 h, in which the areas are colored by yellow. The power restricted
points are shown straightly in Figure 9, as some of the observation points deviate far from
the manufacturer’s power curve, while the wind shear in vertical resolutions is rarely so
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influential [58]. Although another turbine is not as obvious as the NO.88 turbine in limiting
the power output, the data points covered by the yellow rectangle are excluded to make
the standard uniform when calculating the RMSEs listed in Table 3.
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Table 3. The RMSE of power productions for selected turbines.

Number of Turbines RMSE (KW)

45 561.53
88 550.16

The variation trend of power error in Table 3 resembles that of wind speed error in
Table 2. The power simulation of the NO.88 turbine is a little more accurate than that of the
NO.45 turbine. The decreases are also worthy of attention, with 2% of RMSE, and all the
errors are not larger than the 20% of the rated power. This demonstrates that the accuracy
of the power simulation relies on the simulation of the wind speed, and the influence of
overestimating the wind deficits is more significant on the power simulation.
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5.2. Sea–Land Atmospheric Effects and Vorticity in the Model

To represent the spatial distribution of the flow field straightly, two time points were
selected to be analyzed in this section, 16 h and 40 h. In this section, the wind speeds are
the values at 90 m above sea level, the hub height of turbines in the wind farm. At 16 h, the
inflow wind speed of the wind farm is about 7 m/s, while the inflow wind speed is about
10 m/s at 40 h. The spatial distribution of wind speed for the two time points under Case
III in the wind farm area is represented in Figure 10.
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Figure 10. The diagram of wind speed around the wind farm at 16 h and 40 h: (a) the spatial
distribution of wind speed on the hub height at 16 h under Case III; (b) the spatial distribution of
wind speed on the hub height at 40 h under Case III.

It is demonstrated that the large-scale offshore wind farm has changed the flow field of
the sea surface already, and the transition from the sea to land has impacted the simulation
of wind speed from the model results. In Figure 10, the existence of the offshore wind
farm causes the deficits of wind speed. On the boundary of land and sea in Figure 10b, the
distribution of wind speed is irregular, due to the anomalous reduction on the sea surface
near the land. Moreover, the scope of sea–land atmospheric effects is larger, and the wind
farm is covered in Figure 10a. Compared with the higher inflow wind speed, the sea–land
atmospheric effects are more influential with a lower inflow velocity.

Another project analyzed is the spatial distribution of vorticity. In the WRF + WFP
model, the impacts of the wind farm are illustrated not only by the wind speed but also by
the vorticity magnitude. The vorticity magnitude at 30 m above sea surface with a 10 m/s
inflow is presented in Figure 11, and the sea–land atmospheric effects are more significant
with a clear dividing line between the sea and land.



Energies 2022, 15, 4223 12 of 17

Energies 2022, 15, x FOR PEER REVIEW 12 of 18 
 

 

It is demonstrated that the large-scale offshore wind farm has changed the flow field 
of the sea surface already, and the transition from the sea to land has impacted the simu-
lation of wind speed from the model results. In Figure 10, the existence of the offshore 
wind farm causes the deficits of wind speed. On the boundary of land and sea in Figure 
10b, the distribution of wind speed is irregular, due to the anomalous reduction on the sea 
surface near the land. Moreover, the scope of sea–land atmospheric effects is larger, and 
the wind farm is covered in Figure 10a. Compared with the higher inflow wind speed, the 
sea–land atmospheric effects are more influential with a lower inflow velocity. 

Another project analyzed is the spatial distribution of vorticity. In the WRF + WFP 
model, the impacts of the wind farm are illustrated not only by the wind speed but also 
by the vorticity magnitude. The vorticity magnitude at 30 m above sea surface with a 10 
m/s inflow is presented in Figure 11, and the sea–land atmospheric effects are more sig-
nificant with a clear dividing line between the sea and land. 

 
(a) 

 
(b) 

Figure 11. The diagram of vorticity magnitude at 30 m above the sea with an about 10 m/s inflow 
velocity under Case III: (a) the vorticity magnitude on the land and sea; (b) the vorticity magnitude 
around the wind farm. 

Contrary to the wind velocity, the vorticity magnitude is increasing in the land area 
in Figure 11a. This suggests that the land reduces the flow velocity and increases the vor-
ticity at the same time. However, the performance of the wind farm is different from that 
of land. The model result shows that both the wind speed and vorticity magnitude are 
decreasing in the wind farm and wake area, and the vorticity is smallest in the grids con-
taining wind turbines, where the values of vorticity are close to 0. Thus, the 3 km recovery 
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around the wind farm.

Contrary to the wind velocity, the vorticity magnitude is increasing in the land area in
Figure 11a. This suggests that the land reduces the flow velocity and increases the vorticity
at the same time. However, the performance of the wind farm is different from that of land.
The model result shows that both the wind speed and vorticity magnitude are decreasing
in the wind farm and wake area, and the vorticity is smallest in the grids containing wind
turbines, where the values of vorticity are close to 0. Thus, the 3 km recovery zone between
the two regions makes an appearance in the recovery of the vorticity of the ambient flow in
Figure 11.

The sea–land atmospheric effects are reflected by the spatial distribution of the vorticity
represented in Figure 11a as well. In the coastal region, the vorticity has irregular additions
both on the land and sea surface. It means that the transition between the land and sea is
capable of increasing the vorticity, and compared with the sea–land atmospheric effects on
the velocity magnitude, the variations of vorticity have fewer influences on the offshore
wind farm.

6. Discussion
6.1. Discussion of Wind Speed and Power Simulations

The modeling and simulation scheme (WRF + WFP) is shown to be a useful tool to
compute and simulate the wind speed and power forecast of wind turbines in an offshore
wind farm, capturing the farm aerodynamic reality at an affordable computation expense
(36 h of computation time on a 64 core 256 GB Ram workstation). The accuracies of
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simulations of wind speed and power production from two single turbines on the farm
were evaluated against the measurement data to study the effects of the mesh downsize
refinement method (nesting grid using NDOWN in WRF). The horizontal downsize method
increases the accuracy of wind speed simulation, and the effect is more significant at the
downwind turbine (NO.88) than at the upwind turbine (NO.45). When the size of the grids
is 12 km × 12 km, the upwind turbines and the downwind turbines are inserted into the
same grid, and the simulated values of wind speed at all turbines are the same as that at
the turbines in the first row. As the wind speed deficits become more and more serious
from the first row to the last row, the simulated value of wind speed is closer to the wind
speed at the upwind turbines than that at downwind turbines. Thus, the increasing range
of the wind speed simulation accuracy is larger at downwind turbines than that at upwind
turbines when the horizontal resolution increases from 12 to 1 km.

The MAE and RMSE of the power production forecast computations have similar
variation trends with that of wind speed, although the power-limited zones (due to grid
integration issues) are excluded when the indexes are calculated. Furthermore, the broken
lines of the power forecast in Figure 8 have the same time-variation trend as the broken
lines of the wind speed simulation in Figure 7 before the wind speed reaches the rated
wind speed. This indicates that the accuracy of the power forecast is on the basement of
the accuracy of the wind speed simulation. In the WRF + WFP model, the power output is
calculated by the inflow wind speed and the power curve. According to Equation (2), the
relationship between the wind speed and the power is cubic in the range from the cut-in
wind speed to the rated wind speed, and as a result, the error of the power forecast can be
huge when there is a small error in the simulation of wind speed.

6.2. Discussion of Sea–Land Atmospheric Effects and Vorticity

The sea–land atmospheric effects are due to the influences of land on the sea surface
flow field in the model. When the wind is from the sea to the land, there is a reduction
in the wind speed caused by the land, and the vorticity of wind becomes larger with the
variation in the surface. These effects brought by the land expand to somewhere on the sea
surface and have impacts on the simulation of the wind farm, especially when the inflow
wind speed is small. For example, in Figure 10a, the wind speed deficits caused by the
sea–land atmospheric effects are near to that caused by the wind farm. The superposition
of the above two resources causes the uneven distribution of wind speed within the wind
farm, resulting in underestimating the inflow velocity of wind turbines and decreasing the
power forecast accuracy.

The investigation of vorticity supplies a new approach to understanding the perfor-
mance of the WRF + WFP model. In this model, the offshore wind farm causes a decrease
in vorticity magnitude, which is different from the simple roughness models equal to the
land in this study. Compared with other regions (such as the 3 km recovery zone within the
offshore wind farm), the vorticity reducing effect is most obvious in the turbine-containing
grids, and these grids are the momentum sink resources on the mean flow as well. When
the kinetic energy of the flow is transformed into electrical power and turbulent kinetic
energy, the vorticity of the flow field becomes smaller and close to zero. This is a special
discovery of this study.

7. Summary

For the first time, the WRF + WFP modeling and simulation scheme was deployed to
study an existing offshore wind farm in the China Yellow Sea for wind speed and power
forecasts for a 48 h simulation that correlated with two wind turbines’ SCADA data. At
the same time, the wind power plant aerodynamics with turbine farm wake effects and
some interesting sea–land micrometeorology effects were shown and investigated using
vorticity magnitude analysis. This modeling method is physical-based and is found to be
suitable for scientific research on wind power plant aerodynamics and its nearby environ-
mental micrometeorology evaluations. Authors believe that with future development, the
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method may be a powerful tool to guide the active operation and maintenance of offshore
wind farms.

In this research study, it was found that the horizontal downsize method is effective
to capture farm turbines’ wake downwind, which can prolong more than 10 km in the
velocity field, especially for higher incoming wind velocity, and the accuracy of the power
forecast was found to be improved for higher wind speed simulations. Moreover, the
power-restricted operation in SCADA data and its impact on the power forecast was
presented and was found to add some complexity to the correlation works.

Meanwhile, for the first time this study found some interesting wind speed distur-
bances, which may be caused by the sea–land atmospheric phenomena that should be
further studied in future research. In this model, when the flow field switches from the sea
to the land, a decrease in the wind speed and an increase in the vorticity magnitude was
found. The results show that these effects have influenced the flow field in the area near
the coast, particularly with a higher wind speed. As for the vorticity analysis of the flow
field, the clear existence of the offshore wind farm was found, including 3 km separation
region effects in the vorticity field analysis, and the interesting sea–land atmospheric effect
as well.

It has to be pointed out that the wind direction data can be computed but were not
studied due to lack of the measurement data from SCADA, but the research still illustrates
that the WFP + WPF scheme is suitable for the simulations of the offshore wind farm. The
application of the WRF + WFP scheme has brought new knowledge for the individual
turbine level in a large wind farm power forecast and power plant aerodynamics with
the hope to enable active operation and maintenance to achieve higher offshore wind
farm performance.

As for the mesoscale forecasting models, an important application is the input of
microscale models [59]. In future studies, the simulation results of mesoscale models
can initialize the wind farm domain with a precursor volume field and be divided into
planes according to time points (just like the time points presented in this article), with
the planes used as the inflow boundary conditions of large eddy simulation, which is
coupled with NREL’s FAST turbine dynamics model. In this way, the turbine aerodynamics
in a period of time can be simulated and the wake is able to be visualized. This is the
reason why this work is also geared towards a better assessment of offshore wind power
plant aerodynamics.

It was also found and learned through these studies that in future works different sizes
of wind turbines should be used, or the model should be run and analyzed under different
weather conditions. Furthermore, the power curves employed in this research are from the
manufacturer’s idealized power curves, while the real power curve is influenced by the
temperature and pressure [58]. In this study, a particular time interval was selected, and the
model was just operated once; therefore, more statistical data and strategies for simulation
are required for the practical application under different conditions. It is necessary to
simulate with adjusted turbine power curves to achieve a more accurate turbine power
production prediction. In addition, the TKE advection was not employed in the research,
which may impact the results. In any case, the WRF + WFP model is conducive to having a
better understanding of the physical process of the interaction between the wind farm and
atmospheric boundary layer, and the possibility of employing the model in the practical
application of wind farms does exist.
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