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Abstract: The recently issued EN ISO 52016-1 technical standard provides a new simplified dynamic
method for the building energy performance assessment. Since an extensive validation of the
EN ISO 52016-1 hourly method is still missing, the present work investigates the effect of the
main modelling assumptions—related to the heat balance on the outdoor and the indoor envelope
surfaces—on the building thermal behaviour. The model validation was carried out by assessing the
accuracy variation consequent to the application of the EN ISO 52016-1 modelling assumptions to
a detailed dynamic calculation tool (EnergyPlus). To guarantee a general validity of the outcomes,
two buildings, two levels of thermal insulation, and two Italian climatic zones were considered, for a
total of eight case studies. To explore different applications of the standard method, the analysis was
performed both under a free-floating condition—to evaluate the accuracy of the model in predicting
the indoor operative temperatures—and to assess the annual energy needs for space heating and
cooling. Results show that the assumptions related to the definition of the external convective and the
shortwave (solar) radiation heat transfer lead to non-negligible inaccuracies in the EN ISO 52016-1
hourly model.

Keywords: simplified dynamic method; EN ISO 52016-1; validation; outdoor surface heat balance;
indoor surface heat balance; building energy performance

1. Introduction

In the last decade, different calculation methods were developed to address the issue
of improving energy efficiency in buildings. According to the required level of accuracy
or detail, as well as for the specific purpose, different calculation models can be found.
Generally, they are categorised into quasi-steady state monthly or seasonal methods,
and dynamic hourly methods, which can be either detailed or simplified [1]. All these
methods should guarantee the compliance with requirements of robustness, repeatability,
transparency, accuracy, and simplicity. The simplicity of the assessment, as well as the
reproducibility of results, made the quasi-steady state methods to be widely applied over
the years, especially for annual evaluations; however, individual month evaluations may
lead to large errors [1]. On the other hand, detailed dynamic methods allow to obtain
accurate results, often requiring not easily accessible detailed input data. In the middle, the
simplified hourly methods are instead considered to be able to allow a sufficient level of
accuracy, while guaranteeing the simplicity of the assessment.

Among the simplified hourly methods, the EN ISO 52016-1 technical standard hourly
method [2] allows to take into account the effect of dynamic interactions, challenging the
need for too detailed input data from the user [3]. To address this challenge, the hourly
method is based on assumptions and simplifications selected as to guarantee a balance
between the accuracy and the simplicity of the assessment. However, the modelling
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assumptions introduced by this simplified method may lead to inaccurate predictions in
the energy consumption of buildings in both design phases and energy audits. Assessing
the accuracy of the simplified method is thus of foremost importance, also considering the
possible application of the EN ISO 52016-1 simplified method for legislative verifications,
such as the checks on the compliance with the energy performance (EP) requirements,
which is currently under discussion, for example, in Italy. Therefore, the effects related to
the introduction of its modelling assumptions need to be investigated.

1.1. Validation Techniques of the Building Energy Models

Three approaches are commonly used for the building energy model validation: the
analytical verification, the comparative testing, and the empirical validation [4]. The
first technique consists in the comparison of the results of the tested model with the known
analytical solution for an isolated heat transfer mechanism. However, its use is limited
to the cases for which an analytical solution can be derived. In the empirical validation,
the tested calculation method results are instead compared to monitored data from a real
building. Finally, the comparative testing approach consists in the comparison of the results
of the tested model to itself or to other codes. Although it relies on the accuracy of the
model to which the tested one is compared, the inter-model comparison approach can
be a very powerful approach to identify errors and to assess the accuracy of the tested
model [5]. The comparative testing approach has been widely applied in the validation of
building energy performance calculation models, and it proved its valuable capabilities in
code debugging activities [6,7], in assessing the accuracy of building energy performance
calculation models [8,9], and in the validation of several simulation programs. The main
weakness of the comparative testing approach, if applied in inter-model comparisons,
concerns the achievement of a sufficient input equivalence to ensure that each model
is using comparable data [10]. Several research studies have introduced approaches
for minimizing the errors due to differences in the input data [11,12]. However, input
equivalence is not always a straightforward issue [13], and it may be difficult to reach a
global equivalence in the input, which may lead to misleading results.

The presented validation techniques are generally coupled into comprehensive method-
ologies for the building energy model validation. Alongside the Solar Energy Research In-
stitute (SERI) methodology [14], these testing techniques are also included in the European
Union PASSYS Project methodology [15]. The PASSYS approach highlights two fundamental
aspects related to the model validation. Firstly, it suggests that the model validation should
be applied not only to the whole calculation model, but also to its single components. The
main advantage of such validation method is the possibility to clearly detect inaccuracies
in the algorithms or in the assumptions related to single portions of the tested calculation
method [15]. Secondly, it includes a critical literature review in which the theory behind
the different heat transfer processes is evaluated, and possible alternatives are investigated.
The importance of this last aspect is also highlighted in the “Management of Information”
System (MIS), a prototype tool developed by the IEA Annex 21 Subtask A [5] to assist the
program development and validation. The developers and users are asked to document
each choice made in terms of solving algorithm, or assumed simplification, or level of detail.
Through the MIS, it is therefore possible to easily catch the causes of the discrepancies, for
example while conducting several simulations or in validation activities.

1.2. Validation Studies of the EN ISO 52016-1 Hourly Model

Since its release in 2017, the assessment of the accuracy of the EN ISO 52016-1 simpli-
fied hourly method has been the central topic of a growing, but not yet sufficient, body of
literature. Most of these studies apply the comparative testing validation approach to the
whole model, and they allowed the authors to highlight the effect of some modelling op-
tions of the EN ISO 52016-1 hourly model on the accuracy of the method. Zakula et al. [12]
tested the accuracy of the new simplified method by comparing it with the detailed dy-
namic method of TRNSYS (Transient System Simulation Tool) for ten Croatian reference
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buildings, characterised by different levels of thermal insulation, geometrical characteristics
and building uses, and two climatic zones. Their results suggested that the simplified
method tends to underestimate the heating needs and to overestimate the cooling needs
compared to TRNSYS for the majority of buildings. Nevertheless, the Coefficient of Vari-
ation of Root Mean Square Error (cvRMSE), calculated on an hourly basis, satisfied the
ASHRAE Guidelines-14 [16] for most of the considered case studies. Moreover, the Authors
also showed that the use of fixed window solar properties (i.e., solar angle-independent),
as introduced by the EN ISO 52016-1 hourly method, leads to significant discrepancies in
the outcomes. This analysis was extended in [17], in which the authors provided a novel
framework for the EN ISO 52016-1 accuracy assessment. The presented validation approach
was applied to more than 147 thousand buildings; it revealed that the simplification in the
modelling of the total solar energy transmittance has a significant impact in the accuracy
of the simplified hourly method especially for intermediate climates. Improvements to
the EN ISO 52016-1 hourly method were presented and evaluated as well. Similar results
were also achieved by Kamaraj [18], who applied the Building Energy Simulation Test
(BESTEST) approach [19] to evaluate the accuracy of the new standard in comparison with
the TRNSYS model. Ballarini et al. [20] analysed the discrepancy between the results of the
EN ISO 52016-1 hourly method and the detailed dynamic calculation model of EnergyPlus.
Moreover, the authors proposed a validation methodology to identify the causes of devia-
tions between the two models [11]. The proposed methodology consists in splitting the
contributions of the air heat balance equation by dynamic driving force. This approach
allowed the authors to detect the use of constant surface heat transfer coefficients as the
main cause of deviation in the outcomes. The effect of single assumptions on the simulation
results have been so far investigated by Mazzarella et al. [21]. The authors applied an
analytical single process approach for the validation of the EN ISO 52016-1 conduction
heat transfer model and of an improved version of this, introduced in the Italian National
Annex of the standard.

1.3. Aims of the Research Work

Besides the investigations presented in literature, an extensive evaluation of the single
modelling assumptions of the EN ISO 52016-1 hourly method is still missing and should
be addressed with the aim to detect possible inaccuracies and to consider alternative
calculation options. Within this framework, the present study is aimed at assessing the
accuracy of the assumptions related to the envelope outdoor and indoor surface heat
balance, specified in the EN ISO 52016-1 technical standard. A single-process validation
approach fitting into the comparative testing technique is proposed, and it is aimed to:

1. detect the modelling assumptions of the simplified hourly method on different levels,
such as the modelling of the thermo-physical phenomena, the neglecting of some
physical phenomena, the determination or the temporal discretisation of specific
calculation parameters, or the definition of calculation boundary conditions,

2. minimise the uncertainty in the validation of a calculation method due to inconsisten-
cies in the input data,

3. highlight the expected accuracy and limitations of the model for different appli-
cations [12], and thus answer to the question: “Is it good enough for [whatever
purpose]?” [5].

To these purposes, the assumptions of the simplified method are analysed in com-
parison with the full detailed dynamic calculation model of EnergyPlus, and documented
(topic 1). The documented simplifications are then tested one-at-a-time through a para-
metric analysis. To control and discard the so called “external errors” (input data) [4], the
analysis is carried out by testing each calculation assumption on a detailed dynamic Ener-
gyPlus model. Such approach allows to reach an overall input equivalence (topic 2), and to
clearly investigate the “internal errors” (modelling options and assumptions). To assess
whether the simplified EN ISO 52016-1 hourly method is suitable for different applications,
and if its modelling simplifications are appropriate for specific purposes (topic 3), the effect
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the EN ISO 52016-1 modelling assumptions is evaluated in both predictions of the annual
energy needs for heating and cooling, and of the hourly thermal loads and internal temper-
atures. Since the assumptions may influence the accuracy of a simulation depending on
the building being analysed [4], different building categories, levels of thermal insulation
of the building envelope and weather conditions are considered to guarantee a general
validity of the outcomes.

A preliminary study was published by the same Authors [22], where the simplifica-
tions related to the outdoor surface heat balance were outlined and tested considering
two case studies in three Italian climatic zones. The present work builds on the previous
one by considering also the EN ISO 52016-1 assumptions of the indoor surface heat bal-
ance. A larger number of case studies (considering different geometries, levels of thermal
insulation, and climatic zones) were considered to assess the accuracy of the simplified
model. Moreover, the analysis was deepened evaluating both thermal loads and indoor
operative temperatures.

2. Materials and Methods
2.1. Simplified Modelling of External Driving Forces

Four types of assumption can be applied to the building loads calculation models.
In particular, the simplifications may be related to the mathematical models used either
to describe a phenomenon or to define specific calculation parameters. The assumed
assumptions may also concern the temporal discretisation of the calculation parameters, as
well as the definition of calculation boundary conditions. Referring to these assumption
types, the simplifications introduced by the EN ISO 52016-1 hourly method applied to the
outside surface heat balance are analysed in the present paragraph, as well as documented
and compared with the full detailed dynamic calculation model of EnergyPlus.

2.1.1. Convective Heat Transfer

The external convective heat transfer phenomenon is described by means of the
classical formulation for the convective heat transfer by both the EN ISO 52016-1 simplified
method and the detailed method of EnergyPlus. The areal heat flux transferred between
the outdoor surface and the environment (qconv,ext, expressed in W·m−2) is calculated as

qconv,ext = hc,ext · (Tair,ext − Tsurf) (1)

where hc,ext is the external convective heat transfer coefficient (in W·m−2·K−1), and Tair,ext
and Tsurf are the temperatures (in K) of the outdoor air and of the surface, respectively.

In EN ISO 52016-1, the convective heat transfer coefficient (used in Equation (1)) is defined
by applying the wind-speed correlation (forced convection) presented in EN ISO 6946 [23], as

hc,ext = 4 + 4 · v (2)

where v is the wind speed (in m·s−1). On the other hand, EnergyPlus offers a wide selection
of calculation models for the hc,ext determination; for the sake of the present study, the
Thermal Analysis Research Program (TARP) algorithm [24] was assumed as reference.
According to the TARP formulation, the external convection is split into its natural and
forced components, and hc,ext is calculated as the sum of the respective heat transfer coeffi-
cients. The forced component is calculated by means of the Sparrow et al. formulation [25],
which takes into account the surface geometrical characteristics, roughness and wind
exposure, and the wind speed. The natural component is instead calculated by means of
three different formulations for vertical, upward, and downward facing surfaces [24].

In the EN ISO 52016-1 hourly method, a time-independent (constant over the calcu-
lation period) convective heat transfer coefficient is assumed, while a timestep variable
coefficient is adopted in EnergyPlus, if not explicitly required by the user.
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Finally, outdoor air temperatures and wind speed relative to the site (used in
Equations (1) and (2)) are considered in the simplified method, while local values calcu-
lated at the height above ground of the surface centroid are assumed in EnergyPlus.

2.1.2. Longwave Radiation Heat Transfer

The external longwave radiation heat transferred between the surface, the sky, and
the ground (qlwr, expressed in W·m−2) is calculated by applying the Stefan-Boltzmann law
in EnergyPlus, as

qlwr = ε · σ · Fgnd ·
(

T4
gnd − T4

surf

)
+ ε · σ · Fsky ·

(
T4

sky − T4
surf

)
+ ε · σ · Fair ·

(
T4

air − T4
surf

)
(3)

where ε is the surface thermal emissivity, σ is the Stefan-Boltzmann constant
(5.67 × 10−8 W·m−2·K−4), while Tgnd, Tsky, Tair and Tsurf are respectively the ground,
the sky, the outdoor air and the surface temperatures (in K), and Fgnd, Fsky and Fair are the
view factors between the surface and the ground, the sky and the air, respectively. The
linearised formulation is instead applied in the simplified hourly method of the EN ISO
52016-1 technical standard; the qlwr (in W·m−2) is calculated as

qlwr = hr,ext · (Tsurf − Tair) + hr,ext · Fsky · ∆Tsky (4)

where hr,ext is the external radiative heat transfer coefficient (in W·m−2·K−1), Tsurf and
Tair are the surface and the outdoor air temperatures (in K), respectively, and ∆Tsky is the
difference between the outdoor air temperature and the apparent sky temperature (in K).

The radiative heat transfer coefficient used in Equation (4) is assumed time-independent
and is calculated by means of the EN ISO 6946 formulation [23], as

hr,ext = 4 · ε · σ · T3
m (5)

where Tm is the average temperature of the surface and of its surroundings (in K). More-
over, the determination of the view factor between the surface and the sky, which is
used in Equations (3) and (4), takes into account the presence of external obstacles—such
shadings or other buildings—in EnergyPlus, while this aspect is not considered in the
simplified method.

Finally, the apparent sky temperature is determined by applying a direct model [26] in
the simplified hourly method; a constant difference between the apparent sky and the air
temperature is assumed [2]. In EnergyPlus, instead, the sky temperature is determined by
applying an atmospheric emissivity model; in particular, the Clark-Allen correlation [27] is
applied. As for the convective heat transfer, site values and local values of the outdoor air
temperature are assumed by the simplified and by the detailed method, respectively.

2.1.3. Solar (Shortwave) Radiation

The solar gains on any exterior surface are a combination of the absorption of direct
and diffuse solar radiation both in the EN ISO 52016-1 hourly method and in EnergyPlus.
In case of shaded surfaces, both the methods consider the reduction of the direct radiation
reaching the surface by means of the sunlit fraction, while the shadowing of the diffuse
solar radiation component is considered only by EnergyPlus through a correction factor.
This factor takes into account the angle between the surface and the sky, and the radiance
distribution of the sky.

As far as the definition of the solar radiation entering the zone through the transparent
envelope is concerned, the simplified and the detailed methods differ under two main
aspects. Firstly, the total transmitted solar radiation is assumed to be completely shortwave
radiation in EN ISO 52016-1, while EnergyPlus takes into account the effect from the
absorption of solar radiation, and its emission as longwave radiation.

Secondarily, the solar properties of windows are considered solar-angle-dependent
in EnergyPlus, and are determined by means of the Fresnel’s equation, while a weighted



Energies 2021, 14, 6841 6 of 22

time average value of the total solar energy transmittance (g-value or SHGC) is assumed
over the simulation period in EN ISO 52016-1. This is calculated by means of the exposure
correction factor (Fw), as

ggl = ggl,n · Fw (6)

where ggl,n is the total solar energy transmittance at normal incidence. The solar properties
of windows are considered time-independent in EN ISO 52016-1, and the Fw factor is
assumed constant over the calculation period. On the other hand, a solar angle-dependent
Fw is considered in the Italian National Annex (NA) to EN ISO 52016-1; it is calculated
as a weighted average of a Fw factor for diffuse radiation (assumed equal to 0.8 over the
calculation period) and a Fw factor for beam solar radiation. The latter is calculated on a
timestep basis accordingly to the empirical model introduced by Karlsson and Roos [28].

2.2. Simplified Modelling of Internal Driving Forces

As done for the external driving forces in Section 2.1, in the present section the
simplifications introduced by the EN ISO 52016-1 hourly method applied to the inside
surface heat balance are compared with the full detailed dynamic calculation model of
EnergyPlus, and documented.

2.2.1. Convective Heat Transfer

Similar to the external convective heat transfer, the areal heat flux transferred between
the surface and the indoor environment (qconv,int, expressed in W·m−2) is calculated both
in the EN ISO 52016-1 simplified method and in the detailed method of EnergyPlus as

qconv,int = hc,int · (Tair,int − Tsurf) (7)

where hc,int is the internal convective heat transfer coefficient (in W·m−2·K−1), and Tair,int
and Tsurf are the indoor air and the surface temperatures (in K), respectively.

In Equation (7), constant values of the convective heat transfer coefficient over the
simulation period are applied in the EN ISO 52016-1 hourly method, and are derived from
the EN ISO 13798 [29] technical standard, in accordance with the direction of the heat flux.
The definition of hc,int on a timestep basis is instead performed by means of the TARP
algorithm [24] in EnergyPlus, assumed as a reference for the sake of the present study.

2.2.2. Longwave Radiation Heat Transfer

In both EN ISO 52016-1 and EnergyPlus, the longwave radiation heat transfer includes
the radiation exchange between the surfaces facing the thermal zone, and the radiation
from internal sources.

The longwave radiation heat transferred between the zone surfaces is determined
by means of the Stefan-Boltzmann law in EnergyPlus, while its linearised formulation is
considered in EN ISO 52016-1. In particular, it is calculated as

qlwr,surf,eli = hr,int,eli ·
eln
Σ

elk=1

Aelk
Atot

· θsurf,eli −
eln
Σ

elk=1
hr,int,eli ·

Aelk
Atot

· θsurf,elk (8)

where eli refers to the considered surface, and elk refers to the other surfaces facing the
thermal zone, A is surface area (in m2), hr,int is the radiative heat transfer coefficient (in
W·m−2·K−1), θsurf is the indoor surface temperature (in K). As for the external radiative
heat transfer coefficient, also the internal coefficient is assumed time-independent, and it is
calculated by means of the EN ISO 6946 formulation (Equation (5)). Although this approach
represents a simplification in the modelling on the considered physical phenomenon, this
assumption was not tested in the present work. In fact, the temperature difference between
the surfaces facing the thermal zone can be considered negligible, thus this approach may
influence the energy behaviour of a building in a negligible way.

As far as the radiation from internal sources is concerned, both the models define
a radiative and convective split for the heat introduced into the thermal zone from the



Energies 2021, 14, 6841 7 of 22

equipment. However, the models differ as regards the distribution of the radiative part
over the surfaces. In particular, in EN ISO 52016-1, the radiative fraction of internal gains is
uniformly distributed over the surfaces (qlwr,int, expressed in W·m−2), as

qlwr,int =
1

Atot
· (1 − fint,c) · Φint (9)

where Atot is the sum of the surface areas facing the thermal zone—including thermal mass
surfaces—(in m2), f int,c is the convective fraction of internal gains, and Φint is the total
internal heat gains (in W). In EnergyPlus, instead, the radiant fraction of internal gains is
distributed proportionally to the surface area and the surface emissivity (Φlwr,int, expressed
in W), as

Φlwr,int =
Aeli · εeli

eln
Σ

elk=1
Aelk · εelk

· (1 − fint,c) · Φint (10)

where eli refers to the considered surface, and elk refers to the other surfaces facing the
thermal zone, and A and ε are the surface area (in m2) and the emissivity, respectively. The
other parameters are described in Equation (9).

Although both the models are not completely realistic, alternative methods are not
easily applicable, since they would require knowledge of the placement and the surface
temperature of all equipment [30].

2.2.3. Solar (Shortwave) Radiation

As far as the solar radiation transmitted into a thermal zone is concerned, the EN ISO
52016-1 method and EnergyPlus differ under three aspects. Firstly, the solar heat gains are
considered to be all radiative heat gains in EnergyPlus; on the other hand, a fraction of solar
heat entering the zone through the glazing is considered to be immediately transferred to
the internal air [31] in EN ISO 52016-1. Secondly, the radiative fraction of solar heat gains is
distributed uniformly over the zone surfaces in the simplified method (qswr,sol, expressed
in W·m−2), as

qswr,sol =
1

Atot
· (1 − fsol,c) · Φsol (11)

where Atot is the sum of the surface areas facing the thermal zone—including thermal
mass surfaces—(in m2), f sol,c is the convective fraction of solar gains, and Φsol is the total
solar heat gains (beam plus diffuse solar radiation, in W). In EnergyPlus, instead, different
approaches for the distribution of solar radiation are offered. For the sake of the present
study, the “full exterior with reflections” distribution model of EnergyPlus was assumed as
a reference. According to this approach, beam solar radiation entering the zone is assumed
to fall on the floor, where it is absorbed according to the floor solar absorptance coefficient.
The reflected solar radiation by the floor is added to the transmitted diffuse radiation (and
eventual shortwave radiation from the lighting system), which is then distributed over
the internal surfaces proportionally to the surface area and the surface solar absorptance
(Φswr,sol, expressed in W), as

Φswr,sol =
Aeli · αeli

eln
Σ

elk=1
Aelk · (1 − ρeli)

· Φsol,diff (12)

where eli refers to the considered surface, and elk refers to the other surfaces facing the
thermal zone, A, α and ρ are, respectively, the surface area (in m2), the absorption and the
reflection coefficients, and Φsol,diff is the diffuse solar radiation (transmitted solar radiation
plus reflected beam solar radiation, in W). Finally, the solar reflectance is defined for
transparent surfaces as

ρ = 1 − α − τ (13)
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where τ is the direct solar transmission coefficient of the transparent surface. This represents
the “lost” fraction of the solar radiation entering the zone that is reflected back to the
external environment. In the EN ISO 52016-1 hourly method, instead, the solar radiation
back reflection is not considered.

2.3. Methodology

The effect of the above modelling options on the model accuracy is investigated in the
present work by applying a code-to-code comparison methodology. A case-study approach
was used to facilitate the achievement of the research goals. The procedure applied is
summarised in Figure 1.

Figure 1. Methodology framework applicable for the energy need (A) and the indoor temperature
(B) evaluations.

Firstly, an energy model is created in EnergyPlus for the considered case study (base-
line model). The considered assumptions are then implemented one-at-the-time in the
detailed model (test model). In this way, an overall input equivalence between the baseline
and the test model is achieved, and the only difference between them is related to the
tested modelling option. The effect of the modelling assumptions on the accuracy of the
model is evaluated for two different situations. Firstly, the variation in the annual sensible
energy needs for heating and cooling is assessed for each test model, in comparison with
the baseline model (Path A in Figure 1). Secondly, the errors in the prediction of the indoor
operative temperatures are evaluated in a free-floating situation. These two different
analyses allow to determine the expected accuracy of the model for different purposes,
such as the energy performance evaluation or the energy requirements compliance check
(Path A), or the energy audits or the thermal comfort evaluations (Path B).

Two statistical indexes were calculated to numerically assess the accuracy of the
models. In particular, the hourly mean bias error (MBE) was used for the annual energy
needs evaluation, and was calculated as specified in [16]:

MBEH/C =

n
Σ

t=1
(φH/C,t,test − φH/C,t,baseline)

n
Σ

i=1
φH/C,t,baseline

· 100 (14)

where ΦH/C is the heating (H) or cooling (C) load (in W) at timestep t, for the test model
and for the baseline, respectively, and n is the number of timesteps considered for the
calculation (8760 for annual evaluations). The MBE is expressed as a percentage error,
and measures how closely the predicted hourly heating or cooling loads corresponds
to the baseline data. The variations in the energy needs are considered acceptable with
MBE values in the range of ±10% (when using hourly data) [16]. The root-mean-square
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deviation (RMSD) was instead used to measure the variability in the prediction of the
indoor operative temperatures (in K), and was calculated as

RMSD =

√√√√ n
Σ

t=1

(
θop,t,test − θop,t,baseline

)2

n
(15)

where θop is the indoor operative temperature at timestep t, for the test model and for
the baseline, respectively, and n is the number of timesteps considered for the calculation
(8760 for annual evaluations). In this case, acceptable deviations in the prediction of the
indoor operative temperatures are considered for RMSD values lower than 0.5 K [32].

The procedure presented is applied separately for each tested modelling option. All
simulations were performed through the Python applicative pyEp [33], which implements
the Ptolemy EnergyPlus’s external interface.

3. Application
3.1. Case Studies

The cases considered in the present study are two buildings, an office module and a
residential apartment unit, each one characterised by two levels of thermal insulation of
the building envelope and sited into two different Italian climatic zones, for a total of four
variants for two case studies.

A thermally uninsulated or scarcely insulated existing building (referred as ExtB from
so on) was assumed as first; a well-insulated building envelope (referred as DM from so
on), in compliance with the Italian minimum energy performance requirements for new
buildings as specified by the Interministerial Decree of 26 June 2015 [34], was considered
as well. The case studies were assumed to be placed in Milan (Northern Italy) and Palermo
(Southern Italy).

The residential case study is an apartment unit of a multi-storey residential building
(Figure 2a), representative of the Italian residential existing building stock, built in the
period 1946-76 [35]. The main geometrical characteristics of the case study are presented in
Table 1. It was assumed to be adjacent to identical residential units; thus, only the South-,
West- and North-oriented façades are exposed to the outdoor environment. The internal
partitions were assumed as adiabatic components, and were explicitly modelled for the
sake of internal mass. The South-oriented façade is characterised by two windows of
2.8 m2 area each, shaded by an overhang of 1 m depth; the North-oriented façade is instead
characterised by two windows of 1.5 m2 and 2.0 m2 areas, respectively. As concerns the
existing building variant (ExtB), the external walls are made of uninsulated hollow brick
masonry with air gap (Uwall,res,ExtB = 1.1 W·m−2·K−1), while the transparent components
are characterised by a single glazing with wooden frame (Uwin,res,ExtB = 4.9 W·m−2·K−1,
gres,ExtB = 0.85).

Figure 2. 3D visualization of the residential apartment unit (a) and of the office module (b) case studies.
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Table 1. Main geometrical data of the case studies.

Parameters Residential
Apartment-Unit Office Module

Conditioned net floor area, An 66.3 m2 17.8 m2

Conditioned net volume, Vn 179.0 m3 48.1 m3

Transparent area (vs. external), Aenv,w 9.1 m2 4.8 m2

Opaque area (vs. external), Aenv,op 52.7 m2 5.5 m2

Compactness ratio, S/V 0.35 m−1 0.21 m−1

Windows-to-wall ratio, WWR
0.34 (South wall)

0.47 (West wall)0.00 (West wall)
0.27 (North wall)

The office module is a single office (Figure 2b, Table 1) of a multi-storey office building,
representative of the Italian existing office building stock, built in the 90s [36]. As for the
residential unit, the office module was assumed to be adjacent to identical conditioned
offices. The only exposed building envelope component (West-oriented façade) is char-
acterised by a window of 4.8 m2 area, shaded by a side fin of 1 m depth. As concerns
the existing building variant (ExtB), the external wall is made of a prefabricated concrete
wall (Uwall,off,ExtB = 0.8 W·m−2·K−1) with interposed low thickness thermal insulation
material, while the window is a double-glazing unit with wooden frame (Uwin,off,ExtB =
2.8 W·m−2·K−1, goff,ExtB = 0.75).

For both the case studies, the thermo-physical features of the opaque envelope com-
ponents where derived from the UNI/TR 11552 technical report [37] that provides typical
Italian building components. As concerns the well-insulated building variants (DM), the
opaque and transparent building envelope components were modified in order to achieve
the thermal transmittance values of the reference building, as specified by the Italian
legislation [34] for the considered climatic zones (Table 2).

Table 2. Thermal transmittance values of the reference building in accordance with Interministerial
Decree of 26 June 2015 [34].

Envelope Component Milan (Climatic Zone E) 1 Palermo (Climatic Zone B) 2

External wall (Uwall,DM) 0.26 W·m−2·K−1 0.43 W·m−2·K−1

Windows (Uwin,DM) 1.4 W·m−2·K−1 (g = 0.50) 3.0 W·m−2·K−1 (g = 0.75)
1 2274 ◦C·d HDD, 81 ◦C·d CDD. 2 1121 ◦C·d HDD, 166 ◦C·d CDD. Heating Degree Days (HDD) and Cooling
Degree Days (CDD) calculated according to the UNI 10349-3 technical standard [38] using 20 ◦C and 26 ◦C,
respectively, as base temperatures.

A standard user behaviour, regarding the occupancy profile, internal heat sources,
ventilation air flow rate, and HVAC operation, was assumed for both the case studies, and
was derived from the draft of the Italian Annex of the EN 16798-1 technical standard [39].
The ideal load air system of EnergyPlus was considered to evaluate the energy needs for
heating and cooling, considering a dead band internal temperature set point of 20 ◦C and
26 ◦C, respectively. The HVAC system was instead switched off all year long in the indoor
operative temperature evaluation (free-floating condition).

The evaluations were carried out using the International Weather for Energy Calcula-
tions (IWEC) data file [40] for the cities of Milan and Palermo.

3.2. Modelling Options

From the documentation analysis presented in Section 2, fourteen different modelling
options were selected to be tested. In this paragraph, a detailed description of the pa-
rameters used in the tested modelling assumptions is provided. For some of these, the
implementation in EnergyPlus was not straightforward. The strategies used for the correct
modelling of these assumptions are therefore outlined.

With regards to the external convection heat transfer (External CV) assumptions, the
TARP algorithm [24] was adopted in the baseline model for the definition of the external



Energies 2021, 14, 6841 11 of 22

convection heat transfer coefficient; four evaluation steps were considered instead in the
test models, representing increasing levels of simplifications in its determination.

1. HC-Vw-av. The effect of a lack of detailed input data regarding the wind speed
was assessed. In particular, the convective heat transfer coefficient was considered
time-dependent and was calculated by means of the TARP algorithm [24]. Differently
from the baseline model, the forced component is calculated by implementing annual
average wind speed values; specifically, wind speeds of 0.9 and 3.8 m·s−1 were used
for Milan and Palermo, respectively.

2. HC-V. The effect of the formulation specified in Equation (2) for the hc,ext determina-
tion was evaluated. The convective heat transfer coefficient was considered variable
on a timestep basis, and the site hourly wind speed was used.

3. HC-Cw-av. The annual average wind speed was implemented in Equation (2) to
calculate an average heat transfer coefficient, assumed constant over the simulation
period.

4. HC-Cst. The effect of the hc,ext standard values was evaluated, assuming a constant
convective heat transfer coefficient equal to 20 W·m−2·K−1 over the simulation period,
calculated by means of the reference wind speed value of 4 m·s−1 (Equation (2)).

As far as the external longwave heat transfer (External LW) is concerned, the heat
transferred between the surface and the external environment is assessed by means of
Equation (3) in the baseline model. In particular, the Clark and Allen correlation [27] is used
for the apparent sky temperature determination. Three evaluation steps were considered
for the sake of the present study.

1. SKY. The influence of the direct sky temperature model for the apparent sky tempera-
ture calculation was assessed; specifically, the sky temperature was assumed 11 ◦C
below the outdoor air temperature.

2. HR. In EnergyPlus, the external net longwave radiation heat flux is calculated by
applying the Stefan-Boltzmann law. Thus, the definition of the radiative heat transfer
coefficients as input values was not possible. To assess the influence of the linearisa-
tion of the longwave heat transfer (Equation (4)), a simple modelling strategy was
applied. Firstly, the outdoor surface emittances were set equal to 0 to annul the
external longwave heat transfer automatically calculated by EnergyPlus. Then, an
additional heat balance term, calculated as specified in Equation (4), was added to the
external surface of the envelope components. The standard radiative heat transfer
coefficient (hr,ext) equal to 4.14 W·m−2·K−1 was used, and was calculated by assum-
ing a surface emissivity equal to 0.9 and a reference mean temperature of 0 ◦C [23].
The EnergyPlus’s calculated view factor between the surface and the sky (Fsky) was
assumed, as well as the Clark and Allen [27] calculated sky temperature.

3. HR-EU. The parameters described for the HR test model were used in this step, while
the apparent sky temperature was calculated as direct difference from outdoor air
(11 ◦C).

Due to software limitations, the HR and HR-EU modelling assumptions were imple-
mented only on the opaque building envelope components.

Concerning the solar radiation entering the zone through windows (External SW),
two steps were considered.

1. GV-EU. The effect of considering the solar radiation entering the thermal zone as
all shortwave radiation was assessed. To this purpose, the direct solar transmission
coefficient of windows was set equal to the g-value (at normal incidence), while 0
was assumed for the absorption factor. The glazing solar properties were considered
time- and solar angle-independent, by assuming a constant exposure factor (FW in
Equation (6)) equal to 0.9 over the simulation period [2].

2. GV-ITA. The parameters described for the GV-EU test model were used in this step,
while the glazing solar properties were considered solar angle- and time-dependent,
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by assuming a variable exposure factor (FW in Equation (6)) calculated by means of
the Italian National Annex approach [28].

For both GV-EU and GV-ITA, the assumptions were implemented by means of the
EnergyPlus Energy Management System (EMS) [41].

About the internal convection heat transfer (Internal CV), the variation in the accuracy
of the model resulting from the use of the standard values of the heat transfer coefficient
was assessed, compared to the baseline implementing the TARP algorithm [24] for the
definition of the internal convective heat transfer coefficients. Specifically,

1. HC-Cst. A constant value of the convective heat transfer coefficient was considered
over the simulation period, whose determination depends on the direction of the heat
flow. As specified by the EN ISO 6946 technical standard [23], the hc,int values were
assumed equal to 5.0, 2.5 and 0.7 W·m−2·K−1, for horizontal, upward and downward
heat fluxes, respectively.

As introduced, the linearisation of the internal longwave heat transfer (Internal LW)
was not tested in the present work. Instead, the effect of the uniform distribution of the
radiant fraction of internal gains was assessed, as follows.

1. IG. Firstly, only the convective fraction of internal gains (occupancy, appliances, and
lighting) was set as input data in the EnergyPlus model (test model). Then, their
radiative fraction was directly applied to the internal surfaces as additional heat
balance term, calculated for each timestep as in Equation (9).

Finally, three assumptions were tested as regards the solar radiation and solar heat
gains (Internal SW) in the thermal zone, as follows.

1. BR. The assumption of EN ISO 52016-1 to not consider a fraction of solar radiation that
is reflected back outside the zone from windows was evaluated. To this purpose, the
“lost” solar radiation (Equation (13)) was added as an additional heat balance term
to each surface, proportionally to the respective surface areas and solar absorption
factors (Equation (12)).

2. UD. The effect of the uniform distribution of solar radiation on the internal surfaces,
specified by the EN ISO 52016-1 hourly method, was evaluated. A simple modelling
procedure was applied; the internal surface solar absorption was set equal to 0 to
annul the absorbed solar radiation automatically calculated by EnergyPlus. Then,
the global (beam plus diffuse) solar radiation entering the zone at each timestep was
distributed uniformly on the internal surfaces (Equation (11)). Solar heat gains were
considered all radiant heat gains.

3. UD-CSG. The influence of the fraction of solar radiation directly transferred to the
internal air as convective heat gain was evaluated. The modelling approach of UD
was applied. Differently from the UD test model, the solar radiation distributed over
the internal surfaces was decreased by a 10%, considered as a convective heat gain.

4. Results

The effects of the tested modelling options on the thermal behaviour of the case studies
are presented in this section. In Section 4.1, the deviations of the annual energy needs for
heating and cooling, evaluated through the comparison with the baseline model results
(EnergyPlus full detailed method), are presented for each case study variant. The errors in
the prediction of the indoor operative temperatures are instead presented in Section 4.2.

4.1. Energy Needs Evaluation
4.1.1. Simplified Modelling of the External Driving Forces

Figure 3 shows the deviations in the energy needs for heating and cooling for the tested
modelling assumptions. The labels represent the variation of both heating and cooling
energy needs (∆EPH/C,nd), while the red and bold highlighted values represent the tested
assumptions for which the mean bias error (MBE) exceeds the acceptable value (±10% [16]).
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Significant discrepancies between the baseline and the test models are highlighted when
the EN ISO 52016-1 assumptions related to the definition of the external convective heat
transfer coefficients are concerned. Generally, an increase of the annual energy needs
for heating, and a decrease in the one for cooling occur for all the case study variants.
Firstly, the effect related to the lack of specific input data regarding the local wind speed
was assessed. The use of an average wind speed value for the determination of the hcs
following the TARP algorithm (HC-Vw-av, variable heat transfer coefficient) leads to
negligible variations in the cooling energy needs for all the considered building variants.
In fact, the energy needs for cooling decreases with variations within −0.3 kWh·m−2, with
respective Mean Bias Errors (MBEs) lower than −1%. Slightly increases occur instead in
the energy needs for heating, especially for the residential apartment unit at the existing
building (ExtB) insulation level in Milan (i.e., ∆EPH,nd equal to +1.3 kWh·m−2, and MBE
equal to +2%). Negligible variations instead are reported for the cooling dominated climatic
zone (Palermo), as well as for the well-insulated case studies (DM) in Milan.

The use of a constant value of the heat transfer coefficient, calculated considering
either an average (HC-Cw-av) or a reference wind speed (HC-Cst), leads to the highest
variations of the energy need for heating among all the tested modelling assumptions. This
is particularly true for the apartment unit at the ExtB insulation level in both climatic zones.
In Palermo for the HC-Cst assumption, EPH,nd variations of +4.2 kWh·m−2 (compared
to 5.2 kWh·m−2 of the baseline), and EPC,nd variations of −4.3 kWh·m−2 (compared to
22.2 kWh·m−2 of the baseline) are reported, with MBEs both exceeding the acceptable
values (+83% and −19% for the heating and the cooling needs, respectively). Comparable
situations occur in Milan for both the HC-Cw-av and HC-Cst tests (for heating, +11% and
+24%, respectively; for cooling, −19% and −42%, respectively). Consistent discrepancies
occur also for the ExtB office module in Milan when the HC-Cst assumption is implemented;
in this case, the variations in the energy needs for heating and cooling are characterised
by MBEs equal to +17% and −11%, respectively. Nevertheless, the implementation of the
reference hc values specified by the EN ISO 13798 technical standard [29] leads to acceptable
variations of the energy needs for all case studies characterised by the DM insulation level
(e.g., for the DM apartment unit in Milan, +5% and −9% for the heating and the cooling
energy needs, respectively), as well as for the existing office module in Palermo.

Finally, a decrease in the model accuracy occurs when variable external heat trans-
fer coefficients, calculated by means of the EN ISO 6946 formulation (Equation (2)), are
considered. In fact, this formulation applied on a timestep basis leads to increases in the
heating needs comparable to the HC-Cw-av assumption for the all the considered cases
(e.g., +9% for the ExtB residential building in Milan), as well as decreases in the cooling
needs (e.g., −19% for the ExtB residential building in Milan). These similarities in the re-
sults can be explained by analysing the convective coefficient profiles shown in Figure 4, in
which the different hc,ext hourly profiles (dashed lines in Figure 4) for the residential apart-
ment unit (ExtB) in Milan are presented for a typical winter week (from 13 to 19 January).
The hourly thermal loads are presented as well. The hc,ext values calculated by means of
the formulation in Equation (2) on an hourly basis (HC-V) are consistently higher than the
ones calculated by means of the TARP algorithm, using either a variable (baseline model)
or an average constant wind speed (HC-Vw-av). Higher convection heat transfer rates
occur for the HC-V assumption, leading to the reported discrepancies between the out-
comes both on the annual energy needs and on the hourly thermal loads. The HC-Cw-av
assumption leads to similar results to HC-V, since the constant hc,ext used in HC-Cw-av
can be considered an average mean value of the hourly HC-V values. However, since
HC-V is sensitive to the hourly fluctuation of the wind speed, slightly discrepancies can
be highlighted between HC-Cw-av and HC-V. In particular, the HC-V test model tends to
overestimate the hc values with respect to the baseline when high values of wind speed are
reported, and thus to overestimate heating loads, while the HC-Cw-av constant value is
similar to the baseline one.
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Figure 3. Deviations of the energy needs for heating and cooling for the tested modelling assumptions and case
study variants.
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Figure 4. Existing residential unit in Milan: hourly heating loads and hc,ext values in a winter period for the analysed
modelling assumptions.

As far as the modelling assumptions related to the longwave heat transfer phe-
nomenon are concerned, a general increase in the energy need for heating and a decrease
in the one for cooling can be observed. The linearisation of the longwave heat transfer
phenomenon (HR and HR-EU) results to influence the energy need of the case studies more
than the simplified definition of the sky temperature (SKY). For example, the energy need
for heating increases of +2.8 and +0.7 kWh·m−2 for the residential unit in Milan, for the
existing building and the DM insulation levels, respectively, when the standard constant
hr,ext and the EnergyPlus sky temperature are considered (HR). The introduction of the EN
ISO 52016-1 assumption related to the sky temperature definition (HR-EU) shows compa-
rable results with the HR modelling option. This is due to the fact that the actual average
difference between the apparent sky and the outdoor air temperatures is similar to the
reference value of 11 ◦C (i.e., equal to 11.5 ◦C for Milan, and 11.2 ◦C for Palermo) used in the
simulations. Likewise, good agreements between the baseline and the test models can be
found when the sky temperature is assumed to be 11◦C below the external air temperature
(SKY). In fact, the variation in the energy need for heating is around ±0.5 kWh·m−2 for all
the case studies, with mean errors within ±2%. For all the considered case study variants,
the modelling assumptions related to the external longwave radiation guarantee a variation
in the accuracy of the calculation model never exceeding the MBE assumed limits (±10%).

When the solar radiation entering the thermal zone is considered as all shortwave ra-
diation, and the glazing parameters are considered to be solar angle- and time-independent
(GV-EU), the energy need for heating slightly increases compared to the baseline model,
while the energy need for cooling decreases. The same trend occurs also for the GV-ITA
test model.

4.1.2. Simplified Modelling of the Internal Driving Forces

The implementation of a time-independent internal convective heat transfer coefficient
(HC-Cst), calculated for reference conditions [23], leads to a general increase of the energy
needs for both heating and cooling. Differently from the external convective heat transfer,
the simplification introduced by the EN ISO 52016-1 on the definition and time discretisa-
tion of the internal convective heat transfer coefficients guarantees an acceptable level of
accuracy for almost all the considered cases. In fact, the average errors in the prediction of
the energy needs for cooling vary between +3% and +7% for all the considered case studies.
As for the energy needs for heating, good agreements between the baseline and the test
models are reported for the office module in Palermo (i.e., ∆EPH,nd equal to 0 kWh·m−2

for both the ExtB and the DM insulation levels), and for the ExtB residential apartment in
Milan (i.e., ∆EPH,nd equal to +3.6 kWh·m−2, corresponding to MBEs of +5%).

The simplification related to the uniform distribution of the radiant fraction of internal
gains on the internal surfaces does not affect the accuracy of the model. The extent of the
variation in the energy needs for both heating and cooling is negligible for the residential
apartment; in fact, they range within a ±0.1 kWh·m−2 variation, with relative mean bias
errors tending towards 0%. For the office module, in which the internal heat gains are con-
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sistently higher than in the residential building (overall 28 W·m−2 compared to 7.6 W·m−2),
the variations in the energy needs are slightly higher (e.g., +0.5 and −0.7 kWh·m−2 for
heating and cooling, respectively, for the well-insulated office module in Milan); the MBE
values never exceed the acceptable values.

As introduced, the EN ISO 52016-1 hourly method does not consider back reflection
of solar radiation to the external environment (BR). As expected, a decrease in the energy
needs for space heating occurs due to the higher solar gains; an increase in the energy
needs for cooling is reported, as well. This trend is particularly clear for the case studies
characterised by the existing building insulation level; in fact, the high values of windows
solar transmittance (typical for low-performance transparent building components) entail a
high amount of back reflected solar radiation (baseline model), and thus higher solar gains
in the test models. For example, the energy need for cooling of the ExtB office building in
Palermo increases of +8.1 kWh·m−2 compared to the baseline model, while a decrease of
−3.0 kWh·m−2 is reported for the ExtB residential apartment in Milan. Similar variations
also occur for the case studies in Palermo, when the DM level of thermal insulation is
considered (e.g., for the office module, −3% and +7% of the energy needs for heating and
cooling, respectively). For four out of eight cases considered, the variations in the energy
needs exceed the accepted ranges.

Generally, considering a uniform distribution of solar radiation on the zone surfaces
(UD) leads to a slight increase of the annual energy needs for heating, and a decrease in
the one for cooling, in the heating dominated climatic zone (Milan), while an opposite
trend is reported in Palermo (cooling dominated). The EN ISO 52016-1 solar distribution
approach causes a consistent underestimation of the surface solar heat gain for the floor,
while a higher solar radiation amount is distributed over the surfaces facing the outdoor
environment, compared to the baseline model. Finally, the same trend, but with opposite
signs, is reported when a fraction of solar radiation is considered to be immediately
transferred to the internal air (UD-CSG). In fact, this approach leads to a decrease in the
energy need for heating, and an increase in the energy need for cooling, with respect to the
UD test model. If compared to the baseline model, the UD and UD-CSG variants show an
opposite deviation on the energy needs for heating and cooling that, if applied together,
they might produce compensations in the results. The variations of the heating energy
needs are almost negligible for all the considered case studies, while a general increase in
the energy needs for cooling occurs. The effect of this assumption is particularly consistent
in the office module, which is characterised by a noteworthy transparent surface with
respect to the conditioned volume. The solar radiation immediately transferred to the air
consists in an annual average additional heat gain equal to 2.5 W·m−2 for the office module,
compared to 0.9 W·m−2 for the apartment unit.

4.2. Operative Temperatures Evaluation

The errors in the prediction of the indoor operative temperatures are presented in
Figure 5 for a winter month (orange squared dots), and for a summer month (blue circle
dots). In particular, a free-floating simulation was performed for each tested assumption
and for each case study variant, and the effect of the simplifications was assessed for two
months (from 15 January to 15 February—referred as Winter month, and from 15 July to 15
August—referred as Summer month). Each chart in Figure 5 reports the results for each
of the eight cases considered. The dashed red line in each chart represents the assumed
root-mean-squared deviation acceptable limit (0.5 K).
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Figure 5. Operative temperature RMSDs for a winter and a summer month for the tested modelling assumptions and case
study variants.

The evaluations on the operative temperatures partially confirm the findings of the
previous analysis on the annual energy needs for heating and cooling.
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As far as the existing building insulation level is concerned, the accuracy of the
model in predicting the indoor operative temperatures results to be not sensitive to the
modelling assumptions related to the longwave radiation heat transfer (on both the internal
and external surfaces), and to the inside heat convection. The simplified algorithms
used in the determination of the external convective heat transfer coefficients (HC-V,
HC-Cw-av, and HC-Cst) are the simplifications that lead to consistent discrepancies in the
operative temperature estimation in all the ExtB cases. Discrepancies in the prediction of
the indoor operative temperatures also occur when the back reflection of the solar radiation
entering the thermal zone is neglected (BR test case), as well as when a weighted g-value is
considered in the simulations (GV-EU and GV-ITA), especially in the office module case
study due to its large windowed surface (compared to the conditioned volume).

The results related to the well-insulated buildings are consistently different between
the office module and the residential unit. The residential apartment results to be less
sensitive to the modelling assumptions related to the external heat convection than the
office building, for which RMSDs between 0.55 and 1.2 ◦C are reported for Milan and
around 2.0 ◦C for Palermo in summer, if either an hourly variable (HC-V) or constant heat
transfer coefficient (HC-Cw-av and HC-Cst) is applied. Differently from the ExtB building,
in the well-insulated building the GV assumptions (GV-EU and GV-ITA) result to influence
more the winter-performance than the summer one; however, the acceptable variance of
the indoor operative temperatures is not guaranteed for both summer and winter, for all
the considered cases.

5. Discussion

The validation of the EN ISO 52016-1 hourly calculation method was carried out—
limited to the heat transfer phenomena on the outdoor and the indoor envelope surfaces—
by assessing the loss of accuracy of a detailed dynamic EnergyPlus energy model when the
simplifications introduced by the EN ISO 52016-1 technical standard are implemented.

It can be drawn that, generally, the use of an average wind speed value (in absence
of other detailed information) does not influence the accuracy of the model, both for the
annual energy needs evaluation and for the hourly temperature predictions, for all the
case studies. In the same way, the analysis allowed to understand that the EN ISO 52016-1
assumptions related to the external and internal longwave radiation heat transfer can
guarantee a high level of accuracy in the outcomes while assuring the simplicity of the
assessment. The same conclusion can be drawn for the simplified determination of the
apparent sky temperature. On the other hand, the simplifications on the external heat
transfer coefficients lead to significant inaccuracies in the calculation model, as well as the
ones applied to the shortwave (solar) heat transfer.

In some situations, the effect of some of the tested assumptions is different for the
annual EP and for the hourly operative temperature evaluation. It is thus of crucial
importance to understand for which purposes and conditions the simplifications are
applicable or not. The results presented in Section 4 allowed the Authors to answer to the
question: “Is it good enough for [whatever purpose]?” [5], referred to the EN ISO 52016-1
hourly method applied to two building use categories, with different thermal insulation
levels and located in two representative Italian climatic zones.

In Figure 6, the results of the analysis are summarised for the heating/winter (left-
hand side) and the cooling/summer period (right-hand side) through a comparison table.
For each considered case study variant, check marks (X) and crosses (×) are assigned to the
tested assumptions, if the variation limits (i.e., MBE for the energy needs evaluation, and
RMSD for the hourly temperature evaluation) are, respectively, verified or not. It is thus
possible to draw some considerations on the expected level of accuracy for the different
evaluation purposes (i.e., annual energy performance evaluation and hourly temperature
estimation), as follows.
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Figure 6. Summary of the results for the annual energy performance and the hourly operative temperature evaluations.

• The simplified determination of the external convective heat transfer coefficient gen-
erally leads to inaccuracies for uninsulated buildings. In well-insulated buildings,
instead, good agreements can be obtained for annual energy performance evaluations,
while significant errors are committed in the prediction of the indoor operative tem-
peratures, especially in the warm season. Thus, the EN ISO 52016-1 simplifications
on the external convection heat transfer may be applied in the design phases, or for
compliance checks, for new buildings. However, for energy audits of existing build-
ings, or for thermal comfort evaluations, it may be preferable to use more accurate
calculation models.

• The use of a constant indoor convective heat transfer coefficient may lead to inaccura-
cies in the estimation of the energy need for heating for uninsulated buildings, while its
application in the prediction of the indoor operative temperatures can be considered.

• Inaccuracies in the temperature prediction occur when the simplification on the solar
radiation entering into the zone is considered (i.e., back reflection and convective solar
gains). However, generally they guarantee an acceptable accuracy in terms of energy
needs estimation.

6. Conclusions

In the present work, the effect of the specific simplifying modelling assumptions
introduced by the EN ISO 52016-1 hourly method on the accuracy of a detailed dynamic
simulation method was quantified. The modelling assumptions that may lead to non-
negligible inaccuracy in the outcomes were identified. A single process validation approach,
based on a detailed documentation analysis, was proposed, and applied to identify at
which extent the modelling assumptions can affect the accuracy of the model. Specifically,
fourteen modelling options related to the envelope outdoor and indoor surfaces heat
balance were tested on different case studies. To guarantee a general validity of the
outcomes, two buildings (with different geometrical characteristics and building uses),
two levels of thermal insulation (uninsulated or scarcely insulated, and well insulated),
and two climatic zones were considered.

The research also underlined important aspects as regards the EN ISO 52016-1 hourly
model validation. Firstly, the effectiveness of different modelling options seems to be
strictly related to the accuracy in the definition of the considered parameters. For example,
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the use of a simplified model for the convective heat transfer coefficient calculation resulted
to negatively affect the accuracy of the energy need assessment, even if applied on a
timestep basis. This may indicate that the discrepancies are caused by a simplification of
the equation used for the parameter definition rather than by a variation in its temporal
discretisation. Therefore, it would be preferable to select detailed approaches.

Moreover, the results of the research proved the advantages of performing the valida-
tion separately for the different assumptions. The proposed approach led in fact to clearly
detect specific inaccuracies in the modelling assumptions that a whole-model approach
would not have allowed to identify. Therefore, the use of single component validation
approaches should be enhanced to guarantee a complete and extensive energy performance
assessment validation.

Finally, it was shown how different assumptions may be suitable for different appli-
cations. Therefore, it is necessary to firstly define the purpose of the application of the
calculation method to correctly address its validation, and to decide the level of modelling
detail [5] for eventual implementations of the method.

Considering these aspects, the research outcomes are intended to address the model
validation as to contribute to the enhancement of the standardisation activity. Further works
will include in-depth analyses of the modelling options here tested and the exploration of
alternative calculation methods for the definition of the parameters involved. These further
researches will be addressed to increase the accuracy of the simplified dynamic methods,
while guaranteeing the simplicity of the building energy performance assessment.
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