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Abstract: Due to the addition of the drag reducer in refined oil pipelines for increasing the pipeline
throughput as well as reducing energy consumption, the classical method based on the Darcy-
Weisbach Formula for precise pressure loss calculation presents a large error. Additionally, the way
to accurately calculate the pressure loss of the refined oil pipeline with the drag reducer is in urgent
need. The accurate pressure loss value can be used as the input parameter of pump scheduling or
batch scheduling models of refined oil pipelines, which can ensure the safe operation of the pipeline
system, achieving the goal of energy-saving and cost reduction. This paper proposes the data-driven
modeling of pressure loss for multi-batch refined oil pipelines with the drag reducer in high accuracy.
The multi-batch sequential transportation process and the differences in the physical properties
between different kinds of refined oil in the pipelines are taken into account. By analyzing the changes
of the drag reduction rate over time and the autocorrelation of the pressure loss sequence data, the
sequential time effect of the drag reducer on calculating pressure loss is considered and therefore,
the long short-term memory (LSTM) network is utilized. The neural network structure with two
LSTM layers is designed. Moreover, the input features of the proposed model are naturally inherited
from the Darcy-Weisbach Formula and on adaptation to the multi-batch sequential transportation
process in refined oil pipelines, using the particle swarm optimization (PSO) algorithm for network
hyperparameter tuning. Case studies show that the proposed data-driven model based on the
LSTM network is valid and capable of considering the multi-batch sequential transportation process.
Furthermore, the proposed model outperforms the models based on the Darcy-Weisbach Formula
and multilayer perceptron (MLP) from previous studies in accuracy. The MAPEs of the proposed
model of pipelines with the drag reducer are all less than 4.7% and the best performance on the
testing data is 1.3627%, which can provide the calculation results of pressure loss in high accuracy.
The results also indicate that the model’s capturing sequential effect of the drag reducer from the
input data set contributed to improving the calculation accuracy and generalization ability.

Keywords: drag reducer; multi-batch refined oil pipelines; pressure loss; long short-term memory
(LSTM) network

1. Introduction

The pipeline transportation is one of the major ways in the petroleum industry. Pres-
sure loss exists during the flow of refined oil that is transported in the pipeline, which can
cause safety concerns [1,2]. Additionally, it will cause a large amount of pump energy waste
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along the pipelines and high oil transportation costs [3]. Nowadays, oil pipeline operators
generally choose to mix oil with the drag reducer to reduce pressure loss [3–5], achieving
the goal of delivery volume increment, saving pump energy consumption, and reducing
operating costs. Nevertheless, the existence of the drag reducer can make a large error
when calculating the pressure loss with the classical formula [6]. Moreover, the modeling
of pressure loss in refined oil pipelines is of vital importance in industrial production
activities, which directly affects the formulation of the pumping and oil delivery batch
schedules [7]. Therefore, the accurate calculation of the pressure loss of refined oil pipelines
containing drag reducers is conducive to formulating the oil delivery batch and pumping
schedules, which ensure a safer operation of the pipeline system and better economic
efficiency, achieving the goals of industrial energy saving, cost-saving, and promoting the
process of carbon neutrality [7–9].

According to the theory of continuum mechanics, the classical method for calculating
the pressure loss in refined oil pipelines depends on the Darcy-Weisbach Formula shown in
Equation (1), which is widely used in the industrial scene [10]. Among all the parameters
in the Darcy-Weisbach Formula, the Fanning friction factor f is the most decisive one
and is determined by the Reynolds number Re (shown in Equation (3)). Therefore, the
accurate calculation of f is of vital importance for the accurate calculation of the pressure
loss. Previous researchers have made much effort in accurately calculating the Fanning
friction factor of oil pipelines (shown in Table 1). For refined oil pipelines without the drag
reducer, as refined oil is a Newtonian fluid, the Fanning friction factor directly follows
the Prandtl-Karman law [6] in Equation (2). By solving the Prandtl-Karman law, the
Fanning friction factor is determined and the pressure loss in the pipelines can be calculated
according to the given operating conditions. However, the situation became complicated for
pipelines with the drag reducer mixed with oil. Additionally, the earlier study performed
by Virk [11] conducted comprehensive experiments of Newtonian fluids on drag reduction
and illustrated the physical mechanism of drag reduction using the evidence concerned
with data correlation and analysis (as there is a relationship between the drag reduction
rate and pressure loss, by obtaining the drag reduction rate, the pressure loss is also
obtained [12]). Moreover, Virk proposed the trend of maximum drag reduction asymptote
for the Fanning friction factor, which was the foundation of many later researchers on
this topic (theoretically, the value of the Fanning friction factor of refined oil is between
the value calculated by the Prandtl-Karman law and the one related to Virk’s maximum
drag reduction). In [5], the authors investigated various factors which affected the drag
reduction rate in crude oil pipelines with the drag reducer. The results indicated that the
drag reduction rate increased with the temperature, oil flowrate, pipe roughness, as well
as the drag reducer concentration. The same authors proposed a general model derived
from Virk’s model and established a model, in the next year in [13], for calculating the
drag reduction rate in crude oil pipelines, in which various operating parameters were
comprehensively analyzed. Although crude oil is a non-Newtonian fluid and follows the
theory of Dodge and Metzner [14] who analyzed the turbulent flow of non-Newtonian
systems, the form of the Dodge and Metzner correlation is similar to the Prandtl-Karman
Law for Newtonian fluids [13] and the results in [13], which showed a good agreement
with the experimental data.

Compared to the theoretical and semi-empirical models above, empirical models can
fit the data robustly as they are often based on statistical and big data techniques [15,16].
Karami et al. [15] performed the experiments and analyzed the drag reduction rate in
the pipeline by applying response surface methodology to historical data. As was noted
in [15], more than 95% of the variation in the model could be described using the Reynolds
number and concentration (C) of drag reducer. Therefore, a power relation was developed
based on Re and C, which yielded a simpler model to calculate the Fanning friction factor
efficiently and both simplicity and accuracy were better compared to the model in [13].
With the development of the theory of artificial intelligence techniques and computational
power, deep learning has become a powerful modeling tool that allows models composed
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of multiple hidden layers to learn representations of data with multiple levels of the
abstraction of the relationship between the input and output, thus solving complex and
nonlinear problems [17–20]. In [21], the authors presented multilayer perception (MLP)
models for the prediction of the drag reduction rate in crude oil pipelines as well as
compared it with other existing mathematical models, and the results stated the ability of
the MLP model. The authors of [22] studied the feasibility of the Levenberg-Marquardt
algorithm combined with the imperialist competitive computational method to predict
the drag reduction rate in crude oil pipelines and provided an MLP-based formulation to
estimate the drag reduction rate.

Table 1. Evolution of the calculation method of the Fanning friction factor for the pipeline containing the drag reducer.

Calculation Methods Applicable Conditions

Prandtl-Karman Law [6] Newtonian fluid; turbulence flow; without drag reducer in the pipeline
Virk’s maximum drag reduction [11] Newtonian fluid; turbulence flow; with drag reducer in the pipeline
General law of drag reduction [11] Newtonian fluid; turbulence flow; with drag reducer in the pipeline

Karami’s method of calculating drag reduction for crude oil [13] Non-Newtonian fluid; turbulence flow; with drag reducer in the pipeline
Karami’s method of calculating drag reduction for crude oil [15] Non-Newtonian fluid; turbulence flow; with drag reducer in the pipeline
Zabihi’s method of calculating drag reduction for crude oil [21] Non-Newtonian fluid; turbulence flow; with drag reducer in the pipeline

Moayedi’s method of calculating drag reduction for crude oil [22] Non-Newtonian fluid; turbulence flow; with drag reducer in the pipeline

However, little previous literature has been concerned with the sequential effect of
drag reduction such as the dispersing effect, which influenced the accuracy of calculating
the pressure loss. Cao et al. [23] developed a modified equation for the prediction of the
drag reduction rate and effectively promoted the application effect of the drag reducer
in short distance pipelines. However, the disadvantage of the model in [23] was quite
clear: The model was limited to the pipelines used case by case and the exact operational
conditions (e.g., temperature, oil viscosity, concentration of the drag reducer) should be
rigorously satisfied. From what was found from the data analysis in Section 2.2.3 and
Appendix A, the effect of drag reducer on the pressure loss in the refined oil pipeline has
something to do with the time sequence. In other words, when calculating the pressure
loss with the drag reducer in the pipeline, if the relationship within the sequential data can
be captured, the model can obtain temporal information indicating the effect of the time
sequence of drag reduction and there will be better performance on the model’s accuracy.
Recurrent neural networks (RNNs) are connectionist models that capture the dynamics of
sequences via cycles in the network of neurons [24] and are used in domains such as speech
recognition, handwriting recognition, polyphonic music modeling, etc. [25,26]. However,
the memory produced from the recurrent connections can be severely limited by the
algorithms employed for training RNNs. Additionally, the models related to RNNs so far
have been subjected to the problem of exploding or vanishing gradients during the training
process, resulting in the network failing to learn long-term sequential dependencies in
data [27]. By introducing gate functions into the cell structure, the long short-term memory
(LSTM) network could handle the problem of long-term dependencies well [28].

In this paper, the data-driven modeling of pressure loss in multi-batch refined oil
pipelines with drag reducer using the LSTM network is proposed. The pressure loss given
by the proposed model can be used as the input parameter of pump scheduling or batch
scheduling models of refined oil pipelines, which is one of the main motivations of this
research. Case studies using operational data on the production scene are performed to
validate as well as illustrate the advantage of the proposed model compared to the models
in previous papers. The main contributions of this paper are listed as follows:

1. The data-driven modeling of pressure loss in multi-batch refined oil pipelines with
drag reducer using the LSTM network is proposed, using the particle swarm opti-
mization (PSO) algorithm for network hyperparameter tuning. The structure of the
neural network model is designed and the input features of the proposed model are
naturally inherited from the classical model and on adaptation to the multi-batch
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pipeline characteristics, which makes the proposed neural network model more easily
interpreted and understood;

2. Different from the studies in previous works which only considered a single kind
of fluid in the pipeline, the multi-batch sequential transportation process and the
differences in the physical properties between different kinds of refined oil in the
pipelines are considered. The network input feature “the length ratio of gasoline and
diesel” is chosen to describe the pressure loss change in refined oil pipelines during
the multi-batch sequential transportation process;

3. The sequential time effect of the drag reducer such as the dispersing effect that
captures the sequential information of calculating the pressure loss is considered,
which is paid scarce attention to in previous works. Different from the model of
previous works that added an amendment to the formula, the time effect is captured
and reflected by the LSTM module in the proposed model with high accuracy.

The rest of the paper is organized as follows. Section 2 introduces the general frame-
work of the modeling of pressure loss in multi-batch refined oil pipelines with drag reducer
using the LSTM network. Additionally, it illustrates the training process of the proposed
model using the LSTM network, from data pre-processing to hyperparameter tuning and
network parameters updating. In Section 3, case studies using operational data on the
production scene are conducted to demonstrate the effectiveness as well as illustrate the
advantage of the proposed model compared to the models in previous papers. Finally,
conclusions are drawn in Section 4.

2. Methodology
2.1. Modeling of Pressure Loss in Multi-Batch Refined Oil Pipelines Using Methods in
Previous Literature

In previous literature, whether there is a drag reducer in the pipelines or not, the
calculation of pressure loss can be characterized by the Darcy-Weisbach Formula in [10],
whose form is as follows:

Ploss = ρλ · L
D ·

v2

2g = 2ρ f · L
D ·

v2

g

v = 4q
πD2

(1)

where Ploss is the pressure loss in the refined oil pipeline (Pa), λ is the Darcy friction
coefficient which is four times the Fanning friction factor f (λ = 4 f , dimensionless), L
is the length of the pipeline (m), g is the gravitational acceleration (m/s2), v is the mean
flow velocity (m/s), D is the diameter of the pipeline (m), and q is the flowrate of the
pipeline (m3/s).

For the pipelines without the drag reducer, the Fanning friction factor follows the
Prandtl-Karman law in [6], whose form is:

f−
1
2 = 4.0 log10 Re f

1
2 − 0.4 (2)

where f is the Fanning friction factor and Re is the Reynolds number that has the form:

Re =
4q

πDµ
=

vD
µ

(3)

in which µ is oil viscosity (m2/s).
For the pipelines with the drag reducer, Virk [11] proposed the Virk’s maximum drag

reduction formula:
f−

1
2 = 19.0 log10 Re f

1
2 − 32.4 (4)

which could give the limit of the effect of the drag reducer on the pressure loss and be used
to validate the proposed model. However, its result was sometimes far from the real value
and could only be used as a reference value. To seek a more accurate method for calculating
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the Fanning friction factor, the model in [15] is one of the models with the highest accuracy
and can be used as a comparison with our proposed model to present its progressiveness.
The model in [15] is as follows:

1√
f
= (Re + k1)

k2 × (C + k3)
k4 (5)

In [21,22], the multilayer perceptron (MLP) models are utilized to calculate the drag
reduction using two hidden layers with different numbers of neurons, respectively. A
general transfer function for the MLP network with input X is:

f (X) = b2 + W2 × ( fA(b1 + W1 × X)) (6)

where W1 and W2 are the weight matrices of the hidden and output layers, respectively, b1
is a bias vector in the hidden layer, b2 is a bias vector in the output layer, and fA stands for
the activation function.

The formulas for pipelines with the drag reducer from the previous literature are
mainly for crude oil. According to [13], crude oil is a non-Newtonian fluid and follows
the theory of Dodge and Metzner [14], which is similar to the Prandtl-Karman Law for
Newtonian fluids. Therefore, the formula for crude oil can be used by the refined oil
formula for reference.

2.2. Modeling of Pressure Loss in Multi-Batch Refined Oil Pipelines with Drag Reducer Using the
LSTM Network
2.2.1. The Theory of LSTM Cells

The classical RNNs comprise hidden layers between the input layer and output
layer [29]. By replacing hidden neurons with LSTM cells, the training process becomes more
stable, which makes the LSTM popular. The structure of the LSTM network most commonly
used was originally proposed in [30], which modified the original LSTM network from [31].
The concrete description of LSTM is as follows.

Figure 1 shows a detailed structure of a LSTM cell. The gating unit is introduced
into the network to control the influence of the previous time information on the current
information in order for the model to have the so-called “long short-term memory”, which
is suitable for nonlinear sequential problems. Different from the classical RNNs [32], in the
LSTM network, the neurons in the hidden layer are replaced by memory units with the
mechanism of three gates: Input gate, output gate, and forgetting gate. The input of the
model includes xt, which is the sequential input at time t, the hidden state at time t− 1,
ht−1, and the cell state at time t− 1, ct−1. The output contains the cell state at time t, ct
and the hidden state at time t, ht, in which ct and ht, respectively contain the long-term
and short-term memory information. By controlling the input gate, forgetting gate, and
memory gate, the information passes through the LSTM cells. The sigmoid activation
function acts on the input in the input gate, limiting the variables in the range [0, 1] to
realize the control of ct. Moreover, a hyperbolic tangent (tanh) activation function is present
in the input gate for blocking the input. The usage of the forgetting gate is to selectively
forget some information from the cell state from the last moment t− 1, which is expressed
in the control of ct by ct−1 (see Equation (8)). The output gate is used to decide which
parts of the filtered cell state are going to be the output. The calculation formulas are as
follows [24]:

it = σ(Wixxt + Wihht−1 + bi)

ft = σ
(

W f xxt + W f hht−1 + b f

)
ot = σ(Woxxt + Wohht−1 + bo)

(7)

where it, ft, ot represent the calculated results of the input gate, forgetting gate, and
output gate, respectively, W∗∗ and b∗∗ represent the weight matrix and offset term of the
corresponding gate, respectively, and σ is the sigmoid activation function. In the LSTM
model, the output of the cell state and hidden state at time t is determined by the output
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gate and cell state, which is filtered through the tanh activation function. The formulas are
as follows [24]:

gt = tanh
(

Wcht−1 + W f xt + bc

)
ct = ft ∗ ct−1 + it ∗ gt
ht = ot ∗ tanhct

(8)

where gt is the blocking input value acting on the result of the input gate at time t, tanh is
the hyperbolic tangent activation function, and ∗ represents the pointwise multiplication
of the vector.
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2.2.2. The Proposed Model Using the LSTM Network

Referring to classical RNNs, Figure 2 shows the folded structure of a LSTM layer
which consists of LSTM cells. It should be emphasized that the LSTM layer at each time has
the same number of LSTM cells. At a certain time, the LSTM cells are parallel to each other
without any connection. Additionally, the information transference of LSTM cells between
two neighboring times reflects on the recurrent connection of the proceeding LSTM cells
(i.e., the transference of cell state ct and hidden state ht through time), which is capable of
capturing the temporal coupling characteristic from the data. The number of LSTM cells at
each time should be chosen in advance by the experience of the researcher or optimization
algorithm, which corresponds to the model’s ability of abstraction.
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Before constructing the whole neural network model, representative features influenc-
ing the pressure loss need to be carefully chosen. It needs to be re-affirmed here that the
research object in this paper is multi-batch refined oil pipelines. Therefore, the multi-batch
sequential transportation process, which is displayed in Figure 3, should be taken into
consideration. The assumption of the multi-batch sequential transportation process is
derived from [7].
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This paper particularly considers two kinds of refined oil: Diesel and gasoline. For
refined oil pipelines that contain other oil types, the same thought as the one presented
here still works. If there is no drag reducer and both gasoline and diesel are in the
pipeline, according to the Darcy-Weisbach Formula, the following formula for calculating
the pressure loss in a pipeline can be obtained.

Ploss = Ploss,gasline + Ploss,diesel

= 4 fgasoline · ρgasoline
Lgasoline

D · v2

2g + 4 fdiesel · ρdiesel
Ldiesel

D · v2

2g

= 2v2

gD ( fgasoline · ρgasoline · Lgasoline + fdiesel · ρdiesel · Ldiesel)

(9)

where f∗, ρ∗, L∗ are the Fanning friction factor, density, and total length of a certain
refined oil in the pipeline, respectively. Define ratio = Lgasoline/Ldiesel , then considering
Lgasoline + Ldiesel = L and the fact that the diameter of the pipeline remains unchanged,
substitute ratio into Formula (9) to get:

Ploss =
2v2L

gD(1 + ratio)

(
fgasoline · ρgasoline · ratio + fdiesel · ρdiesel

)
(10)

If the pipeline has the altitude difference, the pressure should consider its effect and
the formula for the pressure loss will be added as one more term:

Ploss =
2v2L

gD(1 + ratio)

(
fgasoline · ρgasoline · ratio + fdiesel · ρdiesel

)
+ ∆Pplatitude (11)

where ∆Pplatitude is an additional term representing the pressure loss caused by the altitude
difference. Suppose the altitude difference of a pipeline is H, then ∆Pplatitude is calculated
as follows:

∆Pplatitude = ρgasolinegHgasoline + ρdiesel gHdiesel

= g
(

ρgasolineH
Lgasoline

L + ρdiesel H
Ldiesel

L

)
= gH

L

(
ρgasolineLgasoline + ρdiesel Ldiesel

) (12)

where Hgasoline and Hdiesel are the total length in height (the total height demonstrated
in Figure 3). A trick is presented, whereby, when writing the computer program for
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calculating the ratio, if the result is extremely large, then the ratio will be artificially set to
100, which will cause little influence on the result. Additionally, the ratio can be defined as
the proportion of the length of gasoline in the length of the whole pipeline (both definitions
work). As the Fanning friction factor is determined by the Reynolds number of the oil (see
Equation (2)), it can be expressed by a function with the arguments v and µ: f = Ψ(v, µ).
Therefore, the pressure loss is the function of the flowrate and the length ratio of diesel
and gasoline in the pipeline, which can reflect the pipeline’s steady-state. In light of the
analysis above, the flowrate and the volume ratio of diesel and gasoline in the pipeline
are chosen to be the two input features of the model, while the output is the pressure loss.
The structure of the neural network model is designed and the input feature is naturally
inherited from the Darcy-Weisbach Formula and on adaptation to the multi-batch pipeline
characteristics. In this situation, it can be imagined that the data-driven model will attain
high accuracy compared to the derivation of the Darcy-Weisbach Formula. If the pipeline
contains the drag reducer, the pressure loss can be calculated using the proposed model,
given the sequence of flowrate and the length ratio of gasoline and diesel in the pipeline.
The relationship between the input and output of the model is as follows:

→
P loss = ΦLSTM

(
→
q ,

→
ratio

)
(13)

where ΦLSTM(·, ·) refers to the proposed model,
→
P loss is the vector of pressure loss in the

pipeline,
→
q is the vector of flowrate in the pipeline, and

→
ratio is the vector of length ratio of

diesel and gasoline in the pipeline. The length of the vector is N, which refers to the time
length of the sequence.

Based on the hidden layers with LSTM cells, the proposed structure for the modeling
of pressure loss in multi-batch refined oil pipelines with drag reducer is shown in Figure 4.
In this paper, the size of the hidden state and cell state (these two are instinctively equal) is
set to 1 and the number of LSTM layers is set to 2. There are several hyperparameters to be
chosen in advance using the PSO algorithm: The length of time sequence, the number of
LSTM cells at each time (the number is the same at each time), the number of neurons in
the forward fully connected layer, the maximum number of training epochs, and the initial
learning rate. It is clear in the unfolded structure of the model that the output of LSTM
cells at each time (ht, which is a vector containing all the output of LSTM cells at certain
time t) is fed into a deep neural network, respectively, which helps the model perceive a
deeper abstraction of the input data. The final calculated values at each time are given by
these deep neural networks, which no longer have the time coupling connection as LSTM.
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2.2.3. Training the Proposed Model

Before training the model, the pre-processing work on the historical data of the
pipeline pressure loss gathered from the production scene is of vital importance. As the
data are directly extracted from the supervisory control and data acquisition (SCADA)
system, the outliers exist and will influence the performance of the data-driven model.
There are several techniques in processing the raw data, such as data cleaning [33] and
data normalization [34]. To clean the dirty data from the data sets, the violin chart and box
line chart are both used. The violin chart is used to observe the data distribution, while the
box line chart is used to observe the outliers, and the two are combined to determine which
values are outliers and should be refilled (see Appendix A for detailed information of the
data cleaning procedure). Although the box line chart can reflect the range of the majority
of data points, the outliers cannot all be refilled, since some special operational situations
exist. Under this circumstance, the violin chart can serve as the reference, in which the
distribution information can tell us whether the outliers in the box line chart should be
refilled or not (i.e., if the probability density of the outliers is not negligible, they should be
taken into consideration). The comparison between before and after the refill of outliers
for Case 2 in Section 3 is shown in Figures 5 and 6 and gives an example of how the raw
data are cleaned, which is the effect of the utilization of box line and violin charts, as well
as the outlier detection and refill technique. After the cleaning of raw data, for a common
procedure of machine learning, the data are often divided into three parts: Training data,
validation data, and testing data. The proportion of each data set depends on the scale of
the raw data set, and in this paper, the proportion of 6:1:1 for training data, validation data,
and testing data is chosen. The data normalization technique is required when there are
big differences in the ranges of different features and the detailed formulas are shown in
Appendix B. In this paper, the two input features of the three data sets are normalized by
the mean and variance of the training data set.
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Figure 5. Box line plots before and after the refill of the outliers of Pipeline No. 4 (normalized). As
the units of the two input parameters and one output parameter are different, in order to present
them in one figure, the data sets before and after the refill are normalized. In fact, the normalization
process is done after the data have been divided into training data, validation data, and testing data.
The situation is the same in Figure 6.
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Figure 6. Violin plots before and after the refill of outliers of Pipeline No. 4 (normalized).

As is shown in Figure 7, the data are firstly cleaned, then divided into three data
sets. Thereafter, the divided data sets are normalized right after the division. As there
are various hyperparameters to be tuned, the PSO algorithm is applied to search for a
better combination of the parameters. When initializing the particle swarm, each particle
is given five dimensions, which refer to the five tunable hyperparameters. The algorithm
for training the proposed neural network is ADAM [35], which is straightforward to
implement and computationally efficient. It is worth mentioning that in the program, the
random number seed should be executed to help reproduce the training performance with
the obtained hyperparameters. After training the proposed network, the testing data are
devoted to evaluate the performance of the trained network. The formulas for updating the
velocity and position of each particle can be found in [36]. Up to the maximum iteration,
the algorithm reaches an end and the five hyperparameters of the global best particle
are obtained. The trained model with the optimized hyperparameters can be used to
calculate the pressure loss given with a pretty small mean square error, which shows a
good generalization of the model. The next section will validate and show the advantage
of the proposed model compared to the previous ones.



Energies 2021, 14, 5871 11 of 25
Energies 2021, 14, x FOR PEER REVIEW 12 of 27 
 

 

 

Figure 7. Flow chart for training the proposed model using PSO. 

3. Results and Discussion 

3.1. Data Analysis before the Case Studies 

The raw data of this paper are extracted directly from the SCADA system, which 

include the inlet and outlet pressure of the stations connected by the pipelines that deter-

mine the pressure loss, the flowrate of the pipelines, and the density of the oil flowing 

through the stations. This reflects the oil type distribution in the pipeline and helps calcu-

late the length of each type of oil to get the input feature “𝑟𝑎𝑡𝑖𝑜”. In this paper, we inves-

tigate the pressure loss of seven real-world refined oil pipelines in Guangdong Province, 

China, which are a part of the Guangdong refined oil pipeline system providing refined 

iteration = iteration + 1

Data cleaning 

Training data 

(75%)

Validation data 

(12.5%)

Testing data 

(12.5%)

Searching for hyper-

parameters by PSO:

Initialize 30 particles 

with 5 dimensions

1 - Length of time sequence

2 - Number of LSTM cells at each time

3 - Number of neurons in the forward 

fully connected layer

4 - Maximum number of training epochs

5 - Initial learning rate

Input feature:

ratio

flowrate

Output:

pressure loss

Input the testing data and 

calculate the mean 

square error (MSE) 

MSE =(ŷtest – ytest)
2 / N

iteration = 1

Record the fitness value of 

each particle

Update the best fitness value 

of each particle and the 

global best particle and its 

fitness value

Update the velocity and 

position of each particle

iteration > 

iterationmax?

Obtain the 5 

hyper-parameters 

Train the 

proposed model 

Train the proposed network 

with ADAM algorithm

NO

YES

Data 

normalization 

Data 

normalization 

Data 

normalization 

Pre-processing 

procedure

Figure 7. Flow chart for training the proposed model using PSO.



Energies 2021, 14, 5871 12 of 25

3. Results and Discussion
3.1. Data Analysis before the Case Studies

The raw data of this paper are extracted directly from the SCADA system, which in-
clude the inlet and outlet pressure of the stations connected by the pipelines that determine
the pressure loss, the flowrate of the pipelines, and the density of the oil flowing through
the stations. This reflects the oil type distribution in the pipeline and helps calculate the
length of each type of oil to get the input feature “ratio”. In this paper, we investigate
the pressure loss of seven real-world refined oil pipelines in Guangdong Province, China,
which are a part of the Guangdong refined oil pipeline system providing refined oil for
the whole province. To show the credibility that the data in this paper are acquired from
the real-world multi-product refined oil pipeline system, batch migration charts of the
pipeline schedule from the company are presented in Figures A4 and A5 in Appendix D.
Pipeline No. 1 has no drag reducer and pipeline Nos. 2 to 7 contain the drag reducer. The
pipeline basic data are shown in Table 2. An example of the data pre-processing procedure
of Pipeline No. 4 is shown in Section 2.2.3 as well as Appendix A. Moreover, the same
procedure is implemented in the cases of the other pipelines.

Table 2. The pipeline basic data.

Pipeline No. Pipeline Length (km) Inner Diameter (m) Altitude Difference (m)

1 38.71 0.392 1.08
2 55.31 0.311 3.49
3 35.83 0.311 0.08
4 65.14 0.26 1.91
5 32.34 0.208 2.32
6 45.48 0.208 −2.73
7 51.75 0.208 0.47

The inspiration of considering the time effect of the drag reducer on the pressure
loss using the LSTM network, is based on the exploration of the drag reduction rate of
the refined oil pipelines on the production scene, when calculating the pressure loss for
implementing the pump scheduling problems. We investigate the relationship between
the pressure loss and flowrate of the pipelines as well as the changes in the drag reduction
rate over time. This paper presents a typical case to specifically illustrate the idea. When
analyzing the relationship between the pressure loss and flowrate, it can be seen from
Figure 8 that under the same flowrate, the pressure loss has different values no matter
what type of refined oil is in the pipeline. Additionally, Figure 9 shows the change of the
drag reduction rate when diesel is injected into the pipeline filled with gasoline. Moreover,
time stamp “0” in Figure 9 is the time when the drag reducer is added, and the initial stage
of the curve is flat, which corresponds to the dispersing time effect of the drag reducer.
Significantly in Figure A3, when the time lag changes from 0 to 140, the autocorrelation and
partial autocorrelation of the calculated and measured sequences show a similar strong
sequential relationship of pressure loss, which means that the proposed model has validity
on capturing the sequential information of the pressure loss sequence data. Synthesizing
what we found from the data, we came to a deduction that calculating the pressure loss has
something to do with the time sequence. Here, we call the previous methods for calculating
the pressure loss of only one time point at a time the “point-to-point” regression methods.
As there is a corresponding relationship between the concentration of the drag reducer
and the flowrate on the production scene, in the proposed model, the concentration is not
used as the input, which is one of the advantages over the previous ones. On the basis
of “point-to-point” regression methods, the proposed model is a “sequence-to-sequence”
calculating method that can consider the information transfer between the time series and
capture the sequential law of the fluctuant concentration of drag reducer (although the
concentration is regulated to be added stably, there is still some fluctuation). Additionally,
the model can achieve a more accurate calculation. At the same time, the information
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flow between the LSTM cells is equivalent to increasing the amount of input information.
Therefore, we think that the proposed model is at least as good as the “point-to-point”
regression methods.
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Figure 8. Scatter plot between the pressure loss and flowrate of Pipeline No. 2. “Diesel/gasoline
only” means that there is only diesel/gasoline in the pipeline; “gasoline and diesel mixed” means
that the pipeline involves sequential batches of gasoline and diesel.
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Figure 9. The changes of the drag reduction rate over time in Pipeline No. 2.

3.2. Case Studies
3.2.1. Case 1

Case 1 aims to validate the proposed model and illustrates that the data-driven
method has the advantage of not relying on the accurate refined oil property parameter.
The pressure loss calculated by the proposed model includes the pressure loss caused by
the terminal elevation, and thus, the effect of the terminal elevation has no more duplicate
records. Here, we utilize the proposed model and Darcy-Weisbach Formula to calculate
the pressure loss in Pipeline No. 1. As mentioned in Section 1, for the pipelines with
no drag reducer, the Prandtl-Karman Law is used to calculate the Fanning friction factor.
The physical properties of refined oil products as the parameters are listed in Table 3.
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As the inputs of Prandtl-Karman Law include the viscosity of the refined oil, which is
changeable in each transportation schedule on the production scene and is inconvenient
to be measured experimentally each time [37], the deviation will inevitably exist when
calculating the pressure loss. We change the viscosity of diesel in steps of 0.02 in the range
of 3.0 to 8.0 (×10−6 m2/s) and the viscosity of gasoline in steps of 0.005 in the range of 0.4 to
1.0 (×10−6 m2/s) to analyze the effect of viscosity. Moreover, we finally plot the results of
the proposed model and Darcy-Weisbach Formula in comparison to the measured pressure
loss on the production scene in Figure 10. The result of the Darcy-Weisbach Formula in
Figure 10 is composed of 30,371 curves representing the change of viscosity of both diesel
and gasoline. The results show that the proposed model has good accuracy for calculating
the pressure loss and is valid for use, which proves our deduction (when analyzing the
drag reduction rate of the refined oil pipelines on the production scene) that our proposed
model is at least as good as the “point-to-point” regression methods. As the data are
acquired from the real-world multi-product refined oil pipeline system and the proposed
model can fit the data well, it can be concluded that the proposed model is capable of
considering the multi-batch sequential transportation process as well as the differences
in the physical properties between different kinds of refined oil. Although the Darcy-
Weisbach Formula can provide accurate results at some time stamps, at time stamp 200–400
in Figure 10, it performs disappointing results with a large deviation. The reason is that the
Darcy-Weisbach Formula strongly depends on the parameters and once the parameters
are not accurately measured, the result will be frustrating. With the change of viscosity
of diesel and gasoline, the result by the Darcy-Weisbach Formula has big changes, which
means that the viscosity has much influence on the usage of Darcy-Weisbach Formula,
while the proposed model is free from the influence. Additionally, we examine the statistics
accuracy indicators listed in Table 4 on the full data set. Here, we specifically investigate the
Darcy-Weisbach Formula under the condition of the listed kinematic viscosity in Table 3,
which is given by the pipeline operators on the scene. The proposed model outperforms
the Darcy-Weisbach Formula evidently, which again proved our deduction. Up to here, we
validate the proposed model using comparisons and reveal that one of the advantages of
the proposed model is its ability to handle the inaccuracy of the measurement of physical
properties of the refined oil.

Table 3. The physical properties of refined oil products in Case 1.

Type of Refined Oil Density (kg/m3) Kinematic Viscosity (m2/s)

gasoline 760 5.8 × 10−7

diesel 840 4.0 × 10−6

Table 4. Comparison of statistics accuracy indicators in Case 1.

Pipeline No. Model MAE (MPa) 1 RMSE (MPa) 2 MAPE (%) 3 R2 4

1

Proposed model
(full data set 5) 0.0296 0.042 5.9 0.9741

Darcy-Weisbach Formula
(full data set) 0.1166 0.095 18.1 0.8102

1 MAE: Mean absolute error [38]. 2 RMSE: Root mean squared error [38]. 3 MAPE: Mean absolute percentage error [39]. 4 R2: R squared
value, which is the coefficient of determination in statistics [40]. 5 Full data set is the union of the training set, validation set, and testing set.

3.2.2. Case 2

Case 2 is implemented to show the advantage of the proposed model on accuracy
compared to the previous ones. The previous models depend on the Darcy-Weisbach
Formula and MLP, shown in detail in Equations (2) and (4)–(6). We investigate six real-
world pipelines from Pipeline Nos. 2 to 7 and take Pipeline No. 4 as an example to illustrate
our opinion. The physical properties of refined oil products in Case 2 are listed in Table 5.
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Figure 10. Results for the models used in Case 1 (time interval 8 min 32 s).

Table 5. The physical properties of refined oil products in Case 2.

Type of Refined Oil Density (kg/m3) Kinematic Viscosity (m2/s)

gasoline 740 8 × 10−7

diesel 830 4.0 × 10−6

As all the studied pipelines in Case 2 have a drag reducer mixed in the transported
refined oil, the method in Case 1 does not work. The proposed model is an effective tool to
conquer the problem. We make detailed experiments on the proposed model and utilize
four statistics accuracy indicators (shown in Table 6) to evaluate the performance of the
models. The detailed definitions of the four indicators are given in Appendix C. In Table 6,
the MAPEs of the proposed model are all less than 4.7% and the best performance on the
testing data is 1.3627%, which can provide the calculation results of pressure loss in high
accuracy. Combined with the results in Figures 11 and A6, the tendency of the measured
value from the production scene is captured by the proposed model, though an inevitable
deviation exists at some time stamps. The MAE and RMSE of the proposed model are in
accordance with the accuracy requirements of calculating the pressure loss for the pump
and pipeline scheduling problems, leaving minimal impact on the scheduling result. The
results of the R square value of the proposed model are close to 1, which means that the
calculation result has a good performance on fitting the measured value. In the meantime,
we also notice the problem that in some cases, the testing data set shows better performance
than that of the training data set. Honestly, the effect on the training and testing data sets
should be balanced according to the requirement. As far as we are concerned, the problem
is caused by the division proportion of the full data set and remain in further experiments.
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Table 6. Results of statistics accuracy indicators in Case 2.

Pipeline No. Model 1,2 Data Set MAE (MPa) RMSE (MPa) MAPE R2

2 Proposed model Testing data set 0.039477 0.051727 2.0478% 0.98138

3 Proposed model Testing data set 0.020316 0.025194 2.2958% 0.96926

4

Proposed model
Training data set 0.094731 0.12234 2.9234% 0.96753
Testing data set 0.12842 0.15219 3.2601% 0.9349

Full data set 0.098088 0.12551 2.9262% 0.96732

Karami et al. (2016) [15]
Training data set 0.17198 0.21694 5.1497% 0.90763
Testing data set 0.22454 0.28593 5.7048% 0.84177

Full data set 0.1786 0.2268 5.2196% 0.90071

Zabihi et al. (2019) [21]
Training data set 0.097467 0.12681 2.9903% 0.96512
Testing data set 0.17736 0.22011 4.6056% 0.86383

Full data set 0.10794 0.14255 3.2019% 0.95794

Moayedi et al. (2020) [22]
Training data set 0.10032 0.12597 3.0615% 0.96558
Testing data set 0.17513 0.2269 4.5171% 0.8553

Full data set 0.11012 0.14331 3.2523% 0.9575

5 Proposed model Training data set 0.097122 0.13888 4.0678% 0.98226
Testing data set 0.051544 0.06589 2.6843% 0.99792

6 Proposed model Training data set 0.044789 0.077051 2.8387% 0.99370
Testing data set 0.030634 0.039497 1.7549% 0.99573

7 Proposed model Training data set 0.037734 0.054331 4.6859% 0.98183
Testing data set 0.014215 0.018376 1.3627% 0.99483

1 Karami et al. (2016), Prandtl-Karman Law, and Virk (1975) are all models for calculating the Fanning friction factor of the Darcy-Weisbach
Formula. The pressure loss is calculated based on the Darcy-Weisbach Formula. 2 Zabihi et al. (2019) and Moayedi et al. (2020) are models
based on the multilayer perceptron (MLP).

In this paper, we specifically investigate Pipeline No. 4 to show the progressiveness
of the proposed model. Additionally, we utilize Equations (2), (4) and (5), respectively to
calculate the Fanning friction factor of Equation (11) and the MLP models in Equation (6) to
obtain the pressure loss. According to what Karami et al. in [15] did, we also fit the curved
surface of the Fanning friction factor versus the Reynolds number and concentration of
the drag reducer. As we are studying the multi-batch refined oil pipelines, the surface of
gasoline and diesel should be fitted, respectively. The curves are fitted using the MATLAB
Curve Fitting Toolbox with the same data set of training the proposed model. The fitted
curves of gasoline and diesel are shown in Figure 12 and the relationship is as follows:

1√
fgasoline

=
(

Regasoline + 0.5202
)0.2155

×
(

Cgasoline + 0.2453
)0.02778

(14)

1√
fdiesel

= (Rediesel + 0.3051)0.2023 × (Cdiesel + 0.07844)0.298 (15)

The comparison of different models for calculating the pressure loss of Pipeline No. 4
on the full data set is shown in Figure 13. Without the drag reducer, the Prandtl-Karman
Law can be an easy and convenient way to calculate the pressure loss with a relatively
good performance, as can be seen in Figure 10. Nonetheless, due to the drag reducer in
the pipeline, the commonly used method based on the Prandtl-Karman Law to calculate
the Fanning friction factor of the Darcy-Weisbach Formula loses its effectiveness, leaving
too large an error for practical use. Although Virk’s maximum drag reduction method
considers the effect of drag reducer, it only reflects the extreme scenario. The curves of the
pressure loss calculated by the methods of Karami, Zabihi, and Moayedi, as well as the
proposed model in Figure 13 are between the ones calculated by the Prandtl-Karman Law
and Virk’s method, which accord with the theory and validate the work. Additionally, it
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can be seen that the result of the proposed model is most close to the real-world measured
data. The results of Karami’s method and the proposed model do equally well in most time
stamps. However, from time stamps 850 to 1000, we can find that the result of the proposed
model has better performance than that of Karami’s method. Comparing the methods based
on the Darcy-Weisbach Formula, the artificial based methods present a better performance.
Although Zabihi’s and Moayedi’s methods can have a good performance on the training
data set, the MAPEs of the testing data set of the MLP models are 1.4% poorer than the
proposed model, which means that the proposed model has a better generalization ability.
From the comparison that the statistics accuracy indicators of the previous methods are
poorer than the proposed model on MAE, RMSE, MAPE or R2 in Table 6, the model’s
capturing time effect of drag reducer can really contribute to improving the performance.
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Figure 11. Calculation results of the proposed model (on the full data set) for (a) Pipeline No. 2;
(b) Pipeline No. 3; (c) Pipeline No. 4; (d) Pipeline No. 5; (e) Pipeline No. 6; (f) Pipeline No. 7.



Energies 2021, 14, 5871 18 of 25Energies 2021, 14, x FOR PEER REVIEW 19 of 27 
 

 

  

(a) (b) 

Figure 12. Fitting result of the Fanning friction factor of Pipeline No. 4 using the formula from Karami et al. (2016) for (a) 

gasoline; (b) diesel. 

The comparison of different models for calculating the pressure loss of Pipeline No. 

4 on the full data set is shown in Figure 13. Without the drag reducer, the Prandtl-Karman 

Law can be an easy and convenient way to calculate the pressure loss with a relatively 

good performance, as can be seen in Figure 10. Nonetheless, due to the drag reducer in 

the pipeline, the commonly used method based on the Prandtl-Karman Law to calculate 

the Fanning friction factor of the Darcy-Weisbach Formula loses its effectiveness, leaving 

too large an error for practical use. Although Virk’s maximum drag reduction method 

considers the effect of drag reducer, it only reflects the extreme scenario. The curves of the 

pressure loss calculated by the methods of Karami, Zabihi, and Moayedi, as well as the 

proposed model in Figure 13 are between the ones calculated by the Prandtl-Karman Law 

and Virk’s method, which accord with the theory and validate the work. Additionally, it 

can be seen that the result of the proposed model is most close to the real-world measured 

data. The results of Karami’s method and the proposed model do equally well in most 

time stamps. However, from time stamps 850 to 1000, we can find that the result of the 

proposed model has better performance than that of Karami’s method. Comparing the 

methods based on the Darcy-Weisbach Formula, the artificial based methods present a 

better performance. Although Zabihi’s and Moayedi’s methods can have a good perfor-

mance on the training data set, the MAPEs of the testing data set of the MLP models are 

1.4% poorer than the proposed model, which means that the proposed model has a better 

generalization ability. From the comparison that the statistics accuracy indicators of the 

previous methods are poorer than the proposed model on MAE, RMSE, MAPE or R2 in 

Table 6, the model’s capturing time effect of drag reducer can really contribute to improv-

ing the performance. 

Figure 12. Fitting result of the Fanning friction factor of Pipeline No. 4 using the formula from Karami et al. (2016) for
(a) gasoline; (b) diesel.

Energies 2021, 14, x FOR PEER REVIEW 20 of 27 
 

 

 

Figure 13. Comparison of different models for calculating the pressure loss of Pipeline No. 4 (full 

data set). 

In summary, the case studies presented in this paper validate the proposed model, 

show a better performance on dealing with historic data, as well as prove that the pro-

posed model can consider the multi-batch sequential transportation process and the dif-

ferences in the physical properties between different kinds of refined oil, thus enabling a 

better performance in calculating accuracy. The data-driven models including proposed 

model and comparing models in [15,21,22] show a better performance compared to the 

analytical models including comparing models in [6,11]. Furthermore, the artificial intel-

ligence models involving proposed model and comparing models in [21,22] work better 

than the correlation model derived from the empirical formula given in [15]. Comparing 

the models based on artificial intelligence, the proposed model based on LSTM capturing 

the sequential information enhances the calculation accuracy and generalization ability. 

A shortcoming of the proposed model is that it costs more time to train than the compared 

models, but within tolerance. 

The limitations should be pointed out in the end to notice the readers who intend to 

use our proposed model as a trial. First of all, the range of the flowrate of the studied 

pipelines is under 500 m3/h and the range of the concentration of the drag reducer is 

around 5 ppm (part per million cubic meters). The pipelines that are beyond that range 

still need to be verified. With the development of the pipeline transportation of refined 

oil, the maximum flowrate and some other factors may change. Therefore, the proposed 

model should be updated frequently to accord with the production scene. To follow the 

development of the pipelines, our future work includes building an offline database for 

retraining the proposed model from time to time. Secondly, though deep learning models 

can provide high accuracy, the hyperparameters are dependent on the researcher’s expe-

rience. Some of the hyperparameters are searched by the PSO algorithm in this paper, but 

there are still some remaining to be artificially chosen, such as the number of LSTM layers. 

According to the experiment when training the proposed model in this paper, properly 

increasing the number of LSTM layers and using more raw data to train the model will 

possibly produce a better result. 

  

0

1

2

3

4

5

6

7

0 200 400 600 800 1000

P
re

s
su

re
 l
o
ss

 (
M

P
a
)

Time stamps (Time interval: 8min 32s)

Karami, et al. (2016) Zabihi, et al. (2019)

Moayedi, et al. (2020) Prandtl-Karman Law

Virk (1975) Measured value

Proposed model

Figure 13. Comparison of different models for calculating the pressure loss of Pipeline No. 4 (full
data set).

In summary, the case studies presented in this paper validate the proposed model,
show a better performance on dealing with historic data, as well as prove that the proposed
model can consider the multi-batch sequential transportation process and the differences
in the physical properties between different kinds of refined oil, thus enabling a better
performance in calculating accuracy. The data-driven models including proposed model
and comparing models in [15,21,22] show a better performance compared to the analytical
models including comparing models in [6,11]. Furthermore, the artificial intelligence
models involving proposed model and comparing models in [21,22] work better than
the correlation model derived from the empirical formula given in [15]. Comparing the
models based on artificial intelligence, the proposed model based on LSTM capturing the
sequential information enhances the calculation accuracy and generalization ability. A
shortcoming of the proposed model is that it costs more time to train than the compared
models, but within tolerance.
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The limitations should be pointed out in the end to notice the readers who intend
to use our proposed model as a trial. First of all, the range of the flowrate of the studied
pipelines is under 500 m3/h and the range of the concentration of the drag reducer is
around 5 ppm (part per million cubic meters). The pipelines that are beyond that range
still need to be verified. With the development of the pipeline transportation of refined
oil, the maximum flowrate and some other factors may change. Therefore, the proposed
model should be updated frequently to accord with the production scene. To follow
the development of the pipelines, our future work includes building an offline database
for retraining the proposed model from time to time. Secondly, though deep learning
models can provide high accuracy, the hyperparameters are dependent on the researcher’s
experience. Some of the hyperparameters are searched by the PSO algorithm in this paper,
but there are still some remaining to be artificially chosen, such as the number of LSTM
layers. According to the experiment when training the proposed model in this paper,
properly increasing the number of LSTM layers and using more raw data to train the model
will possibly produce a better result.

4. Conclusions

In this paper, the data-driven modeling of pressure loss in multi-batch refined oil
pipelines with drag reducer, using the long short-term memory (LSTM) network with
high accuracy, is proposed. Firstly, by analyzing the data, a deduction is made from
the sequential data that the pressure loss has something to do with the time sequence
and that the proposed model is at least as good as the calculation methods based on the
Darcy-Weisbach Formula and MLP. Then, two case studies are implemented, which not
only validate the proposed model but also show its superiority. For the pipelines without
the drag reducer, the proposed model does not need strong volatility parameters such
as the viscosity of the refined oil compared to the Prandtl-Karman Law. This implies
that the proposed model is more practical on the production scene. Whether the pipeline
has the drag reducer or not, the proposed model has a better performance on accuracy
than the previous models. The MAPEs of the proposed model of pipelines with the drag
reducer are all less than 4.7% and the best performance on the testing data is 1.3627%. The
results of the R square value of the proposed model are close to 1. The high adaptability
to data indicated that the proposed model can be utilized in refined oil pipelines with the
drag reducer considering the multi-batch sequential transportation process and sequential
effect of the drag reducer. Moreover, the results indicate that the model’s capturing time
effect of the drag reducer from the input data set contributes to improving the calculation
accuracy and generalization ability. In future work, the pressure loss given by the proposed
model will be used as the input parameter of pump scheduling model or batch scheduling
model of refined oil pipelines, which can ensure the safe operation of the pipeline system,
achieve the goal of energy-saving and cost reduction, and eventually promote the process
of carbon neutrality.
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Appendix A

The data cleaning procedure in this paper includes the outlier detection as well as
the refill technique and is described concretely as follows. Once we get the raw data
which include the sequential pressure loss, pipeline flowrate, and the density from the
SCADA system on the production scene, the input parameters can be calculated through
the multi-batch sequential transportation characteristics [7]. Firstly, the outliers are detected
as elements more than three local standard deviations from the local mean over a window
length specified by a variable “window”. The raw data are firstly checked over a window
length specified by 100, and the detected outliers are filled with the nearest non-outlier
value. Then, the cleaned data are checked again over a window length specified by 20
and the detected outliers are filled using the piecewise cubic spline interpolation. The
first check aims to detect the outliers over a larger data observation horizon, while the
second one aims to detect the outliers in a local range. An example of the cross plot of raw
and cleaned data is presented. By implementing data cleaning, some burr in the data is
smoothed which helps get a better performance of the neural network model.
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To show whether data cleaning really works and contributes to the performance of
training the proposed neural network, the relative importance of input parameters with the
output parameters before and after the refill of outliers is evaluated. The holdback input
randomization (HIPR) method [41] is utilized to analyze the performance, whose main
idea is that if a parameter contributes strongly to the predictive ability of the proposed
neural network, the mean squared error (MSE) of the data set in which this parameter is
randomized will be greater than the MSE of the original dataset. The network is trained
using the training data after the refill of the outliers and examined by the testing data
before and after the refill. Comparing the results before and after the refill in Figure A2,
it is obvious that implementing the data cleaning technique does help in getting a better
performance on the model’s accuracy. Additionally, we can draw a conclusion that the
input parameter “flowrate” has more influence on the accuracy than the input parameter
“ratio”, since the MSE of pressure loss when the “flowrate” is randomized changes greater
than that when the “ratio” is randomized, no matter whether the outliers are refilled or not.

After cleaning the raw data, the sequential autocorrelation function and partial auto-
correlation function [42] are implemented to reveal the time effect of the drag reducer on
the pressure loss, as shown in Figure A3.
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Figure A2. The relative importance of input parameters with the output parameters before and after the refill of outliers of
Pipeline No. 4. “Ref” means the result of the original testing dataset; “flowrate” means the input parameter flowrate is
randomized in the testing data set and is evaluated; “ratio” means the input parameter ratio is randomized in the testing
data set and is evaluated.
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Figure A3. The sequential autocorrelation and partial autocorrelation of the pressure loss sequential
data (shown in Figure A1) of Pipeline No. 4.

Appendix B

The normalization or standardization technology is a common method for pre-processing
the raw data to make the trained model more effective.

The formula for standardization is as follows. For a variable x, it is standardized as:

xstandardized =
x−minx

maxx−minx
(A1)

The variable will be standardized in the range of 0 and 1.
The formula for normalization is as follows. For a variable x, it is normalized as:

xnormalized =
x− x

σ
(A2)

where x and σ are the mean and standard deviation of the variable. The normalized
variable will have a zero mean and unit standard deviation.

Appendix C

Suppose that ymeasure is the measured sequential data set which contains N data points
and yregression is the result calculated by the established regression model to fit ymeasure. The
definitions of MAE, MAPE, RMSE, and R2 are as follows:

1. MAE is the acronym of mean absolute error, which is defined as:

MAE =
1
N

N

∑
i=1

∣∣ymeasure,i − yregression,i
∣∣ (A3)

2. RMSE is the acronym of root mean squared error, which is defined as:

RMSE =

√√√√ 1
N

N

∑
i=1

(
ymeasure ,i − yregression,i

)2 (A4)
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3. MAPE is the acronym of mean absolute percentage error, which is defined as:

MAPE =
1
N

N

∑
i=1

∣∣ymeasure,i − yregression,i
∣∣

ymeasure,i
(A5)

4. R2 is the R squared value, which is the coefficient of determination in statistics and is
defined as:

R2 = 1−

N
∑

i=1

(
ymeasure ,i − yregression,i

)2

N
∑

i=1
(ymeasure ,i − ymeasure)

2
(A6)

where ymeasure is the mean value of the measured sequential data set.

Appendix D

Some other figures to prove the credibility of the results in this paper are as follows:
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