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Abstract: Numerical relays have become essential tools for carrying out the protection and surveil-
lance tasks of electrical power systems. These relays implement their functions from the phasors of
the electrical network signals, estimated by digital processing using digital filters. Digital filters must
meet certain requirements, such as providing a fast and effective response to increasingly complex
transient signals made up of components that make the estimation process difficult. In addition to the
decreasing exponential (decaying dc offset), harmonics, and signal noise, it must be added that the
interharmonic components that in recent years have acquired great relevance, mainly because of the
increase in non-linear loads and the extensive use of power electronic systems. The presence of these
interharmonic components causes a poor response in most of the filters implemented today. This
article presents the design of a new digital filter, C-CharmDF (Cleaned Characteristic Harmonic Digi-
tal Filter) for phasor estimation on noisy transient signals with decreasing exponential components,
harmonics, and interharmonics. A detailed study was carried out for severe transient situations and
stationary signals. It was found that the method can be suitable for relays that implement both fault
location functions and system protection functions.

Keywords: digital filter; signal processing; transient event; fault signal; fault localization; decaying
dc offset; harmonics identification; interharmonics identification; noisy signal

1. Introduction

Today, the existing protection and surveillance schemes of an EPS (Electrical Power
System) use digital numerical relays. These relays implement their functions on the basis of
an internal calculation process with network electrical signal phasors, which are properly
processed and digitized (ADC, anti-aliasing filter, etc.). Phasors of concrete frequencies
(usually the fundamental) can be obtained by performing the estimation of the harmonic
spectrum specified by the analyzed signal through digital processing. The mathematical
operations and techniques used in digital processing for phasor estimation are implemented
by a DSP (Digital Signal Processor), which uses specific logical-mathematical algorithms
commonly called digital filters.

Traditionally, phasor estimation has been performed with digital filters that base their
technique on the application of the DFT (Discrete Fourier Transform) tool [1]. The DFT
is a good phasor estimator when the wave is composed of harmonics and continuous
components of constant values. However, it has precision problems when the input signal
contains terms of another nature. An example of these cases is the decreasing exponential
(or exponentially decaying DC) component, which can appear in transitory regimes, as
occurs in fault situations. It is important to point out that it is precisely under fault
conditions when it is more important and necessary that the functions implemented in the
relay receive reliable information about the state of the system.
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Protection and/or surveillance equipment will not be able to meet the requirements if
the digital filter does not have specific characteristics to make the device functions work
correctly. Furthermore, if the filtering algorithm is expected to work with an acceptable
guarantee of response, it must fulfill a series of characteristics that approach it to the ideal
digital filter:

• The parameters that the digital filter has to provide to the protection and/or fault
location functions must be completely reliable and precise.

• The execution time of the calculations must be kept to a minimum so that the relay
responses are as fast as possible.

• It must be independent of the fault moment so that there are not other unknowns
in the equations for its calculation, and it must have the ability to operate correctly
before, during, and after the fault.

There are many types of digital filters found in the literature. Some of them are
focused on the detection and classification of faults [2]. In this field, there are all kinds of
methodologies [3], such as those based on the Wavelet Transform, ANN (Artificial Neural
Network), and Fuzzy Logic. Some others are more innovative, such as signal recognition
based on Syntactic Pattern Recognition techniques for application in specific hardware (in
order to optimize the performance of the relay) [4]. Regarding the field of fault detection
and localization, many of the existing methods are based on the phasor estimation of
electrical signals using digital processing [5]. Over the last few years, the problem of
obtaining the harmonic spectrum of a fault signal has been approached in various ways.
Methodologies that use different technologies or approaches have been proposed and
developed for the phasor estimation in the presence of a decreasing exponential component.

Type I: Based on matrix methods. A system of equations with multiple unknowns
expressed in matrix form is defined, and using different techniques, its resolution is
achieved. Almost all are implemented using LES (Least Error Square) methods [6–8], but
they present inaccuracies because of the poor conditioning of the matrix coefficients in the
system of equations.

Type II: Based on the MIMIC filter approximation. These digital filtering algorithms
are based on the emulation of what are known as mimic filters or MIMIC [9]. These are
circuits designed to be properly adjusted in order to eliminate the decreasing exponential
component and later apply a phasor estimator, such as the DFT. To correctly tune the
filter, some characteristics of the analyzed signal must be predefined beforehand. This is
completely unpredictable in a fault signal.

Type III: Based on modified versions of the DFT. The methods used are mostly modi-
fied versions of the DFT in order to improve their behavior with decreasing exponential
component signals [10–12]. They are based on the estimation and elimination of the ex-
ponential component and then on the application of the DFT to the resulting signal. In
addition to requiring knowledge of the instant of the fault, the modifications made to the
DFT usually give rise to serious stability problems with noisy signals [13].

Type IV: Based on the Wavelet Transform. These filters generally base their method
on the Discrete Wavelet Transform, or DWT [14], and more specifically on the MRA
(Multiresolution Analysis) technique [15,16]. These types of filters are not as widely
implemented in protection digital relays as they are in the case of the DFT; this is either
because they are less efficient methods, they are not sufficiently developed, or they require
a wide range of samples for their proper operation.

Type V: Based on ANN. In recent years, there seems to be a tendency to apply ANN
to the field of system protection [17,18], but techniques are more focused on fault detection
and location without relying on phasor estimation itself. Their implementation seems
somewhat complicated to apply to the practical world of digital phasor estimation relays.
These networks require a learning process in order to be truly efficient. Taking into account
that an EPS changes unpredictably in its exploitation, this becomes practically unfeasible.

Type VI: Based on combinations of other methods (excluding Type II). Most of these
algorithms classified as hybrids combine Wavelet methodologies with ANN networks for
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fault detection and location [19,20]. The methods used do not apply phasor estimation tech-
niques or present significant robustness to be applied in fault signals [21,22]. Techniques
that combine Type I with Type III methods can also be found [23].

Type VII: Independent methods (not based on the other methods). These methods use
techniques that cannot be classified in the previous families, in which the methods range
from Mathematical Morphology [24,25] to iterative computational methods [26]. They
prove to be isolated or underdeveloped cases.

In the vast majority of the literature, other authors have mainly referred to algorithms
that are based on Type I, Type II, and Type III methodologies [13,27–30]. Regarding the
other methods, perhaps because they are techniques that are still being developed in
relation to phasor estimation in the field of network surveillance using digital devices, the
bibliography does not turn out to be as extensive as that for the previous methodologies. It
is observed that these methods are still novel techniques, or at least less extensive than the
first three types.

Many new digital filters have been proposed in the last several years, and although the
results show that the methods make reliable estimates, there is no consideration about the
presence of significant harmonic components or noise. Furthermore, most of the previous
research has only shown the results about the magnitude of the phasor to be estimated,
omitting the value of the angle (phase). When noise and/or harmonics are included, the
estimations are compromised. Therefore, digital filters must be analyzed under broader
conditions than the ones under which studies have been carried out. Another aspect to
bear in mind is that all of them have been developed without considering the presence of
interharmonic or subharmonic components in the filtered signal [31].

Interharmonic components are defined as sinusoidal components whose frequency
is not an integer multiple of the fundamental frequency. Subharmonic components are a
particular case of interharmonics that meet the condition of having a frequency lower than
the fundamental frequency of the system. The vast majority of interharmonics generation
sources are related to non-linear loads that operate in a transient regime and situations
in which asynchronous switching of static converter semiconductor devices occurs. To a
lesser extent, they are also connected with oscillations that are generated in systems that
contain capacitors or systems in which the transformers are saturated, as well as during the
switching processes. These types of interharmonic and subharmonic components, which
are always present in an EPS, have recently gained greater importance. The wide use of
power electronic systems has produced an increase in their proliferation.

The presence of these components causes a poor response in most of the filters imple-
mented to date and can cause the protection system to act when it should not, or vice versa.
Although in recent years research has been developed to detect their presence in electrical
signals, the methods are neither oriented to the field of protections and/or fault location
nor appropriate for their application. This is because they require calculation processes
that require a high number of signal cycles [32–34].

In the specific case of fault location, fault clearance often involves having only a few
cycles of signal information available. When these registers contain interharmonics or
subharmonics, the estimation of the fundamental network component or other harmonics
is complicated or even impossible in some cases. Consequently, the existing fault location
algorithms generally require a greater number of cycles than those provided in the post-
fault record to obtain reliable results.

In this paper, a new digital filter for phasor estimation is presented, considering the
presence of decreasing exponential components and continuous terms as well as harmonics
and interharmonics/subharmonics of the fundamental signal of an EPS in the presence of
signal noise.

The proposed filter is focused on the estimation of the components of a transient
signal in the field of fault detection and location. Thus, for instance, the necessary phasors
to apply a location algorithm can be estimated. The method can be complementary to
fault detection and classification methodologies because once the relay has acted, the



Energies 2021, 14, 5166 4 of 24

registered fault signal information can be processed so the location of the fault point can
be obtained almost immediately (almost in real-time). Moreover, with sufficiently fast or
parallel processors, the method could be applied in real-time and be suitable for relays that
implement either fault location functions or system protection functions.

2. Proposed Method

A fault signal composed of a continuous offset, decreasing exponential components,
fundamental frequency f of the network signal, and both harmonic and interharmonic
components in addition to noise was taken into consideration. The digitized signal at
a fs= 1/Ts sampling frequency, which satisfies the conditions of the Nyquist–Shannon
sampling theorem [1], results in the form:

y[n] = Cdc +C·e
−nTs

τ +
l

∑
h=1

Ah· cos(2π f ·h·nTs+αh)+i[n] + z[n] (1)

where Cdc is the continuous offset, C and τ are the amplitude and time constant of the
decreasing exponential, z[n] is the noise component, and i[n] represents the interharmonics
of the fundamental frequency characterized by signal sums of the type

Ai· cos(2π f i·nTs + αi) with fi 6= f ·h (2)

being Ah, Ai and αh, αi the amplitudes and phases of the harmonic components (h = 1 for
the fundamental) and periodic interharmonics, respectively.

The DFT is an excellent estimator of the amplitudes and phases of pure sinusoidal
signals whose periods harmonize with the interval of the signal being analyzed. In this
case, the spectral energy of each sinusoid is presented at a specific location, in the form of a
pulse or Dirac delta, at its corresponding frequency. The continuous offset is not a problem
for the DFT either since it appears in the spectrum as a zero-frequency component that
does not overlap the rest of the frequency components. However, in the case of having a
signal such as (1), the phasor estimation by the DFT of the fundamental component, or any
of its harmonics, will be damaged because of the terms that do not harmonize with the
data window that is taken for analysis. On one hand, the frequency terms presented by
the exponentially decreasing components throughout the entire spectrum will influence
the frequencies of the other components to be estimated. The lack of knowledge of the
value and the exact form of these types of exponentials, as usually happens in transitory
fault situations, compromises the following phasor estimations. On the other hand, it
must be taken into consideration that the interharmonic components will produce spectral
leakage. This fact will affect the frequency components being estimated, distorting the
measurement made [31]. As can be seen in Figure 1, both the decreasing exponential and
the interharmonic components distort the magnitudes of the frequency components that
harmonize with the analyzed signal data window. The same happens with the phase
values.
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The proposed C-CharmDF (Cleaned Characteristic Harmonic Digital Filter) method
is based on obtaining an auxiliary signal that is free of components that can affect the
fundamental and/or harmonic components whose phasor estimation will be carried out.
In the new signal, constant values, decreasing exponential components and interharmonics
of the original signal are eliminated, but the necessary information of the periodic harmonic
terms of the initial signal is kept for later estimation. In addition to the above, the method
is also capable of estimating the phasor values of the interharmonic components existing
in the signal.

In the method presented in [35], the authors created an auxiliary signal that had all the
information related to the harmonics present in the original wave and that in turn was not
affected by the exponential component. Although it is one of the most robust and simple
methods (in terms of the computational load to be applied) found in the literature, the filter
does not respond well when it has to cope with signals with interharmonic components of
the fundamental signal being estimated. In the present research, we intend to create the
C-Charm Wave (Cleaned Characteristic Harmonic Wave), a harmonic characteristic signal
of the original wave, without any (cleaned out of) non-harmonic components.

The proposed filter methodology is based on the principle of the biunivocal frequency
relationship, or what has been called the BFRP (Biunivocal Frequency Relationship of
Phasors), which is explained below, and in an estimation process that is capable of obtaining
the phasor values of a signal composed exclusively of interharmonics (related at the same
time to those of the network fundamental signal).

2.1. Biunivocal Frequency Relationship of Phasors, or BFRP

The STF (Sliding Technique Filtering) is defined as the method that consists of operat-
ing pairs of samples of a sinusoidal signal, consecutively, in which each pair of samples
keeps a specific distance or slip of s samples. Considering the subtraction of pairs of
samples with a constant slip value s, a BFRP between the phasor of the original signal and
the resulting phasor of the new signal can be obtained. This is possible because there is a
biunivocal frequency relationship between the spectra of the two signals; the two sinusoids
will have different amplitudes and phases but the same frequencies.

The process, shown in Figure 2, involves a sinusoidal signal x[n] of a frequency f ′,
acquired in a N samples window corresponding to a period T = f −1, with which a new
signal u[n] is obtained.
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The first n0 sample of the x[n] signal corresponds to the initial t0 instant, and the nk
sample does so for the tk instant, in which the u[n] signal begins to be generated, where
nk= n0+s. Analytically, the u[n] signal obtains the following values:

u[n0]= 0
u[n1]= 0

. . .
u[nk−1]= 0

u[nk]= x[nk]−x[n0]= x[nk]−x[nk−s]
u[nk+1]= x[nk+1]−x[n1]= x[nk+1]−x[nk+1−s]
u[nk+2]= x[nk+2]−x[n2]= x[nk+2]−x[nk+2−s]

. . .

(3)

In the phasor diagram of Figure 3, the phasor of the x[n] signal is represented for
different instants. The instantaneous phasors associated with the samples n0 and nk
(referred to each instant of time) of the x[n] signal are identified as At0 and Atk . The Utk

phasor of the new u[n] signal for the tk instant related to the nk sample is obtained by
subtracting the aforementioned phasors of x[n]:

Utk = Atk − At0 (4)
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Taking into account that N′ samples correspond to a period of the x[n] signal, the
equivalent angle (phase) between two consecutive samples, in other words, the phase shift
between the At0 and At1 phasors referring to two consecutive samples is:

](x[n0], x[n1]) = ]
(

At0 , At1
)
=

360
N′

(degrees) (5)

and therefore, the angle (phase) between the samples n0 and nk, or the phase shift between
the At0 and Atk phasors, in general will be:

δ = ](x[n0], x[nk]) = ]
(

At0 , Atk
)
= s·360

N′
(degrees) (6)

Assuming that the sampling frequency used is fs, the period of the data window (T)
can be expressed by multiplying the number of the existing samples (N) by the sampling
period (Ts):

T = Ts·N (7)

and analogously, for a period of the x[n] signal, we have:

T′ = Ts·N′ (8)
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From Equations (7) and (8), the following relation can be obtained:

N
N′

=
T
T′ =

f ′
f

(9)

Thus, the equation in (6) can be rewritten as:

δ = s· f ′
f
·360

N
(degrees) (10)

By applying simple geometric operations of the phasors in Figure 3, it can be concluded
that the phase shift between the Atk and Utk phasors is:

ϑ = ]
(

Atk , Utk
)
=

wrapto360(δ)− 180
2

(degrees) (11)

where δ is limited to 360◦ (wrapto360) to generalize the cases in which it can be given that
δ > 180◦ or δ < 180◦ and to guarantee the subtraction of the numerator between positive
values.

In this way, a BFRP over the phase can be obtained between the phasors of the x[n]
and u[n] signals:

β = α + ϑ (degrees) (12)

with β = arg
{

Atk
}

and α = arg
{

Utk
}

.
Once the angles of the phasors of Figure 3 are known, relationships can be established

between the modules of the At0 , Atk , and Utk phasors. The modules of these three phasors
form a hypothetical triangle resulting from the subtraction in (4). Applying the sine theorem
in conjunction with simple trigonometric relationships, a BFRP over the module can be
obtained between the phasors of the signals in question:∣∣Atk

∣∣ = ∣∣Utk
∣∣·K (13)

where K can be expressed as a function of (11),

K =
1

2 cosϑ
(14)

Therefore, by applying the STF to a sinusoidal signal, the amplitude and phase of the
new phasor U can be established by means of a BFRP for any instant of time when the
phasor A of the original signal is known or vice versa.

2.2. Obtaining the C-Charm Wave

The process of obtaining the C-Charm signal is divided into two fundamental parts.
First, starting from the original signal as indicated in (1), the intention is to obtain a signal
free from the exponential component. This signal is called the D-Charm Wave (Dirtied
Characteristic Harmonic Wave) since it will be a characteristic signal made up of harmonic
terms, but it will be “dirty” at the same time because of interharmonic components. To
achieve this signal, the STF technique will be applied with the consecutive subtraction of
pairs of samples separated from each other by a distance or slip of s.

If an approximation is made to the McLaurin Polynomial of the first degree on the
term referred to the exponential component in the expression of the original signal (1), for
an initial generic t0 instant, the following expression results:

y[n 0] = Cdc+C·
(

1−n0Ts

τ

)
+

l

∑
h=1

Ah· cos(2π f ·h·n0Ts+αh)+i[n 0] + z[n 0] (15)
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In addition, for a later tk instant corresponding to a slip of s samples, the resulting
expression is:

y[n k] = Cdc+C·
(

1−nkTs

τ

)
+

l

∑
h=1

Ah· cos(2π f ·h·nkTs+αh)+i[n k] + z[n k] (16)

Subtracting (16) and (15), we obtain the D-Charm signal; for pairs of consecutive
samples, this will generally be:

DCharm[n] = −C·s·Ts

τ
+u[n] + z′[n] (17)

where u[n] for two samples separated by a number of s samples is the difference between
the global contributions of all harmonic and interharmonic components present in the
sampled signal, and z′[n] represents the omnipresent white noise in the new signal.

The new D-Charm signal will be composed of a function of harmonic and inter-
harmonic periodic components, noise, and a continuous offset value of −C·s·Ts/τ. The
contribution of this offset will be less significant with a slower decay of the exponential,
that is, with a higher time constant ( τ), a lower initial value (C), and a smaller value taken
for the slip (s). The value of the sampling frequency ( fs) is also important since the less
spread out the samples are from each other—equivalent to having a shorter sampling
period (Ts)—the less influence the term will have.

Given that the C and τ values of the exponential component are unknown, the only
parameters that it can be acted on are the sampling frequency fs and the slip s. The
sampling frequency is limited by the DSP used, among other things, in terms of speed and
operational calculation capacity between the samples. For this reason, we logically think
about the value of the slip s becoming as small as possible.

Although it can be assumed that the most suitable value for the slip may be s = 1
(two consecutive samples), it must be taken into account that by subtracting samples that
are very close to each other, the existing noise in the signal can hide the resulting value of
the wave being estimated, distorting its measurement. In this case, the noise can prevail
over the value of the signal, or in other words, there is an unfavorable SNR (signal to noise
ratio) that will make its phasor estimation difficult.

Therefore, a compromise is necessary between the contributions of the exponential
and the noise of the signal when defining the most suitable value for the slip s. It has been
verified by simulations that a slip value of s = N/16 for a value of N = 128 samples per
period of the analyzed signal (modern DSP features used in numeric relays oriented to the
field of protections) is admissible from the point of view of an acceptable SNR. Likewise,
this value guarantees the good performance of the filter against signals that contain fast
exponentials, in addition to producing shorter delays when obtaining the auxiliary signal.

Once we have the D-Charm signal, the second key step is to obtain a signal that only
has interharmonic periodic terms of the network fundamental component. Following a
process similar to the previous one based on STF with the subtraction of pairs of samples
over a slip s = N, the Raharm Wave (Removed All Harmonics Wave) signal is created, in
which the harmonic components (and also the constant terms) of the D-Charm signal are
removed.

The D-Charm signal for a later instant referring to a period T of the fundamental
signal, equivalent to s = N samples, is represented by the expression:

DCharm[n + N] = −C·s·Ts

τ
+u[n + N] + z′[n + N] (18)

By subtracting expression (17) from (18), in addition to canceling the corresponding
part to the continuous offset due to the contribution of the exponential component of
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the original signal, all the periodic components that harmonize with the T period of the
fundamental component are eliminated. This means that the new Raharm signal will be:

Raharm[n] = u′[n] + z′′ [n] (19)

where for pairs of samples separated by a period of N samples, u′[n] represents the
difference between the global contributions of the interharmonic components present in
the D-Charm signal, and z′′ [n] indicates the white noise of the new signal.

Figure 4 shows a graphical representation of the original starting signal, the D-Charm
Wave, and the Raharm Wave.
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At this point, the objective is to estimate the interharmonic components present
in the Raharm signal to generate a new signal that contains the values of its phasors
referenced to the D-Charm signal. For this purpose, the BFRP technique is applied to the
phasor values that will be estimated from the Raharm signal. The new signal obtained
is an inter(sub)harmonic signal characteristic of the original wave or Chisharm Wave
(Characteristical Inter/Sub-Harmonic Wave). As explained below, the C-Charm signal
that will be achieved is obtained from the difference between the D-Charm and Chisharm
signals.

If represented by U′i =
{

U′i1, U′i2, . . . , U′ip
}

, each possible phasors contained in the
Raharm signal, each phasor will be assigned a module, a phase, and an interharmonic
frequency:

U′i =


U′i1
U′i2

...
U′ip

⇒


∣∣U′i1∣∣∣∣U′i2∣∣
...∣∣∣U′ip∣∣∣

;


arg
{

U′i1
}

arg
{

U′i2
}

...
arg
{

U′ip
}
;


fi1
fi2
...

fip

 (20)

Starting from the frequencies fi1, f i2, . . . , f ip of each possible interharmonic component
detected and using equation (10), the corresponding BFRP to each phasor referenced to
the D-Charm signal can be calculated. Bearing in mind that the value of the slip used to
achieve the Raharm signal from the D-Charm is s = N, and that the frequency f is assigned
the value of system network (50 Hz), Equation (10) results:

δi= s· f ′
f
·360

N
= N· fi

50
·360

N
= 7.2· fi (degrees) (21)
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As a result, the essential values of ϑ and K can be obtained from Equations (11) and
(14). In this way, the relationships pointed out in (12) and (13) can be applied to the phase
and modulus values of the Raharm signal phasors. These new values constitute the phasor
values Ui1 =

{
Ui1, Ui2, . . . , Uip

}
of the Chisharm signal:

Ui =


Ui1 = |Ui1|

⌊
arg{Ui1} =

∣∣U′i1∣∣ · Ki1
⌊
arg
{

U′i1
}
+ ϑi1

Ui2 = |Ui2|
⌊
arg{Ui2} =

∣∣U′i2∣∣ · Ki2
⌊
arg
{

U′i2
}
+ ϑi2

...
Uip =

∣∣∣Uip

∣∣∣ ⌊arg
{

Uip

}
=
∣∣∣U′ip∣∣∣·Kip

⌊
arg
{

U′ip
}
+ ϑip

 (22)

The estimation of the U′i phasors, corresponding to the possible interharmonic com-
ponents the Raharm signal may contain, is carried out by applying a methodology based
on the DFT and peak detection technique [36]. This process starts once the Raharm signal
begins to be generated and there are enough samples of the signal to detect the highest
frequency component. Assuming that the antialiasing filter of the digital relay eliminates
frequencies above the eighth harmonic, the highest frequency component that can be found
in the signal will correspond to 400 Hz. Therefore, the process, which is represented in
Figure 5, is carried out as follows:

1. When the Raharm signal reaches N/8 data samples, equivalent to the period of a
400 Hz component, the signal is windowed.

2. The HZP (Hanning and Zero-Padding) technique is applied to the windowing: the
windowed signal is multiplied by a Hanning function in order to smooth the spectral
response, and enough zeros are added (zero-padding) to the end of the sequence to
increase the spectral resolution [37]. This assures the estimation of the non-harmonic
frequency components.

3. The DFT is calculated for the previous signal, and the peaks or maximum values are
located from the magnitude spectrum. By peak detection, not only can information be
extracted from the magnitudes of the components, but the frequency associated with
each maximum can also be obtained. Once the frequency is known, the phase of each
component can be obtained through the phase spectrum. All the above-mentioned
information is easily applicable with a simple programming code and can be verified
in the Matlab environment [38].

4. For each new sample of the Raham signal, steps 2 and 3 are repeated but with an
adaptive data window. The window gains one more Raharm signal sample each time,
but one less zero is added. In this way, the increased spectral resolution is maintained.

5. The size of the window is set when a certain criterion of values is reached in terms of
the magnitude, phase, and frequency of the estimated components. At this point, a
suitable window for the correct estimation is considered, and from there, the window
advances.

6. If the estimated values vary once they have remained constant, this fact will be an
indicator that shows that the original signal has changed, and therefore the whole
process should be applied from step 1. In this case, it is necessary to re-estimate the
new components from the beginning.
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As the phasors of the Raharm signal are obtained, the Chisharm signal is created by
applying the phasor relationships indicated in (22). The process of creating the Chisharm
is carried out on a window of N samples, or fundamental T period, backward from the
moment in which the estimation of the interharmonic components begins. In this way, it is
possible to obtain signal values of past instants from a current instant. We proceed in this
way successively for the subsequent moments. The general expression of the new signal
according to the estimated phasors is:

Chisharm[n] = |Ui1|· cos(2π fi1·nTs + arg{Ui1}) + |Ui2|· cos(2π fi2·nTs + arg{Ui2})+
. . . +

∣∣∣Uip

∣∣∣· cos
(

2π fip·nTs + arg
{

Uip

}) (23)

Finally, the C-Charm signal (Figure 6), free from both interharmonic and exponential
components, is obtained from the difference between the D-Charm signal and the generated
Chisharm signal:

CCharm[n] = DCharm[n] − Chisharm[n] (24)
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For the subtraction to be correct, the lengths of the N samples and the time interval
corresponding to the Chisharm window must be taken into account. There is a simplified
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diagram of the complete process in Figure 7. The D-Charm signal must be consistent with
the window corresponding to the indicated samples n = nvc0 and n = nvre0.
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2.3. Phasor Calculation of the Original Signal

Since the C-Charm Wave signal is exclusively composed of harmonic components
biunivocally related to the frequency of their corresponding components of the original
signal, it is only necessary to estimate their phasors and apply the BFRPs to reference their
values to the original ones in the network signal.

Bearing in mind that previous considerations about the antialiasing filter eliminate
the highest frequencies of the eighth harmonic, the possible phasors of the C-Charm signal
are Uh = {U1, U2, . . . , U8}, where h indicates the order of the harmonic.

Regardless of the moment in which these C-Charm phasors are calculated, the ref-
erence that we have with respect to the original signal is a slip of s = N/16 samples.
Therefore, the expression (10) needed to apply BFRP is:

δh= s· f ′
f
·360

N
=

N
16
· fh

50
·360

N
= 0.45· fh (degrees) (25)

where fh= f · h corresponds to the frequencies of the harmonic components, where f is
the network fundamental frequency (50 Hz) with h = 1, 2, . . . 8 due to the cutoff frequency
assumed from the eighth harmonic by the antialiasing filter.

In Equations (11) and (14), the values of ϑ and K are known, which are necessary to
apply the BFRPs referred to in (12) and (13) about the C-Charm signal phasors. The Ah
phasor values of the original signal are obtained thanks to the following relationships:

Ah = | bAh| barg{Ah} = |Uh|·Khbarg{Uh}+ ϑh (26)
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The phasors of the original signal are obtained as the phasors of the C-Charm signal are
calculated. The windowing of the C-Charm at a window length of N samples, with a period
T, allows us to apply the one-cycle DFT over the fundamental term without any problems.
Thus, both the phasor of the fundamental component and its harmonics are correctly
estimated. Once the C-Charm signal is obtained, it is possible to start estimating these
phasors of the original signal. As the window advances according to the sampling time
(Ts), the estimation will continue until there are stable estimated values, which guarantee
that the relay protection function is appropriate.

To calculate the interharmonic component phasors present in the original signal,
we proceed in the same way as with the harmonic components. If the phasors of the
C-Charm signal are used in the case of harmonic components, in the interharmonics case
the referenced phasor of the Chisharm signal will be used. Analogous to (25):

δi= s· f ′
f
·360

N
=

N
16
· fi

50
·360

N
= 0.45· fi (degrees) (27)

where, for fi, we have the possible estimated frequencies indicated in (20).
By means of the BFRP relations, the Ai phasor values of the possible interharmonic

components of the original signal are obtained:

Ai =


Ai1 = |Ai1|barg{Ai1} = |Ui1|·Ki1barg{Ui1}+ ϑi1
Ai2 = |Ai2|barg{Ai2} = |Ui2|·Ki2barg{Ui2}+ ϑi2

...
AiP = |AiP|

⌊
arg
{

Aip

}
=
∣∣∣Uip

∣∣∣·Kip

⌊
arg
{

Uip

}
+ ϑip

 (28)

3. Results

To show the behavior of the proposed filter, this section presents the results obtained
with different types of electrical signals. Two types of signals were defined, and in both
cases the sampling frequency used was the same as the modern DSP implemented in
protection numerical relays: 6400 Hz for 128 samples/cycle.

• Type A: this type of signal was defined to test the response of the filter to extreme
conditions of the analyzed signal. Such conditions can reach more demanding levels
than those normally existing in an electrical system.

• Type B: this type of signal was defined to test the response of the filter to situations that
originated from faults in an electrical system in transition conditions from pre-fault to
post-fault.

In the graphs provided, they are shown for the different cases:

• The original signal and its corresponding C-Charm signal.
• The estimation of the fundamental phasor modulus, with a comparison of the result

applying the DFT and the method proposed in [35].
• The estimation of the fundamental phasor angle, with a comparison of the result

applying the DFT and the method proposed in [35].

In turn, the IEC 61000-4-30 and 61000-4-7 standards were into consideration in the
results obtained [39,40]. These standards contained the measurement methods and interpre-
tation of the results for harmonic and interharmonic distortion. The IEC techniques for the
measurement of harmonics and interharmonics established that for the signal observation
window, a duration of 10 cycles of the fundamental component of the 50 Hz network is
considered, that is, 200 ms. The proposed filter only required a few cycles, at most, for
phasor estimation.

Likewise, the interharmonic components detected in the filtering process are indicated
for each case in the respective tables.
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3.1. Evaluation of the Method for Type A Signals

This type of signal was defined by the expression shown in (1). Three cases are
considered with different interharmonic components:

• In Case 1, indicated in Table 1, the signal contained an interharmonic component.
• In Case 2, indicated in Table 2, the signal contained two interharmonic components;

one of them subharmonic.
• In Case 3, indicated in Table 3, the signal contained three interharmonic components.

Table 1. Characteristics of the type A signal for Case 1.

C0 C1 C2 τ1 (ms) τ2 (ms) h Ah fh (Hz) αh (◦) z [n]

100 80 50 100 50 8 100/h 50h 180h/18 1% A1

Ai1 f i1 (Hz) αi1 (◦)

15 230 −40

Table 2. Characteristics of the type A signal for Case 2.

C0 C1 C2 τ1 (ms) τ2 (ms) h Ah fh (Hz) αh (◦) z [n]

100 80 50 100 50 8 100/h 50h 180h/18 1% A1

Ai1 f i1 (Hz) αi1 (◦) Ai2 f i2 (Hz) αi2 (◦)

20 42 30 14 270 −60

Table 3. Characteristics of the type A signal for Case 3.

C0 C1 C2 τ1 (ms) τ2 (ms) h Ah fh (Hz) αh (◦) z [n]

100 80 50 100 50 8 100/h 50h 180h/18 1% A1

Ai1 f i1 (Hz) αi1 (◦) Ai2 f i2 (Hz) αi2 (◦) Ai3 f i3 (Hz) αi3 (◦)

25 77 45 20 180 −40 15 370 −30

Assuming that the cutoff frequency of the antialiasing is established in the eighth
harmonic, all the harmonic components from the fundamental to the eighth harmonic were
considered in all the cases. In each case, the values of the amplitudes of the harmonic and
interharmonic components were supposed to be higher than the limits established by the
IEEE and IEC standards [41]. At the same time, two decreasing exponential components
with considerable values were considered (connected with a real situation of a severe
fault that could occur). One exponential may have been caused by the electrical system
itself, whereas the other exponential could have been caused by the currenttransformer
(by means of which the real signal reaches the protection equipment), for instance, in the
case of a currentsignal [27]. Moreover, a continuous DC offset was also taken into account
with the same value as the amplitude of the fundamental component and random noise
added with maximum levels of 1% of the amplitude of the fundamental component. These
conditions provided more demanding extreme signals to the method than those that could
be produced in a real system.

The proposed method was applied to estimate the phasor (modulus and angle) of the
fundamental component corresponding to each case. The responses obtained throughout
the time are shown in different graphs:

• For Case 1, Figure 8 shows the original signal with its corresponding C-Charm Wave
and Figures 11 and 14 show, respectively, the estimated modulus and angle.

• For Case 2, Figure 9 shows the original signal with its corresponding C-Charm Wave
and Figures 12 and 15 show, respectively, the estimated modulus and angle.

• For Case 3, Figure 10 shows the original signal with its corresponding C-Charm Wave
and Figures 13 and 16 show, respectively, the estimated modulus and angle.
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In Case 1, with a single high-frequency interharmonic, the convergence took place almost 
immediately from the necessary delay due to processing. 
In Case 2, the convergence was produced approximately one cycle after the processing 
delay on account of the subharmonic contained in the signal, which delayed the estima-
tion. 
In Case 3, given that the signal contained three interharmonic components, and one 
of them could be considered slow (frequency close to the fundamental), the method 
suffered a delay in obtaining the correct phasor values of the fundamental compo-
nent. This delay was a bit longer than one and a half cycles from the response time. 
In any case, the method converged quickly to the correct value (less than three cycles 
from the moment that the first information of the analyzed signal was received). 
In Table 4, the results of the interharmonic components detected in the signals in each 
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It was verified that, in spite of the extreme conditions of the waves used, the following
occurred in all cases:
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• The response time of the proposed method was independent of the analyzed wave
characteristics. According to Figure 7, the response time was the same as (N/16 + N + N/8)
samples (just over one signal cycle) from the moment that the original signal began
to be analyzed. This means that the method began to provide results (modulus and
angle) just a bit later than one cycle after beginning to receive data.

• The response converged quickly to the correct value (modulus and phase).
• The proposed method reached the solution quickly and, once achieving it, had no

significant oscillations, even with severe signals in demanding conditions.
• The other methods were not able to carry out a correct estimation of the analyzed

signals.

Thanks to more detailed research, we could determine that:

• The presence of more than one exponential and the added signal noise minimally
affected the precision of the proposed method and the speed of its convergence to the
correct value.

• The convergence speed depended on the types and numbers of interharmonic com-
ponents present in the signal. The higher the interharmonic signal frequencies were,
the faster and the better the digital filter converged. The slowest interharmonic com-
ponents in frequency, such as subharmonics, slowed down the convergence process
because more signal information was needed to detect them and to make the estima-
tion correctly. Moreover, the increase in the number of interharmonics present in the
signal made the process of detection difficult (more noticeable with lower frequencies).
This fact meant having higher convergence times to the correct value than those that
could be obtained with a lower number of components.

In Case 1, with a single high-frequency interharmonic, the convergence took place almost
immediately from the necessary delay due to processing.
In Case 2, the convergence was produced approximately one cycle after the processing
delay on account of the subharmonic contained in the signal, which delayed the estimation.
In Case 3, given that the signal contained three interharmonic components, and one of
them could be considered slow (frequency close to the fundamental), the method suffered
a delay in obtaining the correct phasor values of the fundamental component. This delay
was a bit longer than one and a half cycles from the response time.
In any case, the method converged quickly to the correct value (less than three cycles from
the moment that the first information of the analyzed signal was received).

In Table 4, the results of the interharmonic components detected in the signals in each
case are shown. The values are practically identical to the interharmonic phasors of the
respective signals.

Table 4. Detected interharmonic components of the type A signal.

Ai1 f i1 (Hz) αi1 (◦) Ai2 f i2 (Hz) αi2 (◦) Ai3 f i3 (Hz) αi3 (◦)

Case 1 14.98 230 −39.81

Case 2 19.7 41.89 32 14.11 270 −60.69

Case 3 25.1 77.05 43.9 20 180 −39.8 15 370 −29.99

It was confirmed that the results were sufficiently precise with the sampling frequency
used of 6400 Hz, corresponding to 128 samples for a signal cycle of 20 ms (50 Hz). This
value is commonly used by the DSP, which the numeric protection relays work with. In
any case, it should be pointed out that the proposed method is applicable even though the
number of samples per cycle changes.

An increase in the value of the samples per cycle (N) would mean an increase, in the
same proportion, of the sample frequency ( fs= 1/Ts) if we want to proceed with a window
of one cycle of period T (7). Higher sampling frequencies imply less time to process the
data between one sample and the next one. This fact indicates a disadvantage, bearing
in mind the current technology for those applications in real-time (or almost real-time).
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Nevertheless, the following advantages of operating with higher samples per cycle (in case
it would be possible) are relevant:

• As explained in Section 2.2, the effect of the exponential term could almost completely
be removed by improving the filter response. However, the maximum noise present
in the analyzed signal must be taken into account to choose the most suitable s slip
value. This requires a compromise between the speed required for the protection and
the maximum noise present in the analyzed signal.

• The harmonic and interharmonic components that could be detected could have
a higher frequency following the Nyquist theorem [37]. Nevertheless, this is not
critical for the method, as the numerical relay antialiasing filter does not allow higher
frequencies of 400 Hz (in 50 Hz networks) to go through it.

• The detection of the interharmonic components can be done with higher precision
because an increase in the sampling frequency entails a better spectral resolution [36].
Consequently, the phasor detection can be more concrete. This does not imply the
possibility of reducing the interharmonics processing and detection time. Having
a better spectral resolution does not mean having more spectral information. The
interharmonic phasors can be detected with less error but not faster. A higher amount
of temporal information is needed for more spectral information. This is the reason
why the method uses an adaptive data window of the Raharm signal for the process
of interharmonic components estimation.

3.2. Evaluation of the Method for Type B Signals

This type of signal was generated by the Simulink/Matlab Simscape Electrical Toolbox
with a verified real network model. This is a signal that includes a steady state (pre-fault)
and a transitory state (post-fault). The signal level corresponded to the current signal in
one of the phases of a 264 km three-phase line, which had another 78 km three-phase line in
parallel and a substation at each of its ends. The fault, between phase and earth, originated
within 100 km of the main line. In pre-fault conditions, the signal was composed of the
fundamental component (50 Hz) and several harmonic and interharmonic components.
These components were randomly assigned, but their values were between the established
limits by the IEEE and IEC standards to emulate a real operating situation [41]. In post-
fault conditions, in addition to the abovementioned terms, the signal contains decreasing
exponential component(s). The program in the context of a fault situation automatically
generates all of them.

Figure 17 shows the original signal and its corresponding C-Charm wave. It can
be seen that the signal has two situations clearly distinguishable: one pre-fault situation
for a normal operating mode of the network and one post-fault situation for a transitory
situation of the fault. The results obtained regarding the modulus and the phase for the
fundamental component are shown in Figures 18 and 19, respectively. In Table 5, the results
of the interharmonic components detected for the pre-fault and post-fault situations are
shown.



Energies 2021, 14, 5166 20 of 24

Energies 2021, 14, 5166 20 of 24 
 

 

of the interharmonic components detected for the pre-fault and post-fault situations are 
shown. 

 
Figure 17. Original type B signal and C-Charm signal. 

 
Figure 18. Magnitude in amperes of the fundamental component of the type B signal. 

 
Figure 19. Angle of the fundamental component of the type B signal. 

  

Figure 17. Original type B signal and C-Charm signal.

Energies 2021, 14, 5166 20 of 24 
 

 

of the interharmonic components detected for the pre-fault and post-fault situations are 
shown. 

 
Figure 17. Original type B signal and C-Charm signal. 

 
Figure 18. Magnitude in amperes of the fundamental component of the type B signal. 

 
Figure 19. Angle of the fundamental component of the type B signal. 

  

Figure 18. Magnitude in amperes of the fundamental component of the type B signal.

Energies 2021, 14, 5166 20 of 24 
 

 

of the interharmonic components detected for the pre-fault and post-fault situations are 
shown. 

 
Figure 17. Original type B signal and C-Charm signal. 

 
Figure 18. Magnitude in amperes of the fundamental component of the type B signal. 

 
Figure 19. Angle of the fundamental component of the type B signal. 

  

Figure 19. Angle of the fundamental component of the type B signal.



Energies 2021, 14, 5166 21 of 24

Table 5. Detected interharmonic components of the type B signal.

Pre-Fault. Post-Fault

80 Hz frequency component 80 Hz frequency component

381 Hz frequency component 169.7 Hz frequency component

After analyzing the results, it was confirmed that the proposed method responded
correctly to the transition between a stationary state and a transitory one. It was also verified
that, as has been highlighted before, the response time of the method was equivalent to
just over one cycle once the fault occurred, more precisely, (N/16 + N + N/8) samples.

In the same way as the type A signals cases, the response converged quickly to the
correct value (modulus and phase) and did not present significant oscillations once the
solution was achieved. The other methods presented non-convergent oscillations in their
results.

4. Conclusions

This article presents a new C-CharmDF digital filtering algorithm for selective esti-
mation of harmonics in noisy fault signals with harmonic and interharmonic components.
The method achieved a harmonic characteristic signal, the C-Charm Wave, free of both
exponential and interharmonic components, which allowed the phasor estimation process
to be carried out with full guarantees. This is thanks to the fact that this wave maintains the
necessary information of the periodic harmonic terms of the original signal, thus making
it possible to calculate them using the BFRP relationships. In the same way, the used
technique guarantees that the effect of noise is minimal, allowing its application even in
fault signals with fast transients. The method is also capable of estimating the phasor
values of the interharmonic components existing in the signal.

Furthermore, the filter is independent of the instant of fault, thus bringing it closer to
the ideal filter. In turn, even with signals composed of interharmonic and subharmonic
terms, the phasor estimations converge significantly, avoiding the oscillations of an incor-
rect estimation. Starting with just over one network signal cycle, the filter was capable of
detecting all kinds of periodic components.

In the process of obtaining the C-Charm Wave, the first step is to eliminate the effect
of the exponential component(s) present in the original signal. This is achieved by creating
the D-Charm Wave using the STF technique from the input signal in question. Starting
from the D-Charm and applying the STF technique again, the Raharm Wave is obtained,
which is composed only of interharmonic periodic terms. The phasor values of these
components are estimated using a DFT-based estimation process (applying windowing
and zero padding) and peak detection. Using the BFRP relationships connected with the
estimates made, the interharmonic characteristic signal Chisharm Wave is constructed, with
which all the interharmonic terms of the D-Charm can be eliminated. By subtracting these
two waves properly, the characteristic harmonic C-Charm Wave signal is obtained, free
from interharmonic components and decreasing exponential components. Applying the
full cycle DFT to the C-Charm, its harmonic components are estimated. The phasor values
(modulus and phase) of the original signal are obtained by applying the BFRP relationships
on the estimated values, the harmonic phasor values from the C-Charm Wave estimations,
and the interharmonic phasor values from those of the Chisharm Wave (referenced from
the Raharm Wave).

In addition, the applied methodology is open since it allows the implementation of
another series of phasor estimation methods instead of those found in the article, such
as container. The phasor estimation methods used can be replaced by others following
the same structure (D-Charm, Raharm, Chisharm, and C-Charm processes) and applying
BFRP relationships.

The method is valid regardless of the number of samples per cycle used to record the
signal. It is confirmed that it is perfectly applicable to the sampling rate currently used by
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modern DSPs implemented in numerical protection relays. Moreover, the advantages of
operating with faster DSPs with more samples per cycle could be beneficial.

A detailed study was carried out on the behavior of the new algorithm to guarantee its
stability and precision in the case of noisy signals with interharmonic and/or subharmonic
components in both fault and pre-fault states. In the different study cases, it was found
that the filter offered superior results to the other methods in the literature. The good work
of the filter was confirmed since it required a shorter data acquisition time to carry out its
function than that established by the IEC standards, carrying out the estimation process
with a minimum margin of error. The above is applicable not only for stationary signals
but also for transitory situations that may occur in an EPS.

With an appropriate DSP, all the features provided make the C-CharmDF method
suitable for possible application in digital system protection and/or surveillance relays.
Regarding fault location applications, the filter requires fewer data. This makes it ideal for
application in cases in which only the signal information is available between the instant of
the fault and the clearing of it, which is common in fault situations.

The method can be supplementary to the fault detection and classification method-
ologies. Once the relay has acted, the information of the registered fault signal could be
processed in order to obtain the location of the fault almost immediately (in real-time).

The delay in obtaining the phasor response (modulus and phase) is perfectly accept-
able, bearing in mind the application field of the present method. There is no doubt that it
responds in a more precise and stable manner in comparison with other methods.
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