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Abstract: The share of renewable and distributed energy resources (DERs), like wind turbines, solar
photovoltaics and grid-connected batteries, interconnected to the electric grid is rapidly increasing
due to reduced costs, rising efficiency, and regulatory requirements aimed at incentivizing a lower-
carbon electricity system. These distributed energy resources differ from traditional generation in
many ways including the use of many smaller devices connected primarily (but not exclusively)
to the distribution network, rather than few larger devices connected to the transmission network.
DERs being installed today often include modern communication hardware like cellular modems
and WiFi connectivity and, in addition, the inverters used to connect these resources to the grid
are gaining increasingly complex capabilities, like providing voltage and frequency support or
supporting microgrids. To perform these new functions safely, communications to the device and
more complex controls are required. The distributed nature of DER devices combined with their
network connectivity and complex controls interfaces present a larger potential attack surface for
adversaries looking to create instability in power systems. To address this area of concern, the steps
of a cyberattack on DERs have been studied, including the security of industrial protocols, the misuse
of the DER interface, and the physical impacts. These different steps have not previously been tied
together in practice and not specifically studied for grid-connected storage devices. In this work, we
focus on grid-connected batteries. We explore the potential impacts of a cyberattack on a battery to
power system stability, to the battery hardware, and on economics for various stakeholders. We then
use real hardware to demonstrate end-to-end attack paths exist when security features are disabled
or misconfigured. Our experimental focus is on control interface security and protocol security, with
the initial assumption that an adversary has gained access to the network to which the device is
connected. We provide real examples of the effectiveness of certain defenses. This work can be
used to help utilities and other grid-connected battery owners and operators evaluate the severity of
different threats and the effectiveness of defense strategies so they can effectively deploy and protect
grid-connected storage devices.

Keywords: battery; cybersecurity; cyber-physical security; distributed energy resource

1. Introduction

The safe, reliable, and resilient integration of Distributed Energy Resources (DER)
remains an ongoing challenge for utilities that they will continue to face over the coming
years. Lawmakers across the United States and the world have set aggressive renewable
or carbon-free energy targets [1]. DER, including solar, wind, and storage technologies,
will be an important part of meeting these goals. In addition to planning for clean energy
standards, there is growing concern in the electric utility industry about cybersecurity
threats. While the electric grid is designed to be resilient against a variety of natural
hazards, the threat of a coordinated attack on power grids remains as a difficult risk to
categorize. Utilities and other stakeholders are aware of the possibility of an attack, but
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attack vectors are hard to classify, and it is impossible to enumerate all threats or all
potential consequences. The combination of these two challenges, DER integration and
cybersecurity, presents a unique challenge to overcome.

DER with advanced inverters have the capability to provide additional services to the
grid including voltage support, frequency regulation, and emergency islanding functions.
Storage devices are uniquely positioned to be able to absorb or inject both real and reactive
power on demand with almost negligible start up time, make them ideal to support
some of these ancillary services. It also makes batteries well suited to support various
smart grid operations such as aiding with the efficiency of distribution system voltage
management [2–4].

These are all valuable functions that contribute to a more resilient grid, but the
additional capabilities require increased connectivity and communications, creating more
opportunities for adversaries to misuse these functions to create or aggravate instability in
the grid. This increase in communications is common across many smart grid applications,
and the potential attack surfaces will only continue to grow. Grid-scale batteries can operate
in a variety of grid-following and grid-forming modes, which requires more management
of sensor data and more communications channels. Adversarial manipulation of these
channels could cause negative effects on power stability, such as instructing the battery
to absorb reactive power instead of inject reactive power when there is low voltage on a
line, pushing the voltage even lower rather than driving it back towards nominal levels. In
addition to impacting power quality and stability, adversarial misuse of batteries could
cause hardware faults or permanent damage to the device itself. It could also result in
equipment damage and in extreme cases pose safety hazards.

Even if adversarial manipulation of the battery does not impact the stability of a
system there are other potential economic consequences. Causing resources to be used or
not used at critical moments can lead to lost revenue or increased costs for the battery owner
in a variety of use cases including, participation in regional markets (now permitted by the
Federal Energy Regulatory Commission (FERC) rule 2222), time-of-use bill management,
increased PV self-consumption, demand charge reduction [5].

There are three steps to a successful attack on operational technology (OT) systems.
The adversary must gain network access, the adversary must be able to manipulate the
controls interface, and there must be some actual physical outcome of the attack. Many
examples of ways to gain network access to industrial control system (ICS) networks have
been shown [6–8]. As the industry looks for guidance on how to safely and quickly integrate
grid-scale batteries, researchers have quickly filled the gap to theorize about different ways
that the common smart inverter functions could be misused to cause instability in power
systems [9–12]. Other researchers have focused on the communication side to theorize
about how an attacker might compromise DER [10,13,14]. No existing work has shown
with actual devices that these three steps can be tied together for energy storage systems.

While academic research has not shown a full-scale demonstration of potential impacts
for grid-scale batteries, it is important to note that research has shown that smart inverters
in general can be adversarially manipulated, and real-life events have shown that the
pathways for adversaries to gain access do exist. In research, simulations are used to
show voltages and frequencies can be manipulated by manipulating the power output
from the inverter [12,15]. Most academic research assumes that the adversary has already
gained access to the network. This assumption is not unfounded, as multiple high profile
attacks have demonstrated that it is possible to gain access to industrial networks to execute
cyber-physical attacks. In December 2015, an attack on a Ukrainian distribution company
disconnected seven substations after gaining network access, causing blackouts for over
200,000 customers [16]. Another attack on the power grid occurred in Ukraine in 2016, this
time using more advanced malware, demonstrating that even after an attack it was difficult
to totally protect the industrial networks [17]. Shortly following these attacks was another
that raised concern, the Triton (or Trisis) malware targeted controllers used in safety system
for oil and gas [18]. While not targeted towards a power grid, it raises concerns about
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the ability of a motivated attacker to gain access to critical systems and deploy malicious
payloads. The combination of demonstrated cyber-physical attacks on industrial control
networks, along with research showing that smart inverters can be used to cause instability,
motivates the case for studying cybersecurity for smart inverters in more detail. To properly
understand the risks, we perform in-depth analysis on grid-scale batteries.

In this work, we discuss the potential impacts of a cyberattack on a grid-scale battery,
and present experimental demonstrations that show the network access, communications,
and smart inverter function misuse aspects of a successful adversarial campaign. We focus
exclusively on energy storage systems as DER. Batteries by nature have the ability to inject
and absorb power, which allows us to consider the widest range of smart inverter functions.
We show that if proper defenses are not in place, a motivated adversary can send messages
to a controller even when some protocol security features are in place. We show that
controllers can be manipulated if the proper limitations are not in place and that this can
cause adverse effects, like local voltage depression. We discuss the properties of security
features that can block attacks at numerous points along the attack and emphasize that
proper configuration and implementation of security, both at the network and device level,
are critical to protecting batteries.

The remainder of this paper is organized as follows: Section 2 discusses related works.
We analyze all potential impacts of an attack on storage devices as a starting point for a risk
analysis in Section 3. Section 4 describes our approach to evaluating the security of real
grid-scale batteries. Results from the experiments are presented in Section 5. Additional
defenses to protect against the triggers for the most damaging effects are discussed in
Section 6. Discussion and concluding remarks are in Section 7.

2. Related Works

This work is not the first to study cyberattacks on DER, but it is the only work to
our knowledge that explores all three steps of a successful attack, demonstrates the risks
with real hardware, and explains proper defenses. Critical infrastructure, and specifically
electric infrastructure, has been called out as an emerging area in cybersecurity [19–21].
Specific challenges like the prevalence of proprietary solutions and old hardware, growing
connections to the Internet, and unique interdependencies have been identified [22], and
the potential for significant disruption to society has been presented [23].

Network security for DER has been studied, but not specifically for grid-scale storage.
A lot of existing work focuses on home storage devices, which can be treated like home
Internet-of-Things (IoT) devices. Marques et al. [24] discuss security features that can be
added to a control area network (CAN) communication channel for home batteries. Stan-
dard network security issues, like distributed denial of service (DDoS) attacks, transport
layer security (TLS) setup, and man-in-the-middle attacks are explored and found to be
feasible in many home battery systems [25]. Other work studies DER networks in more
detail, assessing the impacts of latency in various parts of the network and proposing
network-based defenses against possible attacks [26]. At the device access level, there has
been work studying the requirements and different outcomes of attacks that compromise
individual hardware, local area networks, or cloud-based networks [9]. The device level
attacks can also be studied from a network stack perspective. A detailed analysis of key
vulnerabilities for solar and wind controllers at the protocol level guides discussion for
best practices for improving DER cybersecurity [27]. These studies are useful as a reference
but do not specifically analyze grid-scale batteries.

Attacks specific to battery interfaces have also been proposed, but most of them focus
on batteries in electric vehicles (EVs). Attacks on the instrumentation to create harmful
effects were proposed [28]. Effects on the grid from the manipulation of EV batteries
were also surveyed in [29], and some of the same security concerns could apply to grid-
connected batteries, while others are specific to the vehicle-charger interaction at public
charging stations, which does not apply to grid-connected batteries. Even neural networks
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have been proposed to attack EV state-of-charge [30]. More potential attack vectors for EVs
are discussed in [31].

The physical outcomes of cyberattacks against grid-scale batteries have been studied,
but mostly against DER generically, rather than batteries specifically. Batteries are unique
since they have charging and discharging functions as part of the standard usage, so our
work contributes to the field by focusing specifically on these applications. Generic smart
inverter functions and the ways they could be taken advantage of has been extensively
researched [9–12,14]. These works focus mostly on risk assessments and simulations, not
demonstrations of the actual effects of adversarial manipulation. Some research considers
both attack paths and attack impacts for DER, which is valuable for considering the entire
cyber-physical threat model [10,32]. A hardware-in-the-loop architecture for protecting
DER and protecting grid power quality is proposed for individual and heterogeneous mixes
of DER [33,34]. Our work is unique in discussing threats and security measures for grid-
scale batteries, rather than generic DER security, home IoT batteries, or electric vehicles.

Beyond adversarial manipulation of DER control functions, there has been research
that studies other traditional cyberattacks that can be executed against DER and smart
grid systems. In addition to compromising networks to send unauthorized commands
to a DER, attacks may also compromise the data output from the battery device. False
Data Injection (FDI) attacks have been proposed both to manipulate the data coming from
the DER and used to make area-wide decisions and to manipulate the data used for the
DER control functions to make their operation unstable [35–39]. In [40], authors assess the
impact of FDI attacks on DER with communication networks built on IEC 61850 GOOSE
messages. They use Hardware-in-the-Loop (HIL) and real-time simulations to demonstrate
their attack. Replay attacks, a more specific type of FDI attacks, can also be used to fool the
inverter control system and create instability [39,41,42]. Advanced methods for detecting
anomalous data in DER systems have also been proposed [43]. Another class of attacks to
consider is denial-of-service (DoS) attacks. These attacks have also been shown to create
instability in smart grid systems [39,44,45]. Some attacks require physical proximity to
the target and achieve DoS by a side channel attack [45], but targeting communication
nodes is more common [44,46,47]. In this work, we focus primarily on attacks that aim
to manipulate the controls of a grid-scale battery, as this kind of attack fits with the most
impactful real-world attacks seen over the last 5 years.

Defenses to protect against cyberattacks against DER have been proposed. In [32],
detection and mitigating measures at many levels are considered, including the cyber layer,
physical layer, and utility layer. Detailed protocol and communications security for DER
applications is discussed in [10]. DER and smart inverter functions can even be used to
help detect broader attacks on the power system [48]. Advanced methods of cybersecurity
traditionally applied to enterprise can also be adapted to DER environments [49,50]. These
methods have been found to only minimally increase latency [51]. General best practices
for securing DER networks are discussed in [10]. Our study builds on these works by
discussing the security benefits of using protocols with security features like authentication,
as well as showing in real implementations where bounds checking needs to occur.

3. Grid-Connected Battery Risk Assessment

In this section, we will discuss potential impacts of adversarial manipulation of a
grid-scale battery. The purpose is not to raise undue alarm about the security of batteries,
but rather to look at potential impacts from a risk perspective, so that we may mitigate the
largest risk factors.

3.1. Power Grid Impacts

One concerning effect of the misuse of grid-scale storage resources is the impact on
the stability or reliability of the connected power system, whether that is a microgrid,
distribution system, or even transmission system using large batteries. All potential
consequences will depend on the configuration the battery and the configuration of the
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grid elements around the battery. The battery will have a much larger (positive and
negative) potential for impact when there are few other sources that can quickly inject
or stop injecting power. The impacts will also depend on the protective devices that are
installed and the sensitivity of these relays and breakers. The following are the worst case
scenarios of potential grid impacts and the actions that an attacker would need to cause
them. Otherwise, stronger sources and devices will correct the attempted attacks before
they cause an adverse impact, or protection devices will trip to isolate the affected portions
of the grid before runaway instability occurs.

3.1.1. Grid Over-Voltage Event

Reactive power and voltage are tightly coupled in power systems. In many cases, it
may be desirable to have the battery absorb reactive power or activate a lagging power
factor when the voltage is high, as this will drive the voltage back to nominal levels. In
fact, distribution systems with high solar penetration are known to sometimes have high
voltage issues during high energy generation times of day [11,52]. Using battery inverters
has been shown in practice to be effective for over-voltage events. [53,54].

A grid over-voltage event can occur if a storage device was expected to provide
reactive power support, but fails to do so. If the battery is unable to correct the abnormally
high voltage the battery will eventually disconnect [55], and the high voltage event may
cause other equipment to trip as well.

Direct manipulation of the reactive power mode on the battery can be used to directly
stop any reactive power from being absorbed, which means over-voltage events will not
be corrected by the battery. On the extreme side, an adversary may set reactive power to
max injection, driving up the local voltage. In the right scenario, lowering the power factor
may be used to decrease the relative amount of reactive power that can be absorbed. With
a power factor of 1, no reactive power would be injected or absorbed, and if acting in this
mode, the battery would be unable to support an over-voltage scenario.

Another way to create this effect would be to deactivate Volt-VAR mode so the system
does not respond dynamically to rising voltages, or to change the setpoints on a Volt-VAR
curve, either by making the curve flat to prevent any response, or, more aggressively, by
inverting the standard curve to make the battery inject reactive power during an over-
voltage event.

3.1.2. Grid Under-Voltage Event

Like the previous case, reactive power support from a battery can be used to support
the grid during an under-voltage event, namely by injecting reactive power [53,56]. If
a grid operator expects the battery to provide this support, then the simple lack of sup-
port could cause the under-voltage event to reach tripping thresholds. Alternatively, a
cyberattack could cause the battery to absorb reactive power, causing or aggravating a low
voltage event.

Like the previous example, direct manipulation of the reactive power output can help
create this scenario. The more obvious attack is to disable or modify the support provided
by a Volt-VAR mode, where reactive power output is dynamically controlled in response
to the local voltage.

3.1.3. Grid Over-Frequency Event

Active power and frequency are coupled in the power grid, which means that changes
to active power output from the battery can affect the frequency in cases where the size of
the battery is large compared to the overall size of the connected system. This property can
be used for frequency regulation [57–59]. The value of using storage systems for frequency
regulation has been demonstrated in practice in an isolated power system, in New York
state, and in Puerto Rico [60–62].

If frequency is high, the battery can absorb real power to drive the frequency down to
nominal levels. However, if this function is blocked, or if the battery responds by injecting
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real power instead of absorbing it, the over-frequency correction does not occur properly
and the over-frequency event can be exacerbated. This can cause local components to be
out of sync with the local electric power system frequency, which could damage equipment
or trip breakers.

An adversary that has access to a battery can manipulate real power output in a variety
of ways. They can directly modify real power output commands to stop real power from
being absorbed. They can set real power to maximum injection to drive up local frequency.
They can set charge rates or real power ramp rates to very low values so the battery does
not absorb power quickly if an over-frequency event occurs. They can directly disable
frequency support modes, if available. They can modify frequency support bands so that
frequency must rise even higher before corrective actions are taken. They can modify
watt-frequency setpoints to flatten the curve and decrease the amount of real power that
is absorbed in case of an over-frequency event. The extent of the effect of these actions
would depend heavily on the inner mechanisms of the controller and the strength of the
connected system.

3.1.4. Grid Under-Frequency Event

As in the previous case, real power can have an impact on global frequency. If
frequency is low, the battery can inject real power to drive the frequency up to nominal
levels. However, an adversary may try to block this function to create or exacerbate an
under-frequency event. The same methods as described above could be used to trigger or
amplify an under-frequency event.

While typically the bulk of a system contains sufficient inertia to keep frequency
within a tight band, expanding penetration of distributed generation sources, including
batteries, results in less physical inertia of the system and creates the possibility for local
systems to operate in an islanded mode. In both of these scenarios, frequency regulation is
a harder problem to solve [63]. If a large battery compared to system size does not provide
the support required in an under-frequency scenario, loads may need to be shed to prevent
the system from collapsing [64]. An adversary could potentially trigger a load-shedding
event by forcing a battery to absorb enough real power to drive the frequency down, a
scenario that is possible in a microgrid or other system where the battery represents a large
enough portion of generation capacity.

3.1.5. Grid-Forming and Microgrids

When a battery system is in grid-forming mode, its control objective is to maintain
system voltage and frequency and it adjusts its real and reactive power output to maintain
stable voltage and frequency [65,66]. As the loads that it is serving change, feedback loops
determine the amount of power output required to meet these setpoints.

If an attacker is able to modify the frequency setpoint, frequency droop parameters,
voltage setpoint, or voltage droop parameters, they may be able to prevent the island
from working as it should. Providing power at undesired voltages and frequencies could
damage equipment or loads that are not designed to operate at these levels. Modification
of grid-forming parameters can also effect power sharing and stability of islanded power
systems with multiple sources. Alternatively, an attacker could modify the mode that the
system is operating in, directly preventing it from supporting an islanded system.

From a risk perspective, it is currently uncommon to have a large islanded system
powered only by grid-forming storage devices, therefore the consequences of compromis-
ing the grid-forming functions are low. However, if the grid-forming storage device is used
in a microgrid that supports critical operations, the impact for those stakeholders could
be meaningful.

3.2. Battery Hardware Impacts

Lithium-ion (Li-ion) batteries, the most commonly used technology for grid batteries,
were developed in the 1980s, and the first commercial Li-ion battery was released in
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1991. They have the advantages of the non-memory effect, high working cell voltage,
low environmental pollution, low self-discharge rate, high power density by volume, and
high specific energy and energy density [67]. These qualities make them well suited for
deployment in electric grids. However, the voltage, current and temperature conditions for
charging and discharging Li-ion batteries must be carefully controlled to prevent damage
to cells. In the most extreme scenario, cell damage can lead to thermal runaway and fire.

3.2.1. Thermal Runaway

Thermal runaway occurs if cell temperature exceeds a critical temperature, above
which the increase in temperature is irreversible. The cell may emit gases from the degra-
dation reactions on the way to thermal runway, which can sometimes be seen as smoke.
It is these gases that may cause cell ignition and combustion [68]. Heat generation inside
the battery is mainly caused by charge transport and chemical reactions during normal
charging and discharging. A fire study by the National Fire Protection Association (NFPA)
on one type of commercial-scale Li-ion battery found that thermal runaway could be in-
duced by high temperatures, but did not find evidence of explosions in their study [69].
No existing work points to grid-connected battery fires being triggered by cyberattacks,
but it is good practice to identify all possible consequences, however unlikely, as part of a
threat assessment.

3.2.2. Cell Degradation

There are two main processes that can cause cell degradation, which shortens the
lifetime of the battery. The first is the growth of the solid-electrolyte interphase (SEI)
layer at the graphite anode and the second is lithium plating [70]. An attack that aims
to overcharge the battery causes an increase in the SEI growth rate and an increase in
internal resistance. This increase translates to decreased capacity and shortens the lifetime
of the battery. In [70], the authors find that an attack that lasts one hour after charging
could shorten the lifetime of an EV battery to about 200 days at an overcharge voltage of
about 0.4 V. If this type of attack were made more extreme and enough Li-plating occurs,
the battery could experience thermal runaway. This attack has not been demonstrated
for grid-storage batteries, but if another attack vector could cause overcharging, a similar
process of degradation is likely. If an attacker can modify the upper cut-off voltage, then
the pack can be charged at a higher voltage than normal charging voltage, which causes
overcharging. This cannot typically be done through an externally-facing operator controls
interface, but may be exploited though other hardware side-channels.

If the lower voltage cutoff is reduced, the battery pack can be overdischarged. During
overdischarge, the anode potential increases abnormally and the SEI layer decomposes,
which is followed by the dissolution of the copper ions from the current collectors, which
creates the possibility of internal shorts [71–73]. The dissolution of copper can begin within
hours, depending on the amount of power drawn during overdischarge, and eventually
leads to the deposition of metallic copper. In addition, Li-ion batteries connected in series
are more prone to be overdischarged [74].

The consequences of this attack could range from loss of energy to internal short to
thermal and safety events. Researchers have showed that battery-draining cyberattacks
on EVs are possible [74,75] by compromising other systems in the vehicle, but no similar
attacks have been shown for grid-connceted batteries, and those same side-channel attack
paths are not present in power systems. These attacks are significant because EV batteries
and grid batteries have similar components. However, the attack paths would need to be
modified for these attacks to have any effect on grid-scale storage devices.

3.3. Economic Impacts

Grid-connected batteries can provide a variety of economic benefits depending on
where and how they are deployed. The Rocky Mountain Institute has identified 13 services
that DER can provide that have an impact on three primary stakeholders: Independent
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System Operators (ISOs)/Regional Transmission Organizations (RTOs), utilities/grid op-
erators, and customers [76]. Their report details the values of these services. From an
attacker’s standpoint, this study and others like it can be used to help the attacker choose
how to manipulate the grid-connected battery so that the stakeholders receive the least
benefit or additional costs. From a defender’s perspective, the same analysis should be
conducted to determine when services are most critical and ensure that these services are
well protected.

3.3.1. Utility-Scale Battery Assets (ISO/RTO and Utility Services)

ISOs and RTOs are responsible for the operation of the electricity transmission system
and oversee both energy and ancillary services markets in their respective regions. Battery
storage systems can participate in these markets.

• Frequency Regulation and Voltage Support: To prevent a utility or system operator
from realizing the benefits of frequency regulation or voltage support provided by a
battery the attacker can disable the feature used to provide this support or disable the
battery entirely at specific times when these support features are needed.

• Spin/Non-spin Reserves: Taking advantage of stored energy in a battery at the right
time, particularly in times of peak load, can prevent spinning reserves from having
to be started. Instead, the battery is used as the reserve generation source. Unlike
conventional spinning reserves, batteries require minimal start up time and do not
require as much energy to keep them in a standby mode. An attacker could prevent
batteries from being used as reserves by draining them and keeping them at minimal
state-of-charge (SOC).

• Black Start: To prevent batteries from being used in black start an attacker can send
a malicious command to keep the battery at a low SOC, or intercept the black start
commands when they are sent.

• Distribution and Transmission Deferral: These services allow utilities to delay, reduce
the size of, or completely avoid investments in upgrades to the distribution and trans-
mission systems respectively, which would otherwise be required to meet projected
load growth in certain areas of the grid. If attackers manipulate batteries to make
them appear unreliable or spoof data that makes the batteries’ lifetimes look shorter,
then it many not be economic for utilities to delay the upgrades to the systems.

• Transmission Congestion Relief: ISOs charge utilities to use congested transmission
corridors during certain times of the day. Deploying batteries downstream of these
corridors can prevent the need to use the corridors and reduce congestion. If an
attacker can manipulate the battery to maintain a low SOC or reach a low SOC at a
peak-demand time of day the utility may be forced to use the transmission corridor
and incur increased costs.

3.3.2. Consumer-Owned Battery Assets

• Time-of-Use Bill Management: In some regions customers may select a time-of-use
billing structure where electricity rates change based on time of day. Batteries can
be utilized to reduce the overall bill by offsetting load at high cost times of day by
discharging and by re-charging at lower cost times of day. If the attacker prevents the
battery from being used when it is most advantageous, the customer’s savings will
decrease. In the most extreme case the battery could be used to increase load during
high-price times to increase the customer’s bill.

• Increased PV Self-Consumption: In some regions, such as Hawaii, there are regulations
prohibiting or limiting power exported from a home with a DER (like solar) [77,78].
In these locations residential solar PV is often installed with a battery so that any
time the customer’s solar PV power output exceeds their local load the excess power
can be utilized to charge the battery rather than being curtailed (to prevent violation
of non-export rules). The battery can later be discharged to provide power to the
customer’s loads when PV power is not sufficient. An attack that prevents the battery
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from charging when solar PV output exceeds local loads could at worst cause the
customer to violate the non-export regulations. If export regulations are not violated
and PV is successfully curtailed the customer faces an increased cost of electricity
as they will have to purchase electricity later the day that could have otherwise be
provided by the battery.

• Demand Charge Reduction: All electricity customers are charged by their utility or
power provided for the amount of energy that they use each billing period in kilowatt
hours (kWh). However, for customers with loads over a certain threshold, utilities
will often include a ‘demand charge’ in their billing structure. A demand charge is a
per-billing-period fee which is proportional to the peak power demand, in kilowatts
(kW), that customer uses over the entire billing period. Batteries can be discharged at
high load times and recharged at low load times to reduce the overall demand charge.
If an adversary prevents the battery from performing this function during just one
high load time during the billing period, then the cost savings will be forfeited.

• Backup Power: Batteries with grid forming capabilities have the ability to provide
backup power if the main electricity grid is unavailable. To take advantage of this
value, the battery needs to have a sufficient stored energy when it is needed for backup.
This value is eliminated if malicious commands are sent to the battery to keep it at a
low SOC.

4. Materials and Methods

The potential outcomes and impacts of a cyberattack on a grid-connected battery have
been described in the previous section. With the exception of battery hardware effects,
an attack class that requires overriding internal safety checks, all of the other outcomes
could be achieved by manipulating legitimate battery functions. The battery hardware
effects attacks would require much more time and resources to develop and likely require
physical access to exploit. However, attacks that only require manipulation of normal
control functions may be more accessible remotely and through legitimate interfaces. We
therefore focus our defense analysis on this class of adversarial manipulation.

There are two levels of defense which we consider. The first is protecting protocol
security, exploring what security guarantees can be provided by protocols themselves
for authentication and integrity. The second is protecting the controller interface from
malicious manipulation of the behavior of the battery.

4.1. Protocol Security

Many batteries are equipped to work with multiple protocols in order to ensure
compatibility with many systems. Most industrial protocols, like Modbus, DNP3, or CAN,
do not provide built-in security features, like authentication or encryption. Even as the need
for secure communications in industrial networks in critical infrastructure is recognized,
the need for backwards compatibility and continuity across many systems may continue to
drive the use of insecure protocols. When more security features are available, it may be
possible to select settings to require that these features be used. However, it may also be
possible to use multiple protocols simultaneously without locking in the security features.

We test whether the controller can simultaneously respond to multiple protocols by
logging data and sending commands with a more secure protocol while sending contra-
dictory commands via Modbus. We verify if the Modbus commands are accepted by the
controller by monitoring the data collected via the secure protocol.

There are two security features that can be provided by an industrial protocol that
we explore, token authentication and certificate authentication. When tokens are included
in a request, the server may be authorized to give access to certain resources. For the
client to verify the authentication of the server, certificates are used. A client verifies a
server according to its certificate and the server identifies that client according to a client
certificate (so-called mutual authentication). While the roles of these features seem similar,
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note that the token grants a certain level of access to the user, and certificates are used to
verify identities.

We tested the different levels of security that were added by tokens and certificates
independently and together. We verified if the controller rejected messages when these
features were enabled but not properly configured, or required but left out.

4.2. Controller Interface Security

If we assume that the adversary can send a syntactically correct, appropriately authen-
ticated message, then we want to know how the adversary could misuse the interface to
cause physical and measurable effects to the battery or the grid, as well as what can be
done to stop this. Here, we explore the misuse of two common modes: real or reactive
power setpoints and Volt-VAR mode setpoints and show how engineering controls can
be effective at protecting against the most damaging effects. While it is feasible to test
other types of attacks, such as those that have been proposed in related works discussed
in Section 2, by showing the feasibility of adverse affects using common modes with real
hardware we can infer that more complex adverse mode changes are also possible.

The real and reactive setpoint attack tests the ability of an adversary to directly change
the real and reactive power output of a battery. While manipulation of real and reactive
power output could be accomplished by manipulation of many modes, we focus on the
most simple, and leave demonstrations with other modes to future work. We test whether
an adversary can send commands to change the direct power output to values beyond the
battery’s capacity or beyond the documented limits for power output with and without
software controls in place. We also explore how engineering software limits can keep
output within certain bounds.

The Volt-VAR setpoints attack tests the ability of an adversary to change the setpoints
for a voltage-support curve. This scenario starts by forcing the local voltage to a value
below nominal. We attempt to change to different Volt-VAR setpoints and monitor the
effects on the local voltage. Both benign (normal) and adverse setpoints are tested. We also
test the documented limits for the curve setpoints.

For both of these attacks, we carefully monitored the self-reported status and actual
behavior of the device via an external power meter. The alarm logs showed what issues
were self-reported by the battery. We measured the severity of the attack and examined
any indication that may alert an operator to the attack.

4.3. Experimental Setup

For these experiments, we developed custom programs to interface with the battery
controller. All programs were developed in Python 3.8.4 (Python Software Foundation,
Fredericksburg, VA, USA). The primary interface was created with authentication features
enabled. This was intended to emulate a secure operational deployment of the battery.

One program acted as a historian. The historian communicated using tokens and
certificates and polled different system status messages at different intervals based on
the expected changes in the data. Power output data was polled at a frequency of 10 Hz.
System status data was polled at a frequency of 1 Hz. Mode status, not expected to change
often, was polled every 5 min. General configuration and system information was logged
at the start of every trial. This information was logged to a SQLite database.

We also developed a controller to send commands that changed settings. The command-
line interface allowed the user to specify a mode and the desired changes. If the format did
not match the expected format, the command was rejected. The controller also checked the
command against the bounds for each mode and returned an error if it was outside the
allowed limits.

Finally, we also developed a limited Modbus controller. The primary purpose was
to emulate an adversary with the intention to circumvent authenticated protocols. This
controller had the ability to send any of the commands that the authenticated controller
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was capable of. It did not log any data. The inverter checked the bounds of any proposed
setting changes.

For the tests, the battery, which operated at 480 V AC, was grid connected. The wiring
and communications setup is shown in Figure 1. The battery had a maximum power
output of 111.5 kW and it was configured to operate at 60 Hz. There was bi-directional
power flow through the building power connection (both charging and discharging the
battery). In addition to the values reported by the battery controller, an external power
meter was used to verify the output of the battery.

Figure 1. Hardware setup for grid-connected battery tests.

5. Results
5.1. Protocol Security
5.1.1. Circumventing Authentication

Although the system was configured to work with tokens and certificates, and in
theory this meant we could use the system as a secure and authenticated system, these
features may not have been required to successfully send messages. The system was also
outfitted to communicate via simple Modbus. If an attacker was able to craft their own
Modbus packets spoofing a valid source and send them on the correct communication
channel, the battery controller would accept these commands, assuming authentication
features were not locked in.

During testing, a historian using certificates and tokens was used to poll data. The
Modbus control interface was used to send commands to change the real power output
while the historian was running. We found that the commands were accepted by the
battery controller while it was simultaneously responding to the historian’s requests for
data. The same was possible for direct reactive power output manipulation. This shows
that an authenticated and unauthenticated protocol can be used together. Notably, five
events were logged by the historian as seen in in Table 1, but nine total events appeared
in the power data logged, seen in Figure 2. Those four additional commands were sent
via Modbus, stealthily evading record by the authenticated historian. While this input
can still easily be detected in the power data logged by the historian, if an adversary sent
an unexpected command, it might be difficult to quickly evaluate why the power output
was changing.

Both commands that send data and commands that request data were accepted via
Modbus, even as the authenticated historian and control programs were also interfacing
with the controller. This circumvents any protections afforded by the certificates and
tokens, unless there is a way to tell the controller to only accept authenticated messages.
One simple way to do this is to make sure that traffic passes through a firewall and only
allow packets sent to the battery to pass if they are using the preferred, secure protocol.
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Enforcing the use of the authenticated protocol could also be accomplished during setup
and installation.

The only way to diagnose this attack would be to monitor the parameter stating the
current command source, which is available from the controller. It changed back and
forth during these tests depending on what the source of the last received command was.
However, depending on the timing of the commands sent, if this parameter was not logged
frequently it might not be evident that a Modbus source was also communicating with
the controller.

Figure 2. The real power outputs follow the Modbus commands even while being polled through
the authenticated interface.

Table 1. Event log captured via authenticated interface while Modbus commands were sent. Indices
correspond with authenticated controller events labeled in Figure 1.

Index Time Mode Message

0 19:34:05.055 real power Submitting: {“power”: −5000}
0 19:34:05.133 real power Changes accepted
1 19:35:47.070 real power Submitting: {“power”: −5000}
1 19:35:47.117 real power Changes accepted
2 19:36:43.934 real power Submitting: {“power”: −5000}
2 19:36:44.023 real power Changes accepted
3 19:40:03.180 real power Submitting: {“power”: −5000}
3 19:40:03.243 real power Changes accepted
4 19:44:28.617 real power Submitting: {“mode”: “off”}
4 19:44:28.726 real power Changes accepted

5.1.2. Probing Authentication Features

The addition of any authentication can be seen as an improvement on the traditional
unsecured industrial protocols typically used in power grid applications. We configured the
authenticated interface to use both tokens and certificates, and verified that communication
worked as expected when the correct token and certificate were used for reading and
writing data. We were able to successfully make the battery charge and discharge at
different power levels, turn on and different ancillary service modes including Volt-VAR
mode. We verified that these mode changes were logged by our authenticated historian.
We also verified that the power outputs logged by the battery matched the recordings from
the external power meter.

First, we evaluated the benefits added by tokens, which were supposed to make sure
a client only had access to resources for which they were approved. We changed a single
bit in the token and tried to send both read and write requests. Both requests returned
with error messages, signaling that valid tokens had to be used to communicate with the
device. Next, we tested the response of the system when no token is included where
expected. There were errors raised by the system when write attempts were made, but
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read requests were successful without the token. Tokens could therefore protect the system
against command-spoofing attacks if the adversary did not have access to the secret token.
Although data could be read, it was unlikely that this information could tell an adversary
much more about the system then what they would already know if they were at a point
where they could intercept the messages. The integrity of the system remained protected.

Next, the token was reintroduced correctly, and the security benefits added by certifi-
cates were evaluated. We chose the wrong certificate to send both read and write requests.
When starting a new session, both types messages are rejected and an error was returned.
However, if a session was already started using the correct certificate, the read requests
returned with the data and the write request successfully changed a parameter when a
new request was made with the wrong certificate. This is standard behavior for certificates.
They are only used to verify identities at the beginning of a session, so if there is a session
hijacking attack, the protections provided by a certificate may be evaded. Changing the
session cache or timeout process could mitigate this risk. Certificates can certainly offer
some protections, but it is important to note that they must be configured correctly to
offer full protection. System operators should note the threat of session-hijacking attacks
and ensure that if they are expecting additional protections from certificates they have
configured their system to require valid certificates for every request.

We tested the response of the system when no certificate was present. There was an
error raised for both read and write requests, and the requests were unsuccessful. This
implied that the requirements for certificate presence to start a session were strong, and
adding this feature added security to the communications. However, this feature could
also be evaded if not configured properly. If the packet was crafted with SSL verification
explicitly disabled and the certificate left out, both read and write requests were successful.
There was a warning raised stating that there was an unverified request being made and
that adding certificate verification was strongly recommended, reminding users that this
authentication feature was being bypassed. In this case, there was no authentication
provided by the certificate, making the communication more like Modbus. If there is intent
to use these security features, engineers should ensure that the proper use of the features is
enforced.

Tokens and certificates can both add security to command interfaces, helping ensure
that unauthorized users cannot access live data or send commands to the controller. Tokens
were found to be powerful protections against unauthorized writes. Certificates, when
correctly configured and required for each new message, were found to protect against both
unauthorized read and write requests. Both features are valuable, but care should be taken
to make sure that they do not provide a false sense of security. Operators should ensure that
the features are implemented correctly and required for all requests. The use of multiple
security features together, i.e., requiring both tokens and certificates, adds layers of security
making it even more difficult to spoof commands without access to privileged information.

5.2. Interface Security
5.2.1. Real and Reactive Setpoints

We previously showed that it is possible to configure the system to accept real power
commands from properly configured authenticated interfaces and from a separate Modbus
source simultaneously. This represents a significant ability that could help an adversary
achieve many of the impacts discussed in Section 3. Namely, the ability to control the real
and reactive power output gives an adversary the ability to manipulate the SOC. When
out-of-band adversarial changes are made, the change is not logged by the historian, but it
is not totally hidden. The power setpoint parameters change, and the power output can be
monitored via the battery controller and external power meters. Even if the controller’s
data output could be compromised, the external power meter would be an independent
sensor available to measure and communicate the changes.

We found that the controller accepted power setpoints above the documented max-
imum power output of the battery. Although the battery limited its output to the true
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maximum power output, this could be dangerous depending on the system configuration.
If the hardware connecting the battery to the grid is rated to handle the maximum power
output of the battery this does not present a concern. However, if the interconnection
equipment is undersized and is relying on a software-based limit to prevent overloading,
then sending maliciously large power commands could result in tripping the breaker
which connects the battery to the undersized equipment. An example of this is shown in
Figure 3. The real power output was set to 1010 kW. The actual power output reached
a maximum of 111.5 kW, which is the listed maximum power output of the battery. If
the intent was to operate only to a maximum of 80 kW, software side checks should be
introduced to enforce this. These checks would protect against adversarial changes as well
as accidental keystrokes.

Figure 3. The real power output was set to 1010 kW, far above the 111.5 kW maximum power output.

This experiment reinforces that it’s important to use software-side controls specific to
the system configuration even when physical limits will stop the battery from exceeding
its own safety limits. Documented limits should be carefully tested, and if they are not
enforced or proper for the system additional controls should be added.

5.2.2. Volt-VAR Setpoints Attack

The Volt-VAR mode allows for a curve to be specified where reactive power output
changes based on the measured local voltage. An adversary can shape the curve arbitrarily,
potentially creating a curve that is inverse from a typical support mode. Traditionally,
Volt-VAR mode supplies reactive power when the voltage is low and absorbs reactive
power when the voltage is high. Setpoints far enough outside the traditional curve have
the potential to have adverse effects, as discussed in [79].

Figure 4 shows the results of experiments with the Volt-VAR curve setpoints. Region I
shows a mild attack, where the Volt-VAR curve was set to a inverse curve with a maximum
of 20% of rated reactive power injection/absorption. Region II shows a more extreme
attack, where the Volt-VAR curve was inverse with a maximum of 40% of rated reactive
power injection/absorption. These regions showed the adverse effects of the attack; the
voltage was depressed instead of raised and reached a minimum voltage of 0.965 p.u.

Region III shows the effects from a traditional Volt-VAR curve. This correctly config-
ured curve brought the voltage back to 0.99 p.u. The difference between Region II and
Region III shows the strength of the attack. More extreme attacks are possible, but not
demonstrated here. Region IV serves to show what the baseline voltage was without any
reactive power support. The baseline low voltage was 0.98 p.u. This clearly showed that
the adversarial Volt-VAR curves in Region I and II moved the system away from the desired
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state. However, in this experiment the voltage stayed well within the normally allowable
range of 0.95–1.05 p.u. Engineering controls, as proposed in [79] could be used to prevent
the setpoints for Region I and II from being accepted by the controller.

The adversarial changes to battery setpoints showed that destabilizing effects were
possible. The control over real and reactive setpoints gives the adversary near arbitrary
control over the battery output. With this ability, many of the adverse impacts described in
Section 3 were possible. The effects on grid stability and the economic impacts were more
feasible through changes to the battery modes. The potential for adverse manipulation of
ancillary service modes was shown through the manipulation of the Volt-VAR curve. We
showed that adversarial setpoints could move system voltages further from nominal and
desirable values. This experimental setup with real hardware demonstrated the feasibility
of a more complete attack path, and revealed the security features that offered the most
protection.

Figure 4. The adverse affects of a malicious Volt-VAR curve are shown in Regions I and II. Region III
shows the effects from using a traditional Volt-VAR curve. Region IV shows the system voltage with
no reactive power support.

6. Defenses

In light of the specific findings of our experiment, there are a few defenses that would
be most valuable to mitigate the effects that were demonstrated. It is desirable to stop
an attack before it even reaches the battery controller, in which case network protections
are needed. It is also desirable to ensure that all aspects of the controller interface are
implemented correctly and provide the safety checks that are expected. Certain engineering
controls can also be useful for limiting setpoints to ranges that are not expected to have
adverse system effects. These defenses are discussed in more detail in the remainder of
this section.

In order to force the system to use the protections provided by authenticated protocols,
a firewall can be used to filter out messages that are sent via unauthenticated protocols,
like Modbus. It is also desirable to filter packets via their source IP addresses. It is not
a huge burden to an attacker to spoof a source IP if they are inserting new traffic on the
wire, but all of these protections can help raise the cost of an attack for an adversary.
Manufacturers and operators must still ensure the tokens and certificates are properly
configured and used. A related defense mechanism could be to accept commands only
from the authenticated interface, when it is in use, which would prevent attackers from
exploiting an unauthenticated protocol like Modbus.
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At the controller level, designers should ensure that all documented limits are properly
enforced. We found examples of setpoints that did not have the stated limits enforced,
most notably the real and reactive power limits could be set to an arbitrarily large value,
positive or negative. In this scenario, the battery tried to meet this value by maximizing
its output. On its own, this is not a bad thing, but it is something that operators should
be aware of. Reasonable limits should be enforced by the controller, documented by the
controller designer and reviewed and verified by the system owner or operator.

In addition, there were certain control parameters that should have had limits enforced
that did not. An example of this is the Volt-VAR curve, which could be successfully inverted
from a normal support curve to produce destabilizing voltage effects. It is preferable to
enforce the limits at the controller level, but it may also be possible to enforce limits outside
of that, for example by performing deep packet inspection with system awareness. A
control program can be used to perform these checks as well, but there is no guarantee that
the adversary will use the internal system program. They may instead use out of band
channels and custom craft the control messages themselves.

7. Discussion

As the U.S. grid makes the transition towards cleaner energy, grid operators will have
to confront the challenges of integrating new technologies. Grid-connected batteries will
be a key part of making solar and wind energy more resilient as combined systems, and
they have the potential to perform key grid stability functions, like providing ancillary
services. However, security concerns for batteries in particular have not been well studied.

In this work, we presented an in-depth review of potential risks for battery systems.
We noted that the wide range of impacts on power quality and economic operation could
potentially be accomplished by manipulating standard functions of battery controllers.
The major differences were only in how the adversary would change the battery output to
cause different targeted outcomes. Additionally, the chemistry of battery technology lends
itself to potential safety hazards that could have lasting effects. Though attack paths for
this outcome are more complex, similar concepts have been successfully demonstrated for
EVs, so it is a valid consideration for battery risk assessments.

With the finding that many adversarial outcomes could potentially be accomplished
by manipulating standard functions of a battery controller, we performed novel experi-
ments to show how the controller functions could be compromised, and how they could be
protected. The experiments started by examining standard industrial network protocols,
and security features that could be added to them, in order to understand the challenges
that an adversary would face in order to gain access to the controller. The results showed
that standard authentication features had the ability to protect both the integrity and confi-
dentiality of the system when used correctly. Even stronger protection was possible when
security features were layered on top of each other. If weak or no security features were
used, it was possible for an adversary to access the controller interface. We demonstrated
adversarial manipulation of battery features, including arbitrary charge or discharge, or
malicious setpoints governing ancillary services. These brief demonstrations show the
potential for a wide range of possible outcomes. For example, manipulation of real power
output is one way to control the battery SOC. We studied the impact of successful interface
manipulation, and proposed engineering controls that could limit any negative effects
should an adversary gain access to manipulate the battery functions.
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