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Abstract: Light-emitting diode (LED) digital twins enable the implementation of fast digital design
flows for LED-based products as the lighting industry moves towards Industry 4.0. The LED
digital twin developed in the European project Delphi4LED mimics the thermal-electrical-optical
behavior of a physical LED. It consists of two parts: a package-level LED compact thermal model
(CTM), coupled to a chip-level multi-domain model. In this paper, the accuracy and computation
time reductions achieved by using LED CTMs, compared to LED detailed thermal models, in 3D
system-level models with a large number of LEDs are investigated. This is done up to luminaire-level,
where all heat transfer mechanisms are accounted for, and up to 60 LEDs. First, we characterize a
physical phosphor-converted white high-power LED and apply LED-level modelling to produce an
LED detailed model and an LED CTM following the Delphi4LED methodology. It is shown that the
steady-state junction temperature errors of the LED CTM, compared to the detailed model, are smaller
than 2% on LED-level. To assess the accuracy and the reduction of computation time that can be
realized in a 3D system-level model with a large number of LEDs, two use cases are considered: (1) an
LED module-level model, and (2) an LED luminaire-level model. In the LED module-level model, the
LED CTMs predict junction temperatures within about 6% of the LED detailed models, and reduce
the calculation time by up to nearly a factor 13. In the LED luminaire-level model, the LED CTMs
predict junctions temperatures within about 1% of LED detailed models and reduce the calculation
time by about a factor of 4. This shows that the achievable computation time reduction depends on
the complexity of the 3D model environment. Nevertheless, the results demonstrate that using LED
CTMs has the potential to significantly decrease computation times in 3D system-level models with
large numbers of LEDs, while maintaining junction temperature accuracy.

Keywords: compact thermal model; LED; Delphi4LED; digital twin; digital luminaire design;
computation time; Industry 4.0

1. Introduction

Rapid innovation and customization of light-emitting diode (LED)-based lighting products
demand shorter design cycles, higher cost efficiency, and more reliable solutions from manufacturers.
To meet these demands, digitalization of the design flow, also called an “Industry 4.0” approach,
is required. Methods, processes, and tools that facilitate the usage of LED components in a
digital design flow were developed and demonstrated in the European project Delphi4LED [1,2].
The proposed approach consists of the generation and implementation of multi-domain LED digital
twins to enable fast and reliable computer simulations of LED-based lighting products. Multi-domain
LED digital twins are models that accurately mimic the thermal-electrical-optical behavior of a
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physical LED, and can be integrated in larger system-level models, for example a luminaire-level
model. Additionally, an LED digital twin should not carry proprietary information of the LED
manufacturer, such as details related to the LED’s construction, materials or production processes. This
way, LED manufacturers or vendors can share them with end-users without disclosing their sensitive
intellectual property.

An overview of the major steps involved in creating and implementing multi-domain LED
digital twins is described in detail by Martin et al. [3]. The steps are summarized in Figure 1 and
briefly outlined here. First, a thermal-electrical-optical characterization of the physical LED device is
performed (step 1). The testing protocols and methods are discussed in [4–7] and take the established
testing standards JEDEC JESD51-14, JESD51-51, JESD51-52, and CIE 225:2017 [8–11] into account.
The results of the characterization are so-called iso-thermal current-voltage-flux (IVL) characteristics
and thermal transient characteristics of the LED device. This data will be reported in future standard
LED electronic datasheets [12] (step 2).
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Figure 1. The Delphi4LED approach to creating and implementing LED digital twins (multi-domain
compact models). The involved steps are indicated from top to bottom. Adapted from [3].

Next, the multi-domain LED digital twin, also referred to as the LED multi-domain compact model
(MDCM), is extracted from the characterization data (step 3). The LED MDCM consists of two parts.
The first part is a chip-level multi-domain model. It calculates the forward voltage, power dissipation,
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radiant flux, and luminous flux from the forward current and junction temperature. Poppe et al. [13,14]
discuss several sets of equations that can be used for this purpose. The extraction of the chip-level
model is achieved by fitting the parameters of the equations to the IVL characteristics. The second
part of the LED MDCM is a package-level compact thermal model (CTM). The LED CTM is a thermal
RC-network attached to a simplified geometric representation of the LED. It calculates the relevant
operating temperatures of the LED package, such as junction, phosphor and solder temperatures,
from the power dissipation. The CTM extraction procedure is described by Bornoff et al. [15,16].
It involves the calibration of a detailed thermal model using the thermal transient characteristics, and
the optimization of the RC-network to produce matching thermal dynamic behavior. In a fully realized
LED digital twin, the two parts of the LED MDCM are coupled and solved self-consistently.

Finally, the LED digital twin is implemented in the larger system-level model of an LED-based
lighting product, for example an LED module or an LED luminaire (step 4). There are different
approaches to the system-level model. One option is to generate a compact thermal model of the LED
module or LED luminaire. Poppe et al. [17] describe a method to create thermal network compact
models for luminaires, which have subsequently been used in Spice-like luminaire simulations [3,18]
and in an Excel spreadsheet application [3,19]. Alternatively, model order reduction could be used
instead of thermal network compact models [20–23]. Another approach is to perform the LED module
or LED luminaire simulations using the LED MDCM directly in a 3D computational fluid dynamics
(CFD) model [3,24]. Ultimately, the LED module or LED luminaire model is used for virtual prototyping
(step 5).

In this publication, we assess and compare the accuracy and computation time of 3D CFD
system-level models equipped with LED CTMs and with LED detailed models. While this study
does not include a multi-domain chip-level model, the LED thermal model is most demanding in
terms of computation time in this case. First, an LED detailed model and an LED CTM are created
according to the Delphi4LED methodology by performing a thermal characterization and LED-level
modelling. The obtained LED thermal models are then implemented into 3D CFD software in the
system-level model of two use cases: (1) an LED module-level model, and (2) an LED luminaire-level
model. In previous research [24], we compared the computation time required to simulate an LED
module-level model with up to 22 LEDs using LED detailed models and using LED CTMs. It showed
that using the LED CTMs reduces the computation time by approximately a factor 10 for a steady-state,
conduction only model. The novelty of this work is that the analysis is extended to the luminaire-level
model. Typically, a LED luminaire contains several LED modules, and thus contains larger numbers of
LEDs. Moreover, all methods of heat transport must be taken into account and their impact on the
computation time is investigated.

2. Materials and Methods

The Delphi4LED approach as outlined Figure 1 is followed to create an LED detailed model
and an LED CTM and to subsequently implement them in an LED module-level model and an LED
luminaire-level model. The methods and processes of three of the involved steps are each described
in a subsection. The first subsection briefly explains the test procedures used to obtain the required
characterization data from physical LED samples (LED device testing). In the second subsection,
the creation of the LED detailed model and the LED CTM are described (LED-level modelling). Finally,
in the third subsection, the implementation of the LED detailed model and the LED CTM in the LED
module-level model and the LED luminaire-level model is specified.

2.1. LED Device Testing

For the investigations, a phosphor-converted white high-power LED with a color rendering index
(CRI) of 70 and correlated color temperature (CCT) of 4000 K is used. Four physical samples of the
same type LED are each assembled on an insulated metal substrate (IMS) board for testing. Figure 2a
shows the detailed 3D geometry of the LED sample placed on the test board. A cross-sectional view of
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the LED package geometry is provided in Figure 2b. The LED package and the test board together
constitute the device under test (DUT).

Dome
Phosphor

Junction

Substrate

Die attach

Body

Thermal padAnode pad Cathode pad

(a)

Test board

LED
package

(b)

Figure 2. Detailed geometry of the LED under investigation: (a) The LED package assembled on the
test board (DUT). (b) Cross-sectional view of the LED package geometry.

The device under test is placed on a cold plate. Thermal paste is applied between the test board
and the cold plate to provide good thermal contact, and the board is fixed in place with two screws.
To ensure reproducibility a torque screwdriver used. Simultaneous radiometric measurements and
thermal transient measurements, i.e., the temperature response T(t) to a power step, are performed
using commercially available testing equipment (Simcenter T3ster and TeraLED) [13,25,26]. For these
measurements a fixed cold plate temperature of Tref = 50 ◦C is used. In these tests, the DUT is first
operated at a (total) forward current of If = 1400 mA until steady-state is reached. Then a power step is
applied by decreasing the current to a measurement current of Imeas = 10 mA. The measured emitted
radiant flux Φe is subtracted from the electrical power Pel to obtain the total thermal dissipation
Pth = Pel − Φe. The thermal dissipation is then used to normalize the transient temperature
∆T(t) = T(t)− Tref to obtain the transient thermal impedance Zth(t) = ∆T(t)/Pth, as well as the
corresponding structure function (SF) and differential structure function (DSF). This is the thermal
characterization data needed for the LED CTM in the LED-level modelling step.

2.2. LED-Level Modelling

Generating an LED CTM, in the form of a thermal RC-network, from the thermal transient
characterization data involves two parts. In the first part, a detailed thermal model of the LED package
is created and calibrated using the characterization data as described in [15]. Then, in the second
part, the calibrated LED detailed model is subsequently used to generate training data for the LED
CTM. This training data consist of thermal responses under several different boundary conditions.
The training data is used to optimize the RC-values of the LED CTM, such that the errors in thermal
behavior compared to LED detailed model are minimized [16]. Finally, after the LED CTM is optimized,
the achieved accuracy is validated by subjecting both the detailed model and CTM to several additional
boundary conditions, which were not used in the training, and determining the errors.

2.2.1. LED Detailed Model

For the LED detailed model, geometrical information is required. The outer dimensions of the
LED are provided by the manufacturer. However, in order to have a sufficiently accurate model,
additional information is extracted from microscope images, e.g., the chip size and phosphor layer
size. For other internal geometrical characteristics, generally not provided by suppliers, an educated
guess is made. This is for instance done for the die attach thickness. Minor mismatches in those
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thicknesses are later compensated during the calibration process by adjusting the thermal conductivity
values. The geometric model of the LED package and test board shown in Figure 2 is used in the
calibration process.

In the detailed model, thermal loads are applied to the junction as well as to the phosphor
layer. They are considered the main contributors to the total heat dissipation. Indeed, there may
be other package losses resulting from trapped light due to total internal reflections. Recently,
Alexeev et al. discussed the effects of secondary heat sources on thermal transient analysis in detail [27].
However, since losses related to trapped light are difficult to quantify and localize without elaborate
optical modelling, only the junction and phosphor losses are considered in this study. Since only
the total dissipation Pth is known, the power split between the junction and phosphor is included in
the calibration as an optimization parameter, together with the thermal conductivity values of the
materials in the model.

The LED detailed model is calibrated by minimizing the errors between the modelled and
measured Zth(t) responses and SFs. The model parameters are optimized to best match all four
measured samples simultaneously. The calibration is performed using commercially available 3D CFD
software (Simcenter Flotherm XT 2019.2).

To produce training data for the LED CTM, the calibrated LED detailed model is virtually taken
off the test board and subjected to sets of different boundary conditions. This is done by applying
uniform heat transfer coefficients (HTCs) to four selected peripheral faces: the bottom face of the
anode solder pad, the bottom face of the cathode solder pad, the bottom face of the thermal solder pad,
and the top face of the package/dome. The purpose of using multiple boundary conditions is to ensure
that the extracted CTM will be boundary condition independent (BCI). The four sets of heat transfer
coefficients that are used to generate the training data for the CTM are listed in Table 1. These HTCs
training sets are chosen to represent practical operating environments of LEDs and are in the same
range as the HTC sets used for the same purpose in [28]. The generated training data consists of the
transient temperature profiles ∆Tdetailed

ih (t) obtained for a power step Pth. Here, the index i indicates
the junction layer, the phosphor layer, and each of the four faces to which HTCs are applied. The index
h indicates the each of the four HTC training sets. This data is exported from the CFD software.

Table 1. HTC training sets used to generate training data for the LED CTM optimization.

Set HTC (W/m2K)

Anode/Cathode Pad Thermal Pad Dome

1 10,000 25,000 10
2 3000 75,000 20
3 1500 20,000 100
4 50,000 10,000 5

2.2.2. LED CTM

A CTM, in the form of a thermal RC-network, is optimized to produce matching thermal behavior
under the same boundary conditions, i.e., the four imposed HTC training sets. The chosen network
topology is illustrated in Figure 3. Each node i of the thermal network has a thermal capacitance Cth,i to
ground. A line between two nodes m and n indicates that the nodes are connected by a thermal resistor
Rth,mn. Compared to the network topology used in earlier studies [16,28], our network topology has
an additional node between the junction and phosphor nodes (node 4), and between the phosphor and
dome nodes (node 2). It was found by trial and error that those nodes are necessary to better fit the
dynamic behavior, particularly of the phosphor and dome nodes.
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Figure 3. RC-network topology of the LED CTM (left), and two isometric views of the simplified 3D
geometry of the LED CTM (right). The red arrows indicate to which surfaces (in blue) the temperatures
of the peripheral nodes of the RC-network model are connected.

The RC-network optimization is performed by code developed in Python and works in a manner
similar to that described by Schweitzer [29]. It uses the derivative-free BOBYQA algorithm [30]
implementation from the NLopt library [31]. An advantage of performing the optimization separately
outside the CFD software is that stand-alone RC-network evaluations are faster, which means that
several 10,000 to 100,000 optimization iterations can be made in a few minutes.

First, the training data is imported and the corresponding thermal (transfer) impedances
Zdetailed

th,ih (t) = ∆Tdetailed
ih (t)/Pth are calculated. Subsequently, the RC-network is numerically solved for

the same power step Pth to obtain the CTM temperatures ∆TCTM
ih (t) of nodes i under HTC training sets

h. The corresponding thermal (transfer) impedances are again calculated as ZCTM
th,ih (t) = ∆TCTM

ih (t)/Pth.
By varying the Cth,i and Rth,mn values, the difference in dynamic thermal behavior between the detailed
model and the RC-network CTM is minimized using the following cost function:

fcost = ∑
h

∑
i

∑
j

(
Zdetailed

th,ih (tj)− ZCTM
th,ih (tj)

)2

Zdetailed
th,ih (tj)

(1)

where index h runs over all four HTC training sets, index i runs over the nodes included in the
optimization, and index j runs over the time steps for which the simulation is performed. The included
nodes are the junction, phosphor, and peripheral nodes, i.e., i = {1, 3, 5, 9, 10}. In this particular case
node 11 is not explicitly included due to symmetry.

To assess the accuracy and boundary condition independence of the optimized LED CTM, both the
LED CTM and the LED detailed model are tested under twenty additional HTC sets. The twenty HTC
testing sets are listed in Table 2. These sets are combinations generated using the design of experiments
functionality of the CFD software. For each of the peripheral faces, the lower and upper HTC bounds
were set to the minimum and maximum values that occur in the training sets. Since the HTC testing
sets were not used to train the model, they provide a better evaluation of the predictive temperature
accuracy of the LED CTM compared to the detailed model. In the report on end-user specifications of
the Delphi4LED project [32] the required junction temperature accuracy is stated as 2%.
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Table 2. HTC testing sets used to generate test data for the LED CTM validation.

Set HTC (W/m2K)

Anode/Cathode Pad Thermal Pad Dome

1 42,725 13,250 66.75
2 1500 58,750 71.5
3 18,475 49,000 100
4 37,875 36,000 95.25
5 50,000 45,750 62
6 20,900 71,750 76.25
7 40,300 65,250 90.5
8 30,600 32,750 5
9 28,175 10,000 33.5
10 47,575 23,000 28.75
11 23,325 19,750 81
12 16,050 42,500 57.25
13 8775 16,500 47.75
14 35,450 68,500 52.5
15 6350 52,250 24
16 33,025 39,250 43
17 13,625 75,000 38.25
18 45,150 55,500 19.25
19 25,750 62,000 14.5
20 3925 29,500 85.75

Finally, to be able to interface with a larger 3D system-level model, the LED CTM is attached to
simplified 3D geometric representation of the LED package, as indicated in Figure 3. While the outer
contours of the simplified geometry are identical to those of the detailed model, it has no internal
structure. The faces of the simplified geometry that are connected to the peripheral nodes of the
RC-network have the same surface area as the corresponding faces of the detailed model.

2.3. System-Level Modelling

Two use cases are investigated to assess the predicted junction temperature accuracy and
computation time performance of the LED CTM, compared to the LED detailed model, integrated
in a 3D system-level model: (1) an LED module-level model, and (2) an LED luminaire-level model.
The thermal environment of the LED CTMs and the LED detailed models is now explicitly simulated
in these cases, instead of imposed by uniform HTCs. Please note that both the LED module-level
model and the luminaire-level model presented here are solely intended for the purpose of numerically
assessing the LED CTM accuracy and performance, compared to the LED detailed model. They are by
no means optimized for thermal management or any other actual product requirements.

While the described methods and models can in principle be used in any 3D CFD software,
we used Simcenter Flotherm XT 2019.2. All reported computation times are obtained on a workstation
laptop with an Intel Core i7-6820HQ (2.7 GHz, 4 cores) processor. Unless stated otherwise, the default
computational mesh settings (‘Standard Resolution’) of the software tool are used.

2.3.1. LED Module-Level Model

The LED module-level model consists of a simplified printed circuit board (PCB) populated with
an array of LEDs, as illustrated in Figure 4. The board is 25 mm wide, 90 mm long and has a 1 mm
thick dielectric layer (1 W/mK) and a 70 µm thick copper layer (386 W/mK). Several LEDs, NLED,
are uniformly distributed on top of the copper layer. The number of LEDs along the x-axis is Nx,
and the number of LEDs along the y-axis is Ny. For NLED up to 15, a single row of LEDs is used
(Nx = 1), for NLED between 16 and 30, two rows of LEDs are used (Nx = 2), for NLED between 31 and
45, three rows of LEDs are used (Nx = 3), and for NLED greater than 45, four rows of LEDs are used
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(Nx = 4). The bottom face of the dielectric layer is kept at a fixed uniform temperature Tref and only
solid conduction is considered in this model.

90 mm
25 mm

2 × 8 LEDs
(detailed)

4 × 15 LEDs
(CTM)

xy

z

Figure 4. The LED module-level model. On the left an example is shown with NLED = 16 LED detailed
models (Nx = 2 and Ny = 8), and on the right an example is shown with NLED = 60 LED CTMs
(Nx = 4 and Ny = 15).

2.3.2. LED Luminaire-Level Model

The LED luminaire model consists of a simplified luminaire housing and five instances of the
LED module, as illustrated in Figure 5. Each of the LED modules has NLED = 12 LEDs (Nx = 2 and
Ny = 6), resulting in total number of 60 LEDs. The luminaire housing is made of an aluminum alloy
(140 W/mK) and has fins located above the LED modules for cooling to the surrounding air. In this
luminaire-level model, conduction, convection and radiation are all taken into account, increasing the
model complexity with flow simulation. All solid-fluid interfaces are assigned a surface emissivity of
0.8, including the anodized surface of the luminaire housing, and the ambient temperature is set at
Tref = 25 °C.

LED module 1

Cooling fins LED module 2

LED module 3

LED module 4LED module 5Luminaire housing

xy

z

x

yz

Figure 5. The LED luminaire-level model. On the left, the top part of the luminaire housing with cooling
fins is visible, and on the right, the bottom part of the luminaire housing is visible, which supports
five LED modules each with 12 LEDs (Nx = 2 and Ny = 6). The rectangular outlines indicate the
computational domain.

3. Results

In this section, the created LED-level models (detailed model and CTM) and the results of using
the LED-level models in a system-level model (module and luminaire) are presented. The first part
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presents the results of the physical LED device testing. Then, the second part presents the modelling
results at LED-level. It includes the calibration of the LED detailed model, and the extraction and
validation of the LED CTM. Next, the third part presents the accuracy and performance results of the
LED module-level model. Finally, the fourth part presents the accuracy and performance results of the
LED-luminaire model.

3.1. LED Device Testing Results

Subtracting the measured radiant flux from the supplied electrical power Pel results in the total
dissipated thermal power Pth = Pel−Φe of the DUT. It is found that Pth = (2.53± 0.01)W. The reported
uncertainty of 0.01 W indicates the standard deviation between the four measured samples.

Figure 6 shows the transient behavior of the DUT obtained from the measurements. The
thermal impedance Zth(t) is presented in Figure 6a. The corresponding structure functions (SF)
and differential structure functions (DSF) are shown in Figure 6b. The four measured samples show
good reproducibility. The largest relative deviation in measured Zth between the four samples is
about 4%, and occurs in the early transient (t < 150 µs), where initial correction has to be applied
due to electrical transients present in the measurement signal. The measured steady-state Zth has a
relative deviation of around 0.1%. Using an additional ‘dry’ thermal transient additional measurement,
i.e., without thermal paste applied between board and cold plate, the junction-to-board resistance was
determined according to the standard JEDEC JESD51-14 [8]. The junction-to-board thermal resistance
of the DUT is found as Rth,j-b = (6.2± 0.1)K/W.

(a)

(b)

Rth,j-b

Figure 6. Thermal transient characteristics of the measured LED device and the calibrated LED detailed
model: (a) Thermal transient impedance of the DUT and calibrated detailed model. (b) Structure
function and differential structure function of the DUT and the calibrated detailed model.
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3.2. LED-Level Modelling Results

First, the model parameters of the detailed model, i.e., the thermal conductivity values of the
materials and junction-phosphor power split, were calibrated to match the Zth(t) and SF of the
measured LED devices. The power split in the detailed model that best fits the measurements was
found in the calibration as approximately 77% in the junction and 23% in the phosphor. The Zth(t),
SF and DSF of the calibrated LED detailed model are shown together with those obtained from
the measurements in Figure 6. Overall, the curves match well. Some deviations between the SFs
and between the locations of the peaks and valleys of the DSFs are observed for approximately
Rth > 6 K/W. However, since we are ultimately only interested in the LED package, without the
board, no further improvements to matching this part of the SF are required.

Next, training data was generated using the calibrated LED detailed model for four HTC
training sets. This training data was subsequently used to optimize the RC-values of the LED CTM.
The optimized RC-values are given in Table 3. The Cth column lists the thermal capacitance to ground
for each of the nodes, and the Rth array lists the thermal resistances between connected nodes of the
RC-network. Since Rth,mn = Rth,nm only the lower triangular entries are displayed.

Table 3. Optimized thermal capacitance values and thermal resistance values of the LED CTM.

Cth (J/K) Rth (K/W)

Node 1 2 3 4 5 6 7 8 9 10 11
1 8.533× 10−4

2 9.906× 10−3 222.6
3 1.157× 10−4 291.4
4 2.793× 10−4 7.707
5 5.306× 10−5 8.563
6 2.365× 10−4 0.299
7 2.567× 10−3 1.350
8 9.209× 10−3 0.096
9 1.113× 10−4 1268 1.822
10 4.374× 10−4 1645 4.911
11 4.374× 10−4 1645 4.911

The thermal transient behavior of the calibrated LED detailed model and the optimized
RC-network LED CTM are compared for the four HTC training sets in Figure 7. The largest absolute
error |Zdetailed

th (t)− ZCTM
th (t)| after optimization is about 0.7 K/W and occurs between approximately

10−1 s and 101 s for the phosphor node in HTC training set 3. For steady-state conditions, the relative
errors |Zdetailed

th − ZCTM
th |/Zdetailed

th are all smaller than 2%, and smaller than 1% for the Zth values
corresponding to the junction. This results in junction temperatures that match within 0.2 K for the
training data.

The relative errors in steady-state temperature rise, |∆Tdetailed−∆TCTM|/∆Tdetailed, for the twenty
HTC testing sets are plotted in Figure 8. The junction temperature errors range from about 0.6% to
about 1.7%, remaining within the 2% requirement. All other temperature errors also remain within this
limit, with the exception of the dome temperature for five of the twenty HTC testing sets. However,
it should be noted that the temperature requirement is only specified for the junction temperature [32].
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(a) HTC training set 1 (b) HTC training set 2
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(c) HTC training set 3 (d) HTC training set 4
9
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Figure 7. Transient behavior of the LED detailed model (blue) and optimized LED CTM (red) for
(a) HTC training set 1, (b) HTC training set 2, (c) HTC training set 3, and (d) HTC training set 4.
The numbers correspond to the nodes of the RC-network: 1-dome, 3-phosphor, 5-junction, 9-thermal
pad, and 10-dome.

Figure 8. Relative errors in the steady-state ∆T of the LED CTM, compared to the LED detailed model,
for each of the twenty HTC testing sets. The dashed line indicates the 2% junction temperature error
requirement of the Delphi4LED end-user specifications [32].

3.3. LED Module-Level Model

To assess the accuracy and performance of the LED CTM, compared to the LED detailed model,
implemented in the LED module-level model, it was simulated with multiple numbers of LEDs.
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Since in each case the LEDs are uniformly distributed over the board, and the bottom face of the board
is kept at a uniform temperature Tref, the ∆Tj = Tj − Tref varies less than 0.2 K between individual
LEDs. For this reason only a single value, the average ∆Tj for all LEDs on the board, is reported for
each case. The results are presented in Figure 9.

When there is only a small number of LEDs on the board, the distance between the individual
LEDs is large enough that no mutual influence, or ‘cross-talk’, is experienced by the LEDs. This can
be observed in the constant ∆Tj for NLED up to 4 in Figure 9a. When the number of LEDs is further
increased, ∆Tj gradually rises. As mentioned, between NLED = 15 and NLED = 16, we change from a
single row (Nx = 1) to two rows (Nx = 2) of LEDs. This results in an effective increase in the distance
between individual LEDs and causes the drop in ∆Tj. This occurs again, albeit less pronounced,
when the number of rows is increased to three (Nx = 3) and to four (Nx = 4).

Comparing the average ∆Tj obtained using the LED CTM and the LED detailed model, the same
behavior is observed. Nevertheless, the predictions of the LED CTM are systematically lower.
The absolute difference in ∆Tj between the LED CTM and the LED detailed model decreases from
about 1.6 K for NLED = 1 to about 1.0 K for NLED = 60. This corresponds to relative errors in ∆Tj

between 6.0% for NLED = 1 and 2.2% for NLED = 60, as shown in Figure 9b.
Inspecting the peripheral faces of the thermal pad, anode pad and cathode pad, reveals

discrepancies in the average surface temperatures and in the heat transfer distribution. For example,
for NLED = 1 the average surface temperature rise, T − Tref, of the thermal pad and the total heat
transfer through the thermal pad in the LED detailed model are 19.6 K and 1.02 W respectively, whereas
in the LED CTM they are 17.4 K and 1.18 W respectively. For NLED = 60 these differences are smaller,
which results in a smaller junction temperature error. In this case the average surface temperature
rise of the thermal pad and the total heat transfer through the thermal pad in the LED detailed
models are 39.9 K and 1.07 W respectively, whereas in the LED CTMs they are 38.3 K and 1.18 W
respectively. To ensure that the observed differences cannot be attributed to mesh convergence issues,
the simulations for NLED = 1, NLED = 16, and NLED = 60 were repeated with higher mesh density.
The results were reproduced within 0.2 K.

(a) (b)

Figure 9. Average junction temperature rise of the LEDs in the LED module-level model: (a) comparison
between the LED detailed model and the LED CTM, and (b) the relative error in the LED CTM values
for different number of LEDs.

The time required by the central processor unit (CPU) to solve the model is shown as a function
of the number of LEDs in Figure 10a. Up to 60 LEDs, the computation time increases approximately
linearly for the LED CTMs, while the computation time using the LED detailed models increases
super-linearly. The ratio between the CPU times using the LED detailed models and the LED CTMs
is plotted in Figure 10b. It can be seen that for a single LED, using the CTM results in about a factor
2 reduction of computation time. For 60 LEDs the required computation time is reduced by nearly
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a factor 13 when the LED CTM is used instead of the LED detailed model. This is in line with our
previous findings [24].

(a) (b)

Figure 10. Time required to solve the LED module-level model: (a) comparison of CPU time between
the LED detailed model and the LED CTM, and (b) the ratio in CPU time between the LED detailed
model and the LED CTM.

3.4. LED Luminaire-Level Model

In the LED luminaire-level model, the bottom faces of the LED modules are in direct thermal
contact with the luminaire housing, instead of being kept at a constant fixed temperature. This results
larger gradients in the board temperature, in particular for LED modules 3, 4 and 5. This is illustrated
in the temperature plot presented in Figure 11. As a consequence, there are also larger variations
in ∆Tj among LEDs on the same board than in the previous case of the LED module-level model.
For this reason not only the average ∆Tj for each of the modules is reported, but also the minimum
and maximum ∆Tj are listed in Table 4. Since the geometry of the model has a plane of symmetry,
the ∆Tj values should be the same for LED module 1 and 2, and for LED module 3 and 5. The values
obtained from the model are indeed very similar for these boards, apart from some small variations of
0.1 K between LED module 1 and 2, which can be caused by asymmetries in the computational mesh.

T (°C)

85

145

95

105

115

125

135

LED detailed models

LED CTMs

Figure 11. Surface temperature of the LED luminaire-level model with LED detailed models (top) and
LED CTMs (bottom). For the LED CTMs, the temperature of the internal junction node is plotted on
the LED geometry.
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Table 4. Minimum, average, and maximum junction temperature rises and relative errors for each of
LED modules in the LED luminaire-level model.

LED Module ∆Tj (K) Rel. Error (%)

Detailed Model CTM

Min. Avg. Max. Min. Avg. Max. Min. Avg. Max.

1 118.8 121.1 122.2 118.2 120.3 121.7 0.4 0.7 0.9
2 118.9 121.1 122.2 118.3 120.3 121.6 0.5 0.7 0.9
3 100.7 113.2 120.7 99.8 112.2 119.4 0.5 0.9 1.1
4 101.5 114.3 121.8 100.8 113.6 120.7 0.3 0.7 0.9
5 100.7 113.2 120.7 99.8 112.2 119.4 0.5 0.9 1.1

As a general note, such high ∆Tj values indicate an improved thermal design would be necessary
in practice. Comparing the ∆Tj values between the LED detailed models and the LED CTMs shows
that the junction temperatures predicted by the LED CTMs are again systematically lower. The largest
absolute error found in this case is 1.3 K, which is in the same range as the errors found previously
in the LED module-level model, and occurs for the LEDs with the largest ∆Tj on LED modules 3
and 5. The relative errors in ∆Tj range from about 0.3% to 1.1% in this case. Inspecting the average
surface temperature rise of the thermal pad and the total heat transfer through the thermal pad of
those LEDs again reveals similar discrepancies as before. For the detailed model they are 114.6 K and
1.03 W respectively, and for the CTM they are 113.2 K and 1.12 W respectively.

The LED luminaire-level model containing the LED detailed models took 9016 s to solve, whereas
the model containing the LED CTMs only needed 2153 s, resulting in a reduction of a factor 4.2. This is
smaller than the computation time reduction that was found for 60 LEDs in the LED module-level
model. Besides that the luminaire-level model comprises a larger geometry than the module-level
model, convection and radiation are also simulated in this case. To assess the impact of convection
and radiation on the computation time, the simulation of the luminaire-level model with LED CTMs
is repeated with convection and radiation each turned off separately. Without radiation the model is
solved in 1907 s, and without convection the model is solved in 706 s.

4. Discussion

An RC-network LED CTM was successfully generated. The steady-state junction temperature
error of the LED CTM, compared to the LED detailed model, was evaluated between 0.6% and 1.7% on
LED-level under imposed uniform HTCs. This meets the requirement of 2% stated in the Delphi4LED
end-users’ specifications [32].

A similar RC-network LED CTM, for a different LED package, is reported in [28]. The main
differences are that a network topology with only nine instead of eleven nodes was used, the CTM
was trained under three instead of four HTC training sets, using and a cost function based on the SF
instead of Zth. A slightly better relative error range of about 0.6% to 1.2% in the predicted steady-state
junction temperature rise is reported there. Nevertheless, in both cases an acceptable accuracy for
steady-state thermal behavior is achieved with an RC-network LED CTM. However, both in the present
case and in [28] it appears more difficult to also achieve accurate dynamic behavior, in particular for
the phosphor node. This indicates that further refinement of the extraction process or used network
topology may still be necessary for cases in which the LED CTM is not operated in steady-state
conditions. Another development in achieving accurate dynamic LED-level models that should be
mentioned here is the BCI reduced order model (BCI-ROM) approach [20,21]. Recently, Bornoff and
Gaal [28] compared this approach to the RC-network CTM and discussed its advantages related to
extraction (no choices on a network topology have to be made) and accuracy (the required accuracy is
prescribed by the user a priori for a wide range of HTCs). However, at the moment BCI-ROMs cannot
be implemented yet in commercially available 3D CFD software.
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When implemented in a 3D system-level, the LED CTM predicted slightly but systematically
lower junction temperatures than the LED detailed model. The largest difference was 1.6 K among
the two studied use cases. Inspecting the peripheral faces of the thermal pad, anode pad and cathode
pad, revealed discrepancies between the LED CTMs and LED detailed models in the average surface
temperatures and in the heat transfer distribution. This is likely caused by the fact that the LED CTM
is extracted under uniform peripheral conditions, whereas gradients exist in the more realistic 3D
thermal environment. This situation could be improved by splitting the anode, cathode and thermal
pad surfaces in multiple surfaces and assigning each their own node in the RC-network. However,
this is at the cost of making the LED CTM more complex. The error could also be partly related to the
choice and number of HTC training sets. In the original DELPHI project for semiconductor CTMs,
38 HTC sets were proposed, and later even larger sets were tested [33]. However, it was shown that
smaller subsets of five HTCs can still lead to accurate CTMs [33,34]. The range of thermal operating
environments that is relevant for LEDs is much smaller, but to date no studies have been performed
involving the number and type of HTC sets to apply for accurate LED CTM extraction.

In the LED module-level model, absolute errors in ∆Tj of up to 1.6 K and relative errors of up to
6.0% were found when comparing the model with LED CTMs and LED detailed models. In the LED
luminaire-level model, absolute errors in ∆Tj of up to 1.3 K and relative errors of up to 1.1% were found
when comparing the model with LED CTMs and LED detailed models. While the absolute errors are
on the same scale in both cases, the relative errors are substantially smaller in the luminaire-level case.
This is explained by the larger total thermal resistance to ambient of the luminaire system, resulting
in a larger temperature rise. Although the CTM meets the 2% error requirement compared to the
detailed model on luminaire-level, in the LED module-level model the relative errors are larger. Hence
the aforementioned potential improvements may be necessary, depending on the end-user’s needs.
It should also be stressed however that we only considered the error of the extracted and implemented
LED CTM compared to the LED detailed model. Compared to reality, for example if we were to
measure a physical prototype, there may be various additional sources of errors. Some examples
include: measurement uncertainties, uncertainties in the thermal dissipation of the components,
and uncertainties related to the CFD simulation itself [35]. Additionally, the thermal resistance of the
LED package may only represent a small fraction of the entire thermal resistance to ambient, especially
at LED luminaire-level. When that is the case, the accuracy of the predicted Tj compared to a physical
prototype will also largely depend on the accuracy of the part of the model besides the LEDs.

Regarding the computation time, using the LED CTM in the LED module-level model resulted
in a reduction from about a factor 2 with one LED up to almost a factor 13 with 60 LEDs. In the LED
luminaire-level model with 60 LEDs, a reduction of about a factor 4 was achieved using the LED CTMs.
Of course, the exact computation time will be different in every case and depends on the complexity
of the luminaire design. The difference in the achieved reduction between the studied cases can be
explained by the fact that the luminaire-level model has a larger 3D environment, more complex
shapes, and that convection and radiation are considered. As a result, the LEDs themselves constitute
a relatively smaller part of the entire model than in the case of the LED module-level model, and hence
their relative impact on the total calculation time decreases. In particular, the flow simulations
were found responsible for a large part of the computation time in the studied case. When turned
off, the computation time decreased by about a factor 3, from 2153 s to 706 s. Without radiation,
the computation time decreased by about 10%. Nevertheless, the factor 4 reduction for the simplified
LED luminaire-level model is still significant when a large number of scenarios needs to be simulated
in a design parameter optimization. Furthermore, the gains will increase significantly for higher
LED counts, as demonstrated by the LED module-level model. As an example, this approach could
therefore be highly advantageous when modelling systems containing LED filaments, as each filament
may contain several hundreds of LEDs.
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5. Conclusions and Outlook

To summarize, we created an LED detailed model and an LED CTM following the Delphi4LED
methodology and assessed the accuracy and computation time of 3D CFD system-level models
equipped with these LED models. Compared to previous work [24], the analysis was extended to
luminaire-level. This involved including higher number of LEDs, up to 60, and taking all heat transfer
mechanisms into account. The cases discussed in this work demonstrate that using Delphi4LED LED
CTMs in digital luminaire designs can provide a significant reduction in computation time while
maintaining the required accuracy compared to a LED detailed model.

With this approach, any node could be added to the LED model in order to monitor a thermally
critical part of the LED. In this case, the temperature of the node of interest does need to be monitored
during the LED testing. This way it can be included in the detailed model calibration in order to obtain
an accurate model and predictions for this temperature. It would, for example, be interesting to do this
for the phosphor temperature. While our LED CTM has a phosphor node, no phosphor temperatures
were measured and accounted for in the calibration of the LED detailed model. Therefore, the modeled
phosphor temperatures cannot currently be validated. In many cases, it is also not straightforward
to monitor the temperature phosphor temperature. In the present case, the silicone dome covering
the phosphor precludes measurements using thermocouples or infrared (IR) thermography. However,
methods based on the spectral distribution of the converted light [36,37], or specifically prepared
phosphors with magnetic nano-particles [38] could in principle be used.

Finally, the present study focused on 3D thermal modeling of the LED-based lighting designs
using an RC-network LED CTM. It is expected that a future implementation of LED BCI-ROMs in
3D system-level models will provide an alternative option for the RC-network CTM. Additionally,
only the LED CTM was considered. The implemented model will be extended in future work with a
chip-level multi-domain model to obtain a fully realized LED digital twin. Another useful addition to
the luminaire-level model is to include lifetime prediction [39], which will be the subject of a follow
up paper.
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Abbreviations

The following abbreviations are used:

BCI boundary condition independent
CCT correlated color temperature
CFD computational fluid dynamics
CPU central processing unit
CRI color rendering index
CTM compact thermal model
DSF differential structure function
DUT device under test
HTC heat transfer coefficient
IMS insulated metal substrate
IR infrared
LED light-emitting diode
PCB printed circuit board
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MDCM multi-domain compact model
ROM reduced order model
SF structure function
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