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Abstract: The generation management concept for non-interconnected island (NII) systems is
traditionally based on simple, semi-empirical operating rules dating back to the era before the
massive deployment of renewable energy sources (RES), which do not achieve maximum RES
penetration, optimal dispatch of thermal units and satisfaction of system security criteria. Nowadays,
more advanced unit commitment (UC) and economic-dispatch (ED) approaches based on
optimization techniques are gradually introduced to safeguard system operation against severe
disturbances, to prioritize RES participation and to optimize dispatch of the thermal generation
fleet. The main objective of this paper is to comparatively assess the traditionally applied priority
listing (PL) UC method and a more sophisticated mixed integer linear programming (MILP) UC
optimization approach, dedicated to NII power systems. Additionally, to facilitate the comparison of
the UC approaches and quantify their impact on systems security, a first attempt is made to relate the
primary reserves capability of each unit to the maximum acceptable frequency deviation at steady
state conditions after a severe disturbance and the droop characteristic of the unit’s speed governor.
The fundamental differences between the two approaches are presented and discussed, while daily
and annual simulations are performed and the results obtained are further analyzed.

Keywords: autonomous power systems; frequency constraints; islands; isolated grids; mixed integer
linear programming; priority listing; unit commitment

1. Introduction

Isolated island grids are power systems present particular characteristics compared to larger,
robust continental power systems. They are generally systems of limited size (with peak demand
typically not exceeding some hundreds of MWs for the largest of them [1,2]) and low inertia,
lacking interconnections to large mainland grids, being thus vulnerable to disturbances, such as the
unexpected loss of generation, be it thermal or RES units [3,4]. Hence, the integration of intermittent
renewables is severely limited by security considerations, as well as other technical constraints,
related to the characteristics and management of conventional generation [5–10].

In non-interconnected islands (NIIs), advanced generation management concepts and tools are
today considered essential both to ensure maximum RES exploitation and to safeguard security of
operation and supply of load demand [2]. Still, the generation management practices currently applied
in many NII systems are based predominantly on traditional dispatch methods that come from the
era before the massive development of renewables [11,12]. They are usually based on simplified
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security criteria, such as the total spinning reserve of the system, without distinguishing reserves types
according to their deployment time [13,14], while unit commitment is typically performed through
priority listing (PL) techniques, i.e., merit order classification of available units. This is still the common
practice in small and medium-sized islands ([1,2]), where Energy Control Centres (ECCs) are yet to be
installed. Modified versions of the PL unit commitment (UC) approach have been recently proposed
in the literature [13,15] for island power systems, to deal with renewable-based dispatchable stations
and increase the effectiveness of the method.

Such practices, involving empirical UC and economic-dispatch (ED) decisions taken during
real-time operation, are hardly suitable to support the future operation of the systems, especially
under high RES penetration conditions. More sophisticated UC-ED methods have already been
proposed in the literature and in some cases applied in prototype, real-world ECCs for NII systems [16],
based on optimization techniques, such as the state-of-the-art mixed integer linear programming
(MILP) approach [17–21]. Alternative UC methodologies for application in isolated power systems are
described in Reference [22], providing insight to the available techniques to be adopted for generation
management in NIIs. In References [23] and [24] a deterministic MILP-UC approach is proposed
elaborating frequency constraints to determine the levels of systems reserves. The operation of an island
system utilizing MILP-based UC under various wind and photovoltaic (PV) penetration scenarios
is also examined in Reference [25]. A stochastic MILP-UC is proposed in References [26] and [27] to
evaluate the risk of scheduling decisions under uncertainty and to quantify the levels of load-following
reserves in autonomous power systems, respectively. A MILP multi-stage robust optimization method
based on Bender’s decomposition technique is investigated in Reference [28] for a small Chinese island,
to deal with high RES penetration levels. A coordinated generation management scheme is presented in
Reference [29] for the Greek NII power systems and a deterministic MILP-based detailed mathematical
formulation of the generation scheduling problem for island systems is proposed for implementation
in the ECCs of Greek islands. A more complex MILP-UC method is proposed in Reference [30] to take
advantage of the limited underloading capability of base-load units during low-demand hours for
achieving economic and feasible UC patterns. Overall, MILP-based UC methods for islands dominate
recent literature, being considered suitable for implementation in real-world island ECCs.

The motivation for this work originates from the topical and recurring question of the benefits
anticipated from introducing advanced generation management practices in small island systems and
whether those benefits outweigh the additional complexity and resources required. Although several
papers are available dealing either with simple PL-UC methods or with more sophisticated
optimization-based UC methods, their systematic comparison, based on quantitative evidence and
taking account of the different objectives to be achieved, is missing in the literature. Therefore, in this
paper, the traditional PL-UC approach and a comprehensive MILP optimization-based UC method
are implemented and comparatively assessed via simulation for two realistic study-case islands,
expanding the work presented in Reference [31]. The mathematical formulation of both methods is
presented, while their fundamental differences are identified and highlighted. The typical daily UC
pattern is analyzed for both UC alternatives, while annual results are also presented to evaluate their
performance in terms of system security, generation cost and RES penetration levels, for a medium
and a large-sized island.

An additional contribution of this paper concerns the quantification of primary reserves
capabilities of dispatchable units in terms of the droop settings of their speed governors and
the acceptable system frequency deviation limits. The established correlation is incorporated in
the MILP-UC formulation, transforming it into a frequency constrained problem. The proposed
approach allows for an objective comparison of the alternative UC approaches in terms of achieved
system security, by quantifying anticipated under-frequency levels following a severe loss of
generation disturbance.

The remaining of this paper is organized as follows: The mathematical formulation of the two UC
variants under evaluation is described in Section 2 and their differences are discussed. The study-case
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island systems are presented in Section 3. Daily and annual analysis results are discussed in Section 4
for a variety of scenarios, while the main conclusions are summarized in Section 5.

2. Unit Commitment Variants

2.1. Priority Listing UC

The PL-UC variant approximates the standard generation scheduling practice, adopted in small
and medium-sized NIIs without ECCs, where unit commitment is usually performed based on
empirical policies, utilizing a merit order classification of available thermal units.

In the PL-UC method, the commitment order of conventional units is predominantly based on
simple economic criteria, where the larger and cheaper units are usually prioritized compared to
smaller or more expensive ones, although technical and security constraints may also be taken into
account. Unit commitment decisions satisfy only fundamental constraints, such as the active power
equilibrium. In the simplest form of the active power equilibrium Equation (1), the production of
committed thermal units should equal the load demand per examined time interval, t. Variable xens,t,
representing the energy not served, is also maintained in Equation (1) for cases where capacity
adequacy issues exist in the island system. Small, distributed PV generation is effectively embedded
to the load, not being subject to power limitations and curtailments [6], while wind generation is not
accounted for, due to the lack of necessary forecasting and management tools.

∑
u

Pu,t + xens,t = PL,t (1)

An improved PL-UC approach would take into account an initial estimate of anticipated wind
production. In this case, commitment of thermal units and load dispatch for time interval t is subject
to Equation (2), where a level of anticipated wind generation Pe

w,t is taken into account.

∑
u

Pu,t + Pe
w,t + xens,t = PL,t (2)

Accountable wind generation, Pe
w,t, is estimated based on anticipated wind production,

possibly limited to reflect security and dependability concerns; it represents the credit attributed
to wind power at the UC stage with the PL formulation. Note that Equation (2) becomes equivalent to
Equation (1) for Pe

w,t = 0, i.e., when no credit can be given to wind power, as would be the case in very
small systems.

Actual wind generation at t is given by Equation (3), determined by available wind power, limited
by the minimum loading, Equation (4), and dynamic, Equation (5), limitations of conventional units,
discussed in References [5,29,32]. The empirical coefficient lw represents in principle the fraction of
wind generation that can be lost during operation and therefore needs to be covered by fast operating
reserves, as discussed in References [7,29]. For the simplified PL-UC approach, where reserves types
are not distinguished according to their deployment time, lw should be quantified more conservatively,
so as to further incorporate wind power forecasting errors and variability.

Pa
w,t = min

{
PML

w,t , PD
w,t, Pw,t

}
(3)

PML
w,t = PL,t −∑

u
Pmin

u (4)

PD
w,t =

cD · PL,t

lw
(5)
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The power output of each thermal unit is defined by Equation (6) accounting for Equation (2) and
the assumed merit order classification. When online, a unit’s loading should not violate its technical
minimum and maximum loading level. When a unit is offline, its power output equals to zero.

Pu,t →


≤ Pmax

u
≥ Pmin

u 7→ online
= 0 7→ o f f line

(6)

The operating reserves policy adopted for the PL-UC variant relies only on system spinning
reserve, a common practice adopted by NII system operators [13,29]. Constraint (7) estimates the
conventional capacity to be committed, so that a spinning reserve of at least ε(%) (e.g., ε = 15%) of net
demand to be maintained. In order to ensure that system spinning reserves suffice to meet the loss of
largest generator (G-1) criterion, constraint (8) should apply as well.

∑
u

Pmax
u ≥ (1 + ε) · PL,t (7)

∑
u

Pmax
u ≥ PL,t + max︸︷︷︸

u

{Pmax
u } (8)

The PL-UC is simulated according to the flowchart of Figure 1. Initially, conventional units
are committed based on their merit order classification, subject to Equation (1) or to Equation (2),
depending on whether wind production is accounted for or not, as well as to constraints (7) and (8) to
ensure the necessary reserves. Given the UC pattern, the actual wind participation is determined by
Equations (3)–(5), while the final loading levels of online thermal units are then deduced based on
their merit order. The entire process is repeated adopting an hourly time step, for the entire simulation
period (one year).
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Figure 1. Logical process for simulating the PL-UC.

2.2. Deterministic MILP-Based UC

In this section the mathematical formulation of a MILP-based UC-ED optimization method is
presented, as a more systematic and coordinated generation management for a NII system. The MILP
optimization algorithm is based on Reference [29], aiming at minimizing NII system production cost
and maximizing RES penetration, while guaranteeing secure operation via maintaining the required
levels of active power reserves [33].

The objective function of the UC problem, given by (9), aims at minimizing the operating costs of
conventional units (Cp), including start-up (Csu) and shut-down (Csd) costs [34,35], and maximizing RES
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penetration. The latter is achieved by assuming in (9) zero cost for RES energy and further penalizing
RES curtailments, as discussed in Reference [29]. The leftmost term of (9) reflects the variable operating
costs of conventional units, that are generally approximated by a quadratic function [36] (grey line in
Figure 2a), that can be piecewise linearized (dashed-black line in Figure 2) and incorporated in the
MILP via Constraints (10) to (12).

min
{

Cp + Csu + Csd + Csl
}

(9)

Cp = ∑
t

(
∑
u

(
Cmin

u · stu,t + ∑
b
(λu,b · ∆Pu,t,b)

))
(10)

Pu,t = Pmin
u · stu,t + ∑

b
∆Pu,t,b (11)

(
Tg

u,b − Tg
u,b−1

)
· vu,b ≤ ∆Pu,t,b ≤

(
Tg

u,b − Tg
u,b−1

)
· vu,b−1 (12)

The start-up and shut-down costs of thermal units are respectively defined by Equation (13) and
Equation (14). The rightmost term of (9) is further expanded in Equation (15), incorporating the cost of
all slack variables (x) introduced in the MILP constraints to ensure feasibility of solution in all cases,
though properly appropriately penalized to minimize violations.

Csu = ∑
t

∑
u

CSU
u · suu,t (13)

Csd = ∑
t

∑
u

CSD
u · sdu,t (14)

Csl = ∑
t

(
κens · xens,t + ∑

u
∑

e
κe · xup/dn

u,t,e

)
(15)
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Figure 2. (a) Actual variable operating cost curve of a thermal unit in grey line; (b) piecewise
linearization of cost curve to be implemented in the MILP-UC.

Constraint (16) represents the active power equilibrium, including the amount of energy not
served, xens,t. The logical status of commitment is imposed via Constraints (17) and (18). The binary
variables of Constraints (17) and (18) are used for defining the start-up/shut-down decisions.
Constraints (19) and (20) delimit the power output of each committed thermal unit by its ramping
capabilities, while Constraints (21) and (22) bound the production levels of each unit, according to its
maximum power output and its minimum loading. Fulfillment of reserves requirements is achieved
through Constraints (23), (24) and (25), adopting the principle of reserves substitutability [37]. Finally,



Energies 2019, 12, 657 6 of 23

Constraint (26) ensures that the allocated reserves to each thermal unit do not exceed its capability per
reserves type (primary, secondary, tertiary).

∑
u

Pu,t + (Pw,t − xw,t) + xens,t = PL,t (16)

suu,t + sdu,t ≤ 1 (17)

suu,t − sdu,t = stu,t − stu,t−1 (18)

Pu,t − Pu,t−1 ≤ ruu · stu,t (19)

Pu,t−1 − Pu,t ≤ rdu · stu,t + Pmax
u · sdu,t (20)

Pu,t + ∑
e∈{pr,sr,tr}

rup
u,t,e ≤ Pmax

u · stu,t (21)

Pu,t − ∑
e∈{pr,sr}

rdn
u,t,e ≥ Pmin

u · stu,t (22)

∑
u

rup/dn
u,t,pr + xup/dn

u,t,pr ≥ rrup/dn
t,pr (23)

∑
u

∑
e∈{pr,sr}

rup/dn
u,t,e + xup/dn

u,t,sr ≥ ∑
e∈{pr,sr}

rrup/dn
t,e (24)

∑
u

∑
e

rup
u,t,e + xup/dn

u,t,tr ≥∑
e

rrup
t,e (25)

rup/dn
u,t,e ≤ Ru,e · stu,t (26)

The overall primary up reserves requirements of the system are defined according to
Constraint (27), ensuring that sufficient reserves are collectively maintained by all units online to
cater for the loss of the largest conventional unit or RES production. Additionally, Constraint (27)
implicitly relates the maximum permissible wind penetration levels to the positive primary reserves
capabilities of the online units. Secondary reserves requirements account for load and RES variability
within a 5-min time window. Tertiary reserves requirements are calculated based on the variabilities of
load and renewables for longer time scales (20 min), while accounting for forecasting errors as well.
The quantification of secondary and tertiary reserves requirements is discussed more extensively in
Reference [29].

rrup
t,pr = max

max︸︷︷︸
u

{
Pu,t + rup

u,t,pr

}
, lw · (Pw,t − xw,t)

 (27)

Actual wind power participation is calculated by Equation (3), as for the PL-UC method.
However, the minimum loading and dynamic limitations are now described by Equations (28) and (29)
respectively [29].

PML
Wmax,t = PL,t −∑

u
Pmin

u · stu,t (28)

PD
Wmax,t =

∑
u

(
Ru,pr · stu,t

)
lw

(29)

The MILP-UC-ED is implemented in GAMS [38] using the CPLEX optimization solver [39],
adopting a 24-h scheduling horizon with hourly dispatch time intervals.

2.3. Essential Differences Between the Examined UC Approaches

A first, rather obvious difference between the two UC approaches is related to the adopted
fundamental unit commitment criterion: while in PL-UC a predetermined order governs the
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commitment priority of thermal units, in the MILP optimization the actual variable operating cost
curves of the units are incorporated in the problem to achieve a more accurate representation of unit
variable costs.

A subtler, but still fundamental, differentiation concerns the quantification of reserves
requirements, which eventually impacts the eventual UC pattern and RES absorption capability of the
system. In the MILP problem, reserves are classified according to their deployment time in primary
(fast response) and then secondary and tertiary (Constraints (23)–(27)). On the other hand, with the
PL-UC method only the aggregate spinning reserves of online thermal units are considered, in order to
meet the requirements of the system (Constraints (7), (8)). The underlying assumption is that the entire
operating range between the current loading level of an online unit and its maximum permissible
power output (Pmax

u ), as in Figure 3a, is available to deploy in case of system disturbances, ignoring
the associated time scales. In spite of its oversimplified nature, the concept of spinning reserves is
quite commonly used for NII power systems [13,14,40], even in association with sophisticated UC
approaches [28,41–43].
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Figure 3. (a) Spinning and (b) primary up reserves capabilities of the online units u1 and u2.

The hypothesis that the total amount of available spinning reserves can be released following
a severe disturbance (e.g., tripping of a large generating unit) is obviously not valid. The dynamics
of frequency regulation in power systems [44], related to the characteristics of prime movers and
speed governors, are such that only a fraction of the available spinning reserves of generating units,
hereinafter referred to as primary reserves, can be released right after the occurrence of a disturbance
in the active power equilibrium of the system [4,24,45–47]. Ignoring the transient response of the
system in the first few seconds following the disturbance (grey area of Figure 4a,b), the amount of
active power released by each unit, before any secondary control corrective action takes place via
automated generation control, is directly related to unit’s speed droop characteristic of Figure 4c,
given by Equation (30). The primary reserves capability of each unit can be roughly derived from
Equation (30), given the maximum acceptable frequency deviation at steady state conditions, ∆ fss, and
the droop characteristic of the unit’s speed governor, symbolized by S (droop is generally symbolized
by R, however, as R is already used for the reserves capabilities of thermal units, S will represent droop
hereinafter instead of R).

Ru,pr = ∆Pu =
∆ fss/ f0

Su
· Pmax

u (30)

As illustrated in Figure 3, fast primary reserves are only a subset of the total available spinning
reserves of a unit. Following primary regulation, additional reserves, denoted as secondary and
tertiary reserves, can be released via slower external regulation action. The respective capabilities of
each unit are determined by the ramp rate of the unit (MW/min) and the considered deployment
times, e.g., 5 min and 20 min. The MILP-based UC-ED method recognizes this fundamental distinction
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between reserves types, implementing independent constraints for different reserves classes, whereas
the PL-UC method adopts a simplified, aggregate spinning reserves approach.

As regards the participation of wind energy in the energy mix, it is always prioritized against
conventional generation in both UC alternatives. However, wind curtailments are frequently inevitable
in congested NII systems, whenever technical reasons do not allow the absorption of the total available
wind power. Keeping that in mind, a further differentiation between the two UC variants is related
to the limitations determining the participation of wind generation in the energy mix of the isolated
power system, as explained in the following. The level of wind production that can be accommodated
in the system at any operating interval is calculated based on two constraints: the minimum loading
and the dynamic limitation. The former bounds wind penetration to avoid violating the minimum
loading levels of online regulating units (Figure 5) and it is expressed in a similar manner in the PL-
and MILP-UC methods (Equations (4) and (28), respectively). The latter represents the maximum
amount of wind power that can be hosted by the system without posing a threat to its stability and it is
implemented differently in for the examined UC alternatives. For the MILP-UC method, the dynamic
limitation Equation (29) is directly related to the primary reserves capabilities of online thermal units.
Thus, it is ensured that sufficient fast reserves are available to compensate any potential loss of wind
generation, with no risk of unacceptable under-frequency events. Using Equation (30), Equation
(29) can be reformulated as in Equation (31), in order to provide a quantitative relation between the
dynamic limitation, the droop characteristics of the units and maximum system frequency deviation.
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·

∑
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As the PL-UC method does not distinguish between reserves types, the dynamic limitation
cannot be implemented as described. Rather, Equation (5) is employed to calculate acceptable wind
penetration levels as a fraction of system demand. This approach is common practice in island system
analysis [5,48–51], as it constitutes a necessary compromise when the detailed characteristics of
system units are not known [29]. Depending on the values of the empirical coefficients cD and lw,
this simplified approach may over- or under-estimate the actual wind hosting capability of the system,
with a potentially significant impact on its security.
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Figure 5. Illustrative representation of wind absorption margin employing the minimum loading and
dynamic limitations, employing (a) the MILP-UC and (b) the PL-UC method.

3. Study-Case Systems

Two indicative NII systems with diversified characteristics will be examined as case studies.
The first is a medium-sized island with a peak load demand of 80 MW and a load factor of 50%.
The conventional generation portfolio of the island consists of seven heavy fuel oil (HFO) and seven
light fuel oil (LFO) units, whose characteristics are presented in the Appendix A. Commitment of the
five smallest LFO units is seasonal, limited to the summer peak demand period (July to September).
The RES portfolio of the island includes 25 MW of wind farms (WFs), with an average capacity
factor (CF) of ~32% before curtailments, as well as 15 MW of PVs with an annual yield of 1640
kWh/kWinstalled, which are embedded to the load. The second system has a peak demand of 220 MW
and a load factor of 45%. It comprises 14 HFO units and 4 LFO units, as presented in the Appendix A.
Renewables include 55 MW of WFs, with an average CF of ~37% before curtailments, and 36 MW of
PVs with an annual yield of 1900 kWh/kWinstalled. For simulation purposes, a crude oil price of 80
$/bbl and a Euro to USD exchange rate of 1.25 $/€ are considered.

4. Results and Discussion

4.1. Operation of the Medium-Size Island System

4.1.1. Daily Operation without Wind Forecasting

Results obtained from the application of PL- and MILP-UC methods to the medium-sized island
are first presented for an indicative low-demand day. To facilitate comparison, in both cases UC is
performed without wind forecasting, to avoid changes in commitment patterns due to the substitution
of thermal by wind production. Hence, the following two scenarios are examined:

• Scenario 1: MILP-UC without wind forecasting.
• Scenario 2: PL-UC without wind forecasting.
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The unit commitment derived by each model is depicted in Table 1, while the participation
of each unit in meeting the hourly load demand is illustrated in Figure 6. White dots in Table 1
denote online units when PL-UC is applied, while black dots refer to committed units through the
MILP-UC approach.

Table 1. PL-UC vs MILP-UC during a low-demand day, for the medium-sized island.

h/u u1 u2 u3 u4 u5 u6 u7 u8 u9 Net Load (MW)

1 # • # - # • # • - • - - - • - - - - 31
2 # • # - # • # • - • - - - • - - - - 28
3 # • # - # • # • - • - - - • - - - - 26
4 # • # - # • - • - • - - - - - - - - 23
5 # • # - # • - • - • - - - - - - - - 23
6 # • # - # • - • - • - - - - - - - - 23
7 # • # - # • - • - • - - - - - - - - 23
8 # • # - # • # • - • - - - • - - - - 28
9 # • # • # • # • - • - - - - # - - - 34
10 # • # • # • # • - • - - - - # - - - 36
11 # • # • # • # • # • - - - • - - - - 40
12 # • # • # • # • - • - - - • - - # - 41
13 # • # • # • # • # • - - - • - - - - 39
14 # • # • # • # • # • - - - • - - - - 38
15 # • # • # • # • # • - - - • - - - - 39
16 # • # • # • # • # • - - - • - - - - 35
17 # • # • # • # - - • - - - • - - - - 31
18 # • # • # • # - - • - - - • - - - - 32
19 # • # • # • # - - • - - - • # - - - 36
20 # • # • # • # - - • - - - • # - - - 36
21 # • # • # • # • # • - - - • # - - - 42
22 # • # • # • # • # • - • - • - - # - 50
23 # • # • # • # • # • - • - - # - - - 45
24 # • # • # • # • # • - - - - - - - - 38

# PL-UC with G-1 criterion; •MILP-UC; - not committed.

The largest and cheapest units of the system (HFO u1 to u3) are continuously committed by the
PL-UC, based on the predefined commitment order (Tables A1 and A2 of the Appendix A), covering
at least 70% of hourly demand (Figure 6a). The expensive LFO units (u8-9, last in the priority list),
capable of providing increased spinning reserves due to their low minimum loading (ML), are also
frequently dispatched, in order to ensure the spinning reserves required to meet the G-1 criterion;
nevertheless, these units are loaded as low as possible, as seen in Figure 6, to avoid further impact on
system cost. The total spinning reserves available by all units always suffice to meet the G-1 criterion
described by Constraint (8) (black solid line of Figure 7). However, when the actual primary up
reserves of online units are considered, a deficit of fast positive reserves occurs over several hours of
the day (grey-dashed line in Figure 7). This clearly indicates that scheduling generation based solely
on spinning reserves impacts system security.

When the MILP-UC model is applied, the G-1 criterion is fulfilled based on the primary up
reserves of committed units (by definition a fraction of available spinning reserves, as discussed in
Section 2.3). In this case, the largest unit is the one with the highest loading (contribution to primary
up reserves is also accounted for in Equation (27)), which may be other than the unit with the highest
capacity. The optimized generation scheduling through the MILP-UC model leads to a higher number
of online units, as shown in Figure 8; still, load demand and primary up reserves requirements are
met without committing expensive LFO units. Contrary to the PL-UC, the aggregate contribution
to load demand of the cheapest and largest HFO units u1, u2 and u3 does not exceed 75% of hourly
requirements. The HFO units with lowest ML (u4 and u5) are preferred, whose cost is slightly higher
than u1 to u3, yet substantially lower than the peaking LFO units.
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Figure 6. Participation of each thermal unit in meeting system demand when (a) PL-UC and (b)
MILP-UC is applied.
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Figure 7. Spinning and primary up reserves surplus/deficit when the PL-UC variant is applied for an
indicative low-demand day. Positive/negative values denote surplus/deficit.
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Figure 8. Number of committed units per time interval, for the PL- and MILP-UC models.

Given the UC pattern of thermal units, the wind absorption margin can be calculated ex post via
Equation (3). As observed in Figure 9, it is higher when the PL-UC is applied, as less units are then
committed (Figure 8) and therefore their cumulative technical minimum is lower. Specifically, the total
wind absorption capability of the system during the examined day is 181.5 MWh and 138.5 MWh
for PL-UC and MILP-UC respectively. As observed in Figure 10, the technical minimum limitation is
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always more restrictive than the dynamic limitation in both UC approaches, shaping the final wind
penetration margin, according to Equation (3).Energies 2019, 12, x FOR PEER REVIEW  12 of 22 
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Figure 9. Maximum wind penetration margin per time interval, for the PL and MILP UC
model formulations.
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Figure 10. Minimum loading and dynamic limitation for the examined day, assuming lw = 50%.
(a) PL-UC based on (4), (5) and (b) MILP-UC based on (28), (29).

Besides wind penetration, system security, as quantified via the reserves requirements,
and economic operation need also be considered in order to evaluate the performance of each model.
As already discussed, PL-UC fails to maintain an adequate amount of primary reserves to guarantee
secure operation (Figure 7), while it commits expensive LFO units more frequently than the MILP-UC.
In Figure 11, the variable operating cost of thermal units for the examined day is €92,876 when the
PL-UC is applied, against €85,456 for the MILP-UC.
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Figure 11. Variable cost of thermal units in €/MWh, per time interval, for the PL- and MILP-UC model
Figure 4.

Overall, it appears that there is no model achieves superiority in all respects, as the PL-UC
approach provides an increased wind penetration margin. However, this is due to the commitment of
less units on average, with a direct impact on system security, while production cost ends up increased
as well.

4.1.2. Annual Results

To obtain a more objective basis of comparison, the performance of the PL-UC and MILP-UC
models is analyzed for the medium-sized island via annual simulations, taking also account of the
effect that wind power forecasting may have on system operation. When a sophisticated UC-ED
method is applied, it makes sense to assume that advanced wind prognosis capabilities will also be
available in the ECC of the NII system. With simple PL-UC, wind power forecasting may not be
available or it may rely on less sophisticated, even empirical, means. Nevertheless, to provide an
equal basis for the comparison of the two methods, not biased by wind prognosis sophistication,
two additional scenarios are examined involving perfect wind power forecasting. The new scenarios
complement Scenarios 1 and 2, introduced in the previous section, to provide the envelope of wind
prognosis capabilities:

• Scenario 3: MILP-UC with perfect wind forecasting
• Scenario 4: PL-UC with perfect wind forecasting

As observed in Figures 12 and 13, the introduction of wind forecasting always increases wind
penetration by 5–6%, greatly reducing wind curtailments, from almost 50% of primarily available wind
energy down to 16%. The performance of the two methods is similar, with PL-UC achieving higher
penetration in the absence of wind forecasting.

The variable generation cost of thermal units is expectedly lower when optimal management
is applied via the MILP-UC method with a substantial reduction of 10-15% compared to the
PL-UC method. With MILP-UC, the introduction of wind prognosis benefits generation cost by
~3.5 €/MWhthermal, confirming the significance of wind forecasting for the efficient management of
isolated island systems. However, with the simplified PL-UC, the variable cost of conventional units
increases by ~4 €/MWhthermal when forecasting is introduced (Figure 13), due to the more frequent
commitment of expensive but flexible LFO units. The low ML levels and increased spinning reserves of
these units lead to additional room for accommodating anticipated wind power when wind forecasting
is applied.
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Figure 12. Medium-sized NII system. (a) Annual wind penetration levels in % of total demand, and (b)
Wind curtailments in % of available wind energy, per examined scenario.Energies 2019, 12, x FOR PEER REVIEW  14 of 22 
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Figure 13. Medium-sized NII system. Variable cost of thermal units in €/MWhthermal,
per examined scenario.

System security is also severely impacted when the PL-UC method is applied. In Figure 14, the
anticipated system frequency deviation is shown (cf. Figure 4) following loss of the largest online
thermal unit, calculated according to Equation (32) [52]:

ft = f0 ·

1−

max︸︷︷︸
u

(Pu.t)/ ∑
u 6=max︸︷︷︸

u

(Pu.t)

(1/Su)


 (32)

Assuming a permissible ∆fss of 1.25% (or 0.675 Hz, for a 50 Hz system frequency), used also
to quantify the primary active power reserves capability of the units, with the MILP-UC approach
no violation of ∆fss is observed throughout the year in Figure 14a,b, indicating that the method
effectively maintains the prescribed security of operation requirements. It is worth noting that
frequency deviations on average reach lower levels in Figure 14b, as fewer thermal units are committed
in the presence of wind forecasting.

When the PL-UC method is applied (Figure 14c,d), the set frequency limit will potentially be
violated over a large part of the year (11% increasing to 19% with wind forecasting) with an anticipated
minimum below 49 Hz. Therefore, it is clear that the system is exposed to increased risks, while major
disturbances will induce under-frequency load shedding.
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Figure 14. Medium-size NII system. Anticipated frequency deviations should a severe disturbance
take place (loss of largest online unit), as calculated by Equation (32), with (a), (b) the MILP and (c),
(d) the PL-UC approach (Scenarios 1, 3 and 2, 4 respectively).

4.2. Annual Operation of Large-Size Island System

In this section, the annual operation of the large island system is investigated for the same
scenarios as in the previous section.

In this case, the introduction of wind forecasting in the MILP-UC increases wind penetration
only by ~1% point, with a reduction of wind curtailments, and an improvement of ~1 €/MWhthermal
in system cost (Figures 15 and 16). With the PL-UC method, wind forecasting achieves even less
impressive results, as wind penetration increases by only 0.5% points, while wind curtailments and
system cost also change little as well (Figures 15 and 16).
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Figure 15. Large-sized NII system. (a) Annual wind penetration levels in % of total demand, and (b)
Wind curtailments in % of available wind energy, per examined scenario.
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Figure 16. Large-sized NII system. Variable cost of thermal units in €/MWhthermal, per examined scenario.

The minor improvement achieved by wind forecasting in the case of the large island system, for
both UC models, are mainly attributed to the technical characteristics of the thermal generation fleet
(Tables A3 and A4 of the Appendix A). The low ML levels of the units create enough room to absorb
all available RES production, whether the UC pattern is derived employing wind forecasting or not.
This indicates that the large NII system is effectively not saturated in terms of installed RES capacity.

Overall, the MILP-UC proves again superior in terms of generation cost, achieving a variable cost
reduced by ~4–5 €/MWhthermal compared to the PL-UC (Figure 16). On the other hand, the PL-UC
leads to a slightly higher wind penetration and reduced curtailments. This is attributed to the reduced
number of committed units (Figure 17), as well as to the fact that the dynamic limitation (Equation (5))
does not account for primary reserves, leading to systematic overestimation of the wind absorption
capability of the system (Figure 18). This, in turn, results in the relaxation of the dynamic limitation,
with the minimum loading limitation now prevailing to determine the wind hosting capacity of the
large NII system (Table 2).Energies 2019, 12, x FOR PEER REVIEW  16 of 22 
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Table 2. Prevalent limitation (dynamic or technical minimum) for determining the wind hosting
capacity of the large NII system, per examined scenario.

Scenario 1 2 3 4

UC variant MILP PL MILP PL
Minimum loading limitation (h) 7914 8760 4082 8760
Dynamic limitation (h) 846 0 4678 0

Regarding system security, a permissible ∆fss of 0.8% (or 0.4 Hz) is assumed in this case.
Figure 19a,b shows that potential ∆fss violations are effectively eliminated with the MILP-UC variant,
while security of operation is systematically compromised with the PL-UC method (minimum
permissible frequency level violated over 1810 to 2449 h per year, Figure 19c,d).Energies 2019, 12, x FOR PEER REVIEW  17 of 22 
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Figure 19. Large-sized NII system. Anticipated frequency deviations should a severe disturbance take
place (loss of largest online unit), as calculated by Equation (32), with (a), (b) the MILP and (c), (d) the
PL-UC approach (Scenarios 1, 3 and 2, 4 respectively).
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5. Conclusions

In this paper two alternative approaches to the unit commitment problem in NII systems are
presented and comparatively assessed. The first model is based on priority listing, resembling the
established simple generation scheduling practices in islands without ECC facilities. The second UC
variant is based on a MILP optimization approach to determine generation scheduling, incorporating
more sophisticated constraints and intended to be implemented within ECCs suitable for medium and
large island systems.

Two NII power systems were considered as study cases, to evaluate the performance of the
examined UC methods. Based on the annual results obtained by the unit commitment methods,
the MILP-based UC proves to be superior in terms of generation cost and security of operation.
PL-UC expectedly leads to a higher production cost and, most important, compromises system security,
failing to recognize and maintain anticipated frequency excursions in case of major disturbances within
applicable limits.

On the other hand, PL-UC is capable of creating more room to host available wind energy,
especially in the absence of wind forecasting, by committing a reduced capacity of thermal units to
fulfill the imposed spinning reserve criteria, albeit with a negative impact on system security, as well
as at increased system operating cost, particularly in the case of the medium-size island. However,
similar wind penetration levels are also possible with the MILP-UC, if RES absorption is further
prioritized in its objective function, at the expense of higher production cost, as discussed in
Reference [29].

Overall, although the PL-UC method is inferior to the MILP approach, it could still be a valid
alternative for generation scheduling in islands without an advanced ECC infrastructure, leading
to acceptable costs and good RES penetration rates, subject to the reservation of an inherently
oversimplified quantification of system security constraints.
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Nomenclature

Indices
t Time interval (period) of the optimization horizon
u Conventional unit
e Index of reserve types {pr, sr, tr}, for primary, secondary and tertiary reserves
b Index of blocks of the linearized cost function of each thermal unit
Continuous Variables
Cp Total production cost of all operating units
Csu Total start-up cost over the dispatch horizon
Csd Total shut-down cost over the dispatch horizon
Csl Total cost of slack variables
Pu,t Production level of unit u
PD

w,t Dynamic limitation of wind power for period t
PML

w,t Minimum loading limitation of wind power for period t
rup/dn

u,t,e Type e reserve (up/down) provided by unit u in period t

rrup/dn
t,e Type e reserve requirements (up/down) in period t

x∗,t Slack variable for quantity *
∆Pu,t,b Production level of unit u at block b in dispatch period t
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Binary Variables
suu,t Binary variable equal to 1 if unit u starts up at t
sdu,t Binary variable equal to 1 if unit u shuts down at t
stu,t Binary variable equal to 1 if unit u is online at t
vu,b Binary variable equal to 1 if the power output of unit u at t exceeds block b
Parameters
Cmin

u Variable operating cost of unit u at minimum loading level
CSU

u Start-up cost of unit u per start-up event
CSD

u Shut-down cost of unit u per shut-down event
f0 System frequency before disturbance
ft System frequency after the disturbance (loss of largest unit)
PL,t Total demand in period t
Pmax

u Maximum power output of unit u in period t
Pmin

u Minimum power output of unit u in period t
Pw,t Total wind production in period t
Pe

w,t Estimated wind production in period t
Pa

w,t Actual wind production in period t
Ru,e Type e reserves capability of unit u
rdu Ramp down rate of unit u
ruu Ramp up rate of unit u
Su Droop characteristic of unit u
Tg

u,b Upper limit of block b of the variable cost of unit u
cD Dynamic limitation coefficient for wind penetration in PL-UC
lw Coefficient quantifying the proportion of wind power that may be suddenly lost
∆ fss Permissible frequency drop at steady state conditions, after a severe disturbance
ε Coefficient expressing the level of load-related spinning reserves in PL-UC
κ∗ Penalty factor for the relaxation of constraints for quantity x∗,t in MILP-UC
λu,b Slope of block b of the variable cost of unit u

Appendix A

The assumed technical and economic parameters of conventional units are presented in Tables A1–A4 for the
study-case medium and large island systems. More detailed characteristics for the large NII power system can be
found in Reference [7]. Unit u1 of Tables A3 and A4 is considered “must run”, i.e., maintained online throughout
the year.

For the medium-sized island, a permissible frequency drop at steady state conditions after a severe
disturbance (∆fss) of 1.25% is assumed, leading to primary reserves capability of the units equal to 25% of
their rated capacity. For the large system this limit is set to 0.8%, resulting in 16% and 20% primary reserves
capabilities for a 5% and 4% droop respectively.

Table A1. Technical characteristics of conventional units of the medium-sized study-case system.

Unit Priority Seasonal Usage Pmax Pmin ru rd
S (%)

(MW) (MW/min)

1–3 1–3 – 12.0 7.0 0.60 0.60 5%
4,5 4,5 – 8.0 4.0 0.40 0.40 5%
6 6 – 7.5 4.5 0.28 0.28 5%
7 7 – 5.0 3.0 0.25 0.25 5%
8 8 – 7.5 2.0 0.75 0.75 5%
9 9 – 15.0 3.0 1.30 1.30 5%

10–14 10–14 X 3.0 1.0 0.15 0.15 5%
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Table A2. Economic characteristics of conventional units of the medium-sized study-case system.

Unit Fuel
Operating Point (% of Pmax) Fuel Consumption @ Operating

Point (kg/kWh)

A B C A B C

1–3 HFO 63% 83% 100% 0.211 0.198 0.206
4–5 HFO 50% 75% 100% 0.220 0.208 0.225

6 HFO 67% 80% 93% 0.235 0.215 0.220
7 HFO 64% 80% 90% 0.205 0.195 0.201
8 LFO 33% 67% 87% 0.360 0.290 0.315
9 LFO 31% 65% 100% 0.400 0.380 0.410

10–14 LFO 50% 73% 93% 0.265 0.260 0.262

Table A3. Technical characteristics of conventional units of the large-sized study-case system.

Unit Priority Seasonal Usage Pmax Pmin ru rd
S (%)

(MW) (MW/min)

1,2 1,2 – 15.0 10.0 0.75 0.75 5%
3–6 15–18 – 25.0 4.5 1.25 1.25 5%
7–8 13,14 – 12.0 5.0 0.60 0.60 5%
9–11 10–12 – 23.0 14.0 1.15 1.15 5%

12–18 3–9 – 17.0 6.5 0.85 0.85 4%

Table A4. Economic characteristics of conventional units of the large-sized study-case system.

Unit Fuel
Operating Point (% of Pmax) Fuel Consumption @ Operating

Point (kg/kWh)

A B C A B C

1,2 HFO 70% 85% 100% 0.310 0.308 0.320
3–6 LFO 30% 65% 100% 0.400 0.350 0.360
7,8 HFO 50% 75% 100% 0.210 0.205 0.204

9–11 HFO 75% 90% 100% 0.215 0.213 0.214
12–18 HFO 45% 75% 100% 0.225 0.215 0.216
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