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Abstract: Germany has experienced rapid growth in onshore wind capacities over the past two decades.
Substantial capacities of offshore wind turbines have been added since 2013. On a local, highly-resolved
level, this analysis evaluated if differences in wind speed forecast errors exist for offshore and onshore
locations regarding magnitude and variation. A model based on the Extra Trees algorithm is proposed
and found to be a viable method to transform local wind speeds and capacities into aggregated wind
energy feed-in. This model was used to analyze if offshore and onshore wind power expansion lead
to different distributions of day-ahead wind energy forecast errors in Germany. The Extra Trees model
results indicate that offshore wind capacity expansion entails an energy forecast error distribution
with more frequent medium to high deviations, stemming from larger and more variable wind speed
deviations of offshore locations combined with greater geographical concentration of offshore wind
turbines and their exposure to high-wind oceanic conditions. The energy forecast error distribution of
onshore expansion, however, shows heavier tails and consequently more frequent extreme deviations.
The analysis suggests that this can be rooted in the simultaneous over- or underestimation of wind speeds
at many onshore locations.

Keywords: wind energy forecasts; offshore capacity expansion; day-ahead wind energy uncertainties;
machine learning; Extra Trees

1. Introduction

Germany has seen rising onshore wind capacities in the past two decades, with a total installed
capacity of around 56 GW at the end of 2018. At the same time, ca. 5.6 GW of offshore wind parks
were installed, with substantial capacities starting to be added in 2013. These large capacities make
substantial contributions to the renewable energy generation. Large, additional wind offshore parks
are supposed to be completed or fully commissioned in 2019, e.g., Arkona (385 MW, commissioned in
April), Borkum Riffgrund II (450 MW, commercial commissioning completed in June), Deutsche Bucht
(269 MW), Hohe See (497 MW), Merkur (396 MW, already partly commissioned) and Trianel Borkum II
(200 MW). Until 2025, the total offshore wind capacity in Germany will reach almost 12 GW. The capacities
are obtained from a self-compiled dataset, with information on planned offshore power plants [1–18].

Wind energy forecasts are subjected to uncertainties due to errors in wind speed predictions.
Wind energy is characterized by variability and limited predictability. Additionally, it affects the power
system at all hours of the day and does not necessarily coincide with load. This affects day-ahead decisions
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of operators of wind turbines and conventional power plants, e.g., unit commitment of conventional power
plants, taking into account forecasts for renewable energy generation, available at the time of decision.
The uncertainties also influence the operation of power systems with the challenge of maximizing the
capability of integrating fluctuating wind energy.

With increasingly prevalent offshore wind energy capacities, differences between onshore and offshore
locations become more important for energy systems. Offshore wind capacities are geographically
concentrated to a higher degree due to large wind turbines and large-scale wind parks. Generally, oceanic
conditions and large hub heights result in high wind speeds for offshore wind turbines. Because of the
cubic relation between wind speed and power output, wind speed forecast errors cause greater deviations
in output at medium to high wind speeds, compared with low wind speeds. This, in turn, could mean that
offshore wind speed deviations have a greater effect on wind energy forecast errors, even when compared
to onshore wind speed deviations of equal magnitude.

With particular regard to the planned expansion of offshore wind capacities, this study analyzed
actual and forecast wind speeds at a high geographical resolution from the ECMWF database. The resulting
deviations were used to evaluate: (1) if differences exist in wind speed forecast errors for onshore and
offshore locations; and (2) if these possible differences, combined with greater concentration and higher
wind speeds of offshore wind capacities, lead to higher deviations in overall wind energy forecasts.

The first question is answered with a statistical analysis of local wind speed forecast errors. For the
second question, an Extra Trees model is developed to transform wind speeds into aggregated forecast
and actual wind energy amounts based on different onshore and offshore wind capacities. The resulting
deviation distributions were used to identify differences between the expansion of onshore and offshore
wind energy capacities. The proposed approach is a top-down estimate, decoupled from technical
information on wind energy turbines.

The remainder of this paper is structured as follows. Section 2 gives a brief overview of the literature
dealing with wind power uncertainties. Section 3 describes the data sources used for this analysis.
A statistical analysis of local wind speed data that was conducted and evaluated is presented in Section 4.
This is followed by the description and evaluation of the Extra Trees model in Section 5. Section 6 concludes
this analysis and highlights key findings.

2. Literature Review

Large-scale wind generation poses several challenges for power system operation caused by the
limited predictability and variability of wind energy and its intermittent nature [19–21]. These challenges
can be amplified due to the negative correlation of wind power and load [22], which stands in contrast to
other sources of variable renewable energy, especially photovoltaics.

A large field of research deals with unit commitment under wind energy uncertainties [20–30].
Unit commitment decisions become more complex due to the priority feed-in of wind power in most
electricity markets [31]. Increasing shares of fluctuating wind power can translate into less certain
quantification of the provision of system reserve as well as an increased need for regulating and reserve
power [23,25,32].

Further challenges can be frequency control issues, planning of the transmission network and extra
requirements for energy reserves [25]. Uncertainties, which stem from rising penetration of variable
energy sources, can lead to unpredicted power balancing problems, posing a risk for system reliability.
Unforeseen mismatches of load forecast and wind forecast errors can lead to additional system costs,
requiring additional balancing services. This necessitates information on the probability and magnitude of
the described problems [26].
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These challenges need to be adequately taken into account to allow wind energy to substitute
conventionally generated electricity. This imposes high demands for balancing services and intraday
trading [33,34]. Naturally, uncertain wind power availability does not only affect the operators of
transmission and distribution systems and conventional dispatchable power plants but also the operators
of wind farms, whose certain day-ahead production commitment is impaired [35–38]. It is important
to mention that the probability distribution of wind speeds affects not only the operation but also the
planning and design of wind turbines and wind parks, along with factors such as altitude, tower height
and turbines interactions (e.g., wake effects) [39]. Furthermore, wind energy forecasts substantially affect
the price distribution [40]. Variable wind power negatively correlates with the price level and increases
price volatility [41].

The above-described challenges and their economic significance for the power system stress the
importance of accurate wind speed and wind energy forecasts for the dispatch schedules in the day-ahead
electricity market [42], for which there is a wide array forecasting methods [31,39,42–47]. A thorough
overview of recent advances in statistical wind energy forecasting is provided in [48]. The power
system benefits from more accurate wind energy forecasts, as they lead to savings in total system costs,
especially for deterministic scheduling, lower levels of wind curtailment and decreased dispatch of flexible
conventional power plants [31].

The fast expansion of offshore wind energy capacities, not only in Germany, will likely continue in
the future, which makes offshore wind speed forecasts increasingly important. The expansion is owed
to greater public support for offshore wind parks [49], the scarcity of suitable, remaining onshore wind
locations and technological advances and falling technology costs [50,51]. Offshore wind turbines are
more centralized and, on average, exposed to higher wind speeds (see discussion in Section 4.1), leading
to the possibility that offshore wind speed deviations have a greater effect on wind energy forecast errors.
While the accuracy of wind energy forecasts affects the short-term market behavior of market participants
and operational costs of power systems, long-term economic effects of added wind power capacities have
to be anticipated and quantified as well.

To the best knowledge of the authors, no analysis exists that evaluates the effect of wind speed forecast
errors on the overall wind energy forecasts of Germany, separately for onshore and offshore locations.
Consequently, the analysis presented here sought to answer three research questions:

1. Do deviations of actual wind speeds from forecast values differ between offshore and onshore
locations in terms of magnitude, variation and extreme values?

2. How are offshore and onshore wind speed deviations distributed when taking into account the
“importance” of locations, i.e., installed capacities?

3. Does offshore wind capacity expansion introduce more uncertainty into aggregated wind energy
forecasts than onshore wind capacity expansion?

3. Data Description

Note that this analysis contains modified Copernicus Atmosphere Monitoring Service Information and
modified Copernicus Climate Change Service Information (2016–2018). Neither the European Commission
nor European Centre for Medium-Range Weather Forecasts (ECMWF) is responsible for any use that may
be made of the information it contains.

The data for this analysis were retrieved from the ECMWF. It contains publicly available datasets
for wind speed forecast and actual values. The data can be obtained at a resolution of 0.125◦ longitude
by 0.125◦ latitude, roughly equal to a 8 km-by-13 km grid in Germany. This allows for a highly resolved
representation of wind speed differences, not only within Germany but also offshore. For the analysis,



Energies 2019, 12, 2534 4 of 23

locations within latitudes of 47◦–55.5◦ and longitudes of 5.5◦–15.5◦ were obtained, resulting in a total of
5589 geographical points.

The forecast wind speeds were taken from the CAMS (Copernicus Atmosphere Monitoring Service)
Near-real-time dataset [52]. Points in time, at which forecasts are made, are 0:00 and 12:00, up to 120 h
ahead. The time of 12:00 was of greatest interest for this analysis because it is closest to the clearing of
the day-ahead market. For the following day, nine point forecasts are available, starting at 0:00 of the
subsequent day (twelve hours ahead) until 24:00 (36 h ahead) in 3-h intervals (see Figure 1). The wind
speed forecasts were made for a height of 10 m above ground. To retrieve hourly forecasts, the values
in between the point forecasts were linearly interpolated, which means forecasts were available for t,
t + 3, t + 6, etc., and interpolation was done for t + 1, t + 2, etc., using the “nearest” t and t + 3 forecast
values. All nine available point forecasts were needed, including the forecast for 24:00 to correctly estimate
values for 22:00 and 23:00. After the interpolated values were estimated, the forecast value for 24:00 was
deleted and replaced by the 0:00-forecast of the subsequent day. Interpolation introduces the possibility of
incorrectly representing large short-term wind speed changes. This issue is addressed in Section 4.1.

Figure 1. Displayed is the time line of CAMS forecasts made at 12:00 on the day-ahead and ERA5 actual
values. Depicted are nine forecast values (red triangles) and the 24 actual values for the next day (green dots).
Note that the forecast for 24:00 (upside-down triangle) was only used for creating interpolated values for
22:00 and 23:00 and subsequently removed. Source: Own diagram.

For the actual values, time series from the ERA5 (5th generation of ECMWF Reanalysis) dataset [53]
were retrieved. Here, values for every hour exist. The reanalysis values are available for heights of 10 m
and 100 m, which allows for retrieving location-specific roughness values, as discussed in Section 4.

For both the CAMS and ERA5 datasets, monthly datasets from 01 July to 30 November 2016 and
01 February 2017 to 30 September 2018 were retrieved. Forecasts before July 2016 were unavailable
at the time of analysis. December 2016 was unavailable as well and January 2017 was an incomplete
dataset. Thus, two datasets (01 July to 30 November 2016 and 01 February 2017 to 30 September 2018) with
subsequent, uninterrupted time series were used. In total, data for 25 months are available, with a total of
18,240 h. To evaluate forecast errors of wind speeds, the time shift between forecast dataset and actual
dataset has to be taken into account. For instance, the first time stamp of the September forecast dataset
represents 02 September, 0:00, and the last entry is 01 October, 24:00. For both datasets: (1) the first
24 entries of the actual wind speed values had to be removed due to missing forecast values; and (2) the
last 24 entries of the forecast values had to be removed due to missing actual values. This left 18,192 hourly
values of forecast and actual wind speeds for each grid.

Finally, the analysis requires geographical locations of the installed onshore and offshore wind
turbines. The onshore capacities were retrieved from online wind turbine databases of the federal state
offices, agencies and ministries of Germany [1–16]. The offshore capacities and locations were obtained
from The Wind Power and 4C Offshore [17,18]. Subsequently, each individual turbine was assigned to the
nearest geographical location of the available grid of the wind speed dataset. This allows for an aggregation
of capacities for each location. The resulting assigned capacities are displayed in Figure 2. It clearly shows
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the high density of wind turbines in the northwest and center of Germany. However, onshore capacities
are still more spatially spread out than offshore capacities that show high geographical concentration.

Figure 2. Capacities assigned to geographical points of the 0.125◦-by-0.125◦grid. Source: Own diagram.

4. Data Analysis

The overarching goal of this analysis was to evaluate the effect of increasing offshore wind capacities
on the day-ahead forecast errors of aggregated wind energy. To approach this question, a descriptive data
analysis preceded the development of the model. Therefore, the analysis was conducted in three parts.

1. Evaluation of grid-specific wind energy forecast errors (Section 4.1).
2. Evaluation of distribution characteristics of forecast errors for onshore and offshore wind speeds

(Section 4.2).
3. Model-based computation and evaluation of aggregated wind energy forecast errors for cases of

offshore and onshore wind capacity expansion (Section 5).

The data compilation, analysis and visualization were performed in R, relying on the packages
ggplot2, plyr, moments, ncdf4 and viridis [54–58], while the model (Section 5) was formulated in Python,
using scikit-learn [59].

In this analysis, wind speeds were evaluated at different hub heights of wind power plants. To retrieve
the wind speed at different heights, the logarithmic wind profile in Equation (1) was used, which requires
knowledge of the surface roughness z0.

v2

v1
=

ln( h2
z0
)

ln( h1
z0
)

(1)

If the heights h1 and h2 are known in addition to v1 and v2, z0 can be estimated, as shown in
Equation (2). This was done for each geographical point with the ERA5 dataset because it contains wind
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speed values at heights of 10 m and 100 m. Since wind speed values for many timestamps t are available,
an array of roughness values z0,i,t was obtained for each grid point i.

z0,i,t = exp(
v10,i,t · ln(100)− v100,i,t · ln(10)

v10,i,t − v100,i,t
) (2)

For the further estimations, the median location-dependent roughness of all timesteps was used.
This accounts for the fact that some extreme roughness values were estimated, which could skew the
mean. With the obtained roughness values for each location, the forecast and actual wind speed time
series at a height of 10 m were scaled up. In the descriptive analysis of this section, evaluating local forecast
errors, the wind speed time series of the forecast and actual values were scaled up to a height of 90 m,
using Equations (1) and (2). This is the average hub height of all wind turbines, deliberately disregarding
different hub heights of onshore and offshore wind turbines. It served to evaluate deviations between
forecast and actual wind speeds without taking into account wind turbine characteristics.

For each geographical location i, 18,192 hourly (t) deviations devi,t between the forecast value v̂ and
the actual value v are available (Equation (3)).

devi,t = v̂i,t − vi,t (3)

4.1. Location-Specific Wind Speed Forecast Errors

For the resulting location-specific distributions of deviations (forecast errors), four characteristics
were evaluated: (1) median deviation (Figure 3); (2) median absolute deviation (Figure 4); (3) standard
deviation of deviations (Figure 5); and (4) 99th percentile of absolute deviations (Figure 6).

Figure 3. Medians of grid-specific wind speed deviations (m/s) (forecast errors). Source: Own figure.

The median deviations are displayed in Figure 3. If a median substantially deviates from zero,
wind speed estimations for this location are subjected to systematic errors, which could hint at differences
in the models used to obtain forecast and actual values. Positive, green values represent a systematic
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overestimation of wind speeds and, conversely, negative, red values represent a systematic underestimation
of wind speed. To make the differences more visible, the color scale was limited to the range of −1 to 1,
containing 97.9% of values. All out-of-bound values were “squished” and represented by the end-of-range
colors. This was done for the respective ranges shown in Figures 3–6. Systematic forecast errors only
occurred for few grid elements, which are mostly located near-shore and offshore. However, locations
with installed offshore capacities (cf. Figure 2) do not seem to be affected by these systematic errors. Of
the 1947 locations with installed capacities, 40.1% have median deviations between −0.05 and 0.05, 67.1%
between −0.1 and 0.1 and 90.1% between −0.2 and 0.2.

The medians of absolute deviations, as a measure of average error magnitude, are displayed in Figure 4.
The scale is limited to the range of 0.35–0.85, encompassing 96.2% of the medians. It can be observed
that offshore locations are characterized by higher median absolute deviations, especially the Baltic
Sea. Offshore locations with installed capacities, however, are characterized by smaller medians than
offshore locations without capacities and near-shore locations, some of which show large median absolute
deviations. In contract, most onshore locations have smaller medians, most noticeably the north of
Germany, the area with the greatest share of installed onshore wind capacity.

Figure 4. Medians of grid-specific absolute wind speed deviations (m/s) (forecast errors). Source:
Own figure.

The standard deviations of all location-specific deviations are displayed in Figure 5. They represent
the variance of deviations. Overall, 93.4% of the standard deviations fall into the range between 0.8 and
1.4, the limits of the color scale. The magnitudes of standard deviations assume a similar geographic
distribution compared to the median absolute deviations. They are larger offshore and comparatively
smaller onshore, with the exception of some near-shore locations.

Lastly, Figure 6 shows the 99th percentiles of absolute deviations. This serves to evaluate the magnitude
of unlikely deviations, while ignoring outliers, which are assumed to be contained in the highest one percent.
Overall, 96% of the values fall into the range between 2 and 4.75, limiting of the color scale. Offshore and
near-shore locations have higher extreme values than onshore locations. This difference is not as distinct
for the North Sea.
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Figure 5. Stand. deviations of grid-specific wind speed deviations (m/s) (forecast errors). Source:
Own figure.

Figure 6. The 99th percentiles of grid-specific absolute wind speed deviations (m/s) (forecast errors).
Source: Own figure.
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4.1.1. Difference in Wind Speed Uncertainties for Offshore and Onshore Locations

The combination of higher median absolute deviations and standard deviations suggests that offshore
locations are subjected to larger average forecast errors and higher variation of forecast errors. This, in turn,
can translate into greater day-ahead uncertainties and forecast errors regarding the available wind energy.
This effect could be amplified by two offshore wind characteristics, which can be observed in Figure 7.

First, offshore wind capacities are geographically more concentrated, which means greater installed
capacities for the predefined grid locations. This is due to large wind turbines and high accumulation
of turbines into wind parks at few offshore locations. This translates into a higher capacity affected by
forecast errors simultaneously. Second, wind speeds are, on average, higher for offshore than onshore
locations. Due to the cubic relation between wind speed and energy output, a marginal deviation translates
into larger output changes at higher wind speeds. Figure 7 also shows that locations with greater average
wind speeds are subjected to greater standard deviations and higher median absolute forecast deviations.
These characteristics affect all offshore wind locations, reiterating the previously described insights.
Locations with very large median absolute deviations are all near-shore locations. The color scale is limited
to 1, but some near-shore locations exceed this limit. These locations are also characterized by high variance
in deviations, seven of which are not displayed in Figure 7 because their standard deviations are greater
than the upper limit. The capacities of near-shore locations with median absolute deviations exceeding 0.8
amount to over 1.1 GW. Most of these locations also have standard deviations greater than 1.2. This means
that there is a substantial part of onshore capacities that is subjected to large wind speed uncertainties.

Figure 7. Average of local, actual wind speeds of the available dataset at a height of 90 m in relation to the
standard deviation of wind speed deviations. The point size corresponds to the installed capacity for each
onshore and (black-rimmed) offshore location and the color corresponds to the median absolute deviation.
Source: Own diagram.

While large offshore wind capacities can be affected by high wind speed deviations simultaneously,
this can also be the case for onshore locations. The reason for this is not the high consolidation of wind
turbines in few locations, but the fact that large onshore areas can be affected by similar wind speed
deviations at the same time. Figures 8 and 9 show the actual wind speeds and the wind speed forecast
errors for 8 September 2018 at 12:00. There are two distinct characteristics of this situation. First, there are
medium to high wind speed for all locations except south Germany. Second, almost all of Germany is
subjected to wind speed overestimations, some of which are very large. This means that the vast majority
of onshore wind turbines could generate less electricity than anticipated by the day-ahead forecast.
Consequently, the overall available wind energy could be substantially affected due to the magnitude of
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wind speed forecast errors and the high sensitivity of wind power output to wind speed deviations at
medium and high wind speeds. This extreme example illustrates that onshore wind power, despite the
scattered nature of its capacities, also has the potential to introduce large uncertainties into the aggregated
wind energy forecasts.

Figure 8. Actual wind speeds on 8 September 2018 at 12:00. Source: Own figure.

Figure 9. Wind speed forecast errors on 8 September 2018 at 12:00. Source: Own figure.

Lastly, the spatial correlation of wind speed deviations can provide insights into the simultaneity
of forecast errors in relation to the geographical distance. Figure 10 shows the correlations between all
locations with installed capacities and the corresponding distance between the locations. All pairs with
an offshore location are displayed in black.
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Figure 10. Spatial correlation of wind speed deviations between locations with installed capacities in
relation to their distance. Source: Own diagram.

Three distinct features can be derived from the spatial correlation analysis. First, the correlation
decreases at a declining rate in relation to the distance. While there are more frequent outliers below
a distance of 200 km, the bandwidth of correlations narrows for larger distances. Second, for distances
exceeding 150 km, offshore locations show smaller correlation values, on average. This suggests that
offshore wind speed deviations are more independent from errors at other locations. Conversely,
the forecast errors of onshore locations correlate with other locations to a larger degree, suggesting that
simultaneous over- and underestimations are a more pronounced phenomenon on land. In combination
with the above-described effect on the available wind energy, large over- or underestimations of aggregated
wind energy could be a larger issue for onshore wind energy. The third aspect is the virtual absence
of negative correlations. This hints at the fact that over- and underestimations could be a relatively
frequent phenomenon.

4.1.2. The Effect of Interpolation on the Results

As mentioned in Section 3, interpolation can introduce estimation errors because large short-term
wind speed fluctuations between the 3-h forecast intervals are not accounted for. To evaluate if interpolation
substantially alters the location-specific distributions of deviations, the median deviations, median absolute
deviations, standard deviations and 99th percentiles of deviations are re-estimated, only considering
non-interpolated time stamps, i.e., 0:00, 3:00, 6:00, etc.

The resulting distributions are displayed in Figure 11. It can be observed that interpolation leads to
slightly more positive median deviations. The median absolute deviations also slightly increase through
interpolation for some locations. However, the shift takes place at the center of the distribution, within
the range of 0.25–0.7. Bins at the distribution tails are largely unaffected. In addition, interpolation leads
to a slight decrease in standard deviations. Again, the shift occurs predominantly at the center of the
distributions, within the range of 1.0–1.3. Lastly, interpolated deviations appear to be less extreme, as the
99th percentiles of non-interpolated deviations are higher for some locations.

For all four statistical characteristics of grid-specific deviations, there is a large overlap of the
distributions of non-interpolated values and all values. While deviations seem to be slightly increased
through interpolation, the distributions are characterized by slightly smaller standard deviations and
lower extreme values. Consequently, systematic changes stemming from interpolation are expected to be
insubstantial for this analysis.
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Figure 11. Empirical density plots of median deviations, median absolute deviations, standard deviations
of deviations and 99th percentiles of deviations, for all values and only for non-interpolated observations.
Source: Own diagram.

4.2. Distribution Characteristics of Wind Speed Forecast Errors for Onshore and Offshore Locations

To investigate the distributions of onshore and offshore wind speed deviations, the installed capacities
for each location have to be considered. Effectively, this only selects locations with installed capacities
(1947 locations in total) and accounts for the relative importance of the particular location. The size of
wind energy capacities will determine how much uncertainty local forecast errors will introduce into the
energy system.

For this, a capacity-weighted sample was drawn from each location-specific distribution of deviations.
To sufficiently represent local deviations, the capacity of the location (in MW) was multiplied by 30 and
the resulting amount of observations was randomly selected from the respective distribution. For instance,
for a location with 20 MW, 600 observations were drawn from the 18,192 observations of the respective
location. A minimum of 30 observations was selected, even when capacities were below 1 MW. Weighting
the capacities by 30: (1) ensured that for locations with large capacities not all available observations were
drawn; and (2) kept the total amount of drawn observations manageable, as there are over 35 million
observations in total.

To ensure that the subsamples were representatives of the overall location-dependent empirical
distributions, the two-sample Kolmogorov–Smirnov Test was conducted for each random sampling.
If the null hypothesis of the test, i.e., equal distribution of the subsample and overall location-specific
empirical distribution, was rejected at the 5% significance level, the random sample was redrawn.
Additionally, the Cucconi Test was conducted, which tests for the equality of location and scale.
It is considered to be a more powerful non-parametric test [60,61]. Lastly, all subsamples were combined,
separately for onshore and offshore locations. The distribution of the resulting sample is a representation
of how often 1 MW of installed wind energy capacity is subjected to a certain deviation. It is important to
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note that no geographical correlations of wind speeds were taken into account. Therefore, the distribution
does not represent the simultaneity of forecast error events.

Table 1 displays the moments of the two resulting distribution. While both distributions are
characterized by an accumulation of values close to the mean and heavy tails (kurtosis > 6), the standard
deviation of the offshore distribution is larger. Offshore wind capacities are subjected to absolute wind
speed deviations greater than 1 m/s about 32.6% of the time, compared to 28.8% for wind onshore.
In addition, absolute deviations exceed 3 m/s, 5 m/s and 10 m/s at offshore locations more often than at
onshore locations. The 0.5th-percentile and 99.5th-percentile are closer to the mean for onshore compared
to offshore. This suggests that the offshore distribution for wind speed forecast errors is tail-heavier.

Table 1. Onshore and offshore distribution characteristics of wind speed deviations (m/s).

Mean Standard Dev. Skewness Kurtosis

Onshore 0.06 1.09 0.20 6.08
Offshore −0.01 1.21 0.15 6.63

% |Dev|≥ 1 m/s % |Dev|≥ 3 m/s % |Dev|≥ 5 m/s % |Dev|≥ 10 m/s

Onshore 28.81 1.81 0.17 0.0015
Offshore 32.58 2.67 0.37 0.0059

Minimum 0.5th-percentile 99.5th-percentile Maximum

Onshore −17.16 −3.25 3.66 10.45
Offshore −10.96 −3.83 4.09 12.18

5. Model-Based Analysis of Aggregated Wind Energy Forecasts

The previous part describes characteristics of offshore locations: larger and more variable wind
speed forecast errors in combination with higher average wind speeds and more consolidated capacities.
The third part of this analysis served to evaluate if these characteristics introduce more uncertainty into
the energy system, in form of greater and more frequent deviations from the energy output forecast.

To evaluate the effect of greater offshore capacities, the location-specific wind speed time series were
translated into power output. Equation (4) describes how the wind speeds at a height of 10 m, vi,t,10,
were scaled up for each grid element i. This required the location-specific roughness z0,i as described in
Section 3. Furthermore, the capacity-weighted height of each grid element hi was used to determine to
what height the wind speeds was scaled up. Wind turbines for which no hub height was available were
assigned the average hub height of their commission year. If no date regarding the initiation of operation
was available, the average hub height was assigned.

vi,t = vi,t,10 ·
ln( hi

z0,i
)

ln( h10
z0,i

)
(4)

The resulting height-scaled wind speed time series were subsequently translated into aggregated
power outputs. This was done using an Extremely Randomized Trees (or Extra Trees) Regressor Model.
Extra Trees is a further randomized form of Random Forests, which is an ensemble of Decision Trees.
Random Forests: (1) only consider a random subset of features when looking for the best feature to split
a node; and (2) create an array of Decision Trees, taking advantage of the fact that a group of predictors
often outperforms an individual predictor. Extra Trees further randomizes this procedure by randomly
choosing the threshold for splitting, or rather picking the best split among random splits, as opposed to
finding the optimum threshold, which is done by Random Forests [62,63].



Energies 2019, 12, 2534 14 of 23

The model was trained, using a subset of actual and forecast scaled-up wind speeds for January to
September 2018, created through stratified sampling to ensure that the training set (90% of observations)
and test set (10% of observation) match the overall dataset in terms of the target value’s distribution.
For stratified sampling, the target values, i.e., aggregated energy, were divided by 1000 and rounded up to
the next integer value (ceiling function). In the consequent splitting of the dataset into training and test
set, an equal or nearly equal distribution of the target value “categories” was ensured. The target values
are the actual and forecast, day-ahead wind energy amounts from the ENTSO-E Transparency Platform,
which are seen as the closest approximation of the real values [64]. The timeframe was chosen because,
regarding the wind speed data, it was the latest available at time of retrieval. Second, it is closest to the
installed capacities at the end of 2018. In total, 13,006 observations are available (2 × 6551 hourly values
with 96 NAs).

For the estimation of aggregated wind energy, not only the local wind speeds vi,t were taken
into account but also their squared value v2

i,t. In addition, the location-specific capacities Ci served
as an explanatory variable, and was, in addition, multiplied by the wind speed variables. The combination,
displayed in Equation (5), resembles a binomial, parametric model of the power curve between vc (cut-in
wind speed) and vr (rated wind speed) [65] and was created for all 1947 locations with installed capacities
(cf. Section 4.2).

Pt = ∑
i
(θ0,i + θ1,i · vi,t + θ2,i · v2

i,t) · Ci (5)

The θ-parameters can be estimated if information exists on vc and vr for each location, or rather
each turbine [65]. Since this information, however, was not available, the Extra Trees Regressor Model
was deployed to estimate all θ-parameters. The estimations were based on regression analyses, thus the
parameters were computed jointly, parsing the effect of one explanatory variable by holding all other
effects constant, Note that if estimating the coefficients across all observations, θ0,i would have to be zero
to correctly constitute that power output is zero in the absence of wind. The estimation of θ-parameters,
however, depends on the leaf node of the (randomized) decision tree(s). Due to the possibility of having
only nonzero wind speed observations in a particular leaf node, θ0,i was added for each location to provide
extra flexibility for the model. In a normal decision tree, this would lead to excessive overfitting, which is
part of the reason the proposed model is regularized.

Note that the only variables used for the estimation were wind speeds and capacities. Hub heights
were the single technical turbine information, incorporated through the scaling of wind speeds. This
approach was decoupled from any other turbine-specific factors, such as altitude, turbine type and
interactions with other turbines (cf. [39]), which would be necessary for bottom-up approaches. Interaction
within wind parks, e.g., wake effects, could not be modeled due to the aggregation of wind turbines and
parks and the data availability (see Section 3).

The Extra Trees Regressor Model can be regularized to ensure adequate out-of-sample
performance [62,63]. This is important for two reasons. First, because the training data had to be close to
the date of installed capacities, the chosen model was applied to out-of-sample wind speed observations,
i.e., July to November 2016 and February to December 2017. Second, the goal of this analysis was to
measure the effect of changing wind capacities on the overall energy output, both for forecasts and actual
values. Because capacities serves as an explanatory variable, changing them can be seen as applying the
model coefficients out of sample. Using a standard model, such as Ordinary Least Squares Regression,
could lead to overfitted, skewed parameters that perform poorly on a new or altered dataset.
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5.1. Specifications and Performance of the Model

A key challenge for regularized models is finding the right hyperparameters. Extra Trees has an array
of hyperparameters, which can be used to “tune” the model. Table 2 displays the tested combinations of
hyperparameters and the corresponding root mean squared error (RMSE) for the training set and test set.
The RMSE is the target value of the minimization model. For the training set, the average RMSE of the
three cross-validations is shown.

The greatest gains in model accuracy can be observed from increasing the maximum leaf nodes.
This effect is greater for the training set than for the test set. A possible reason for the difference between
RMSEs of the test and training set is the limited amount of observations that is small compared to the
amount of estimators. The ensuing gap between training RMSE and test RMSE can hint at overfitting,
which was not confirmed by further increasing the maximum leaf nodes. Within the tested range of
maximum leaf nodes, the test set RMSE remained nearly constant from 5000 to 10,000 nodes. For some
combinations of hyperparameters the test set RMSE slightly increased at a maximum of 10,000, which is
why this maximum was not further increased. Hence, the more likely reason for the gap between test
set RMSE and training set RMSE is a relatively small amount of observations. Increasing the minimum
sample size for each leaf node did close the gap but led to worse performance for both. Thus, no minimum
was set.

The number of estimators has a limited positive effect on model accuracy. Increasing the limit on the
maximum amount of features from 1000 to 2500 had mixed but small effects on the test set RMSEs, which is
why not more than a maximum of 2500 features was considered for the splitting of nodes. Increasing the
amount of folds for cross-validation did not improve out-of-sample performance, which is why a three-fold
cross-validation was applied universally. For these reasons, the Extra Trees Model with 2500 as a maximum
amount of features, 250 estimators and a maximum of 10,000 leaf nodes was selected, which corresponds
with a test set RMSE of 1597 and a test set mean squared error (MAE) of 1145.

Table 2. Root mean squared errors (RMSEs) for test and training set (in parentheses) and duration of model
training (in seconds) for different hyperparameters.

Cross- Maximum Number of Maximum Leaf Nodes

Validation Features Estimators 100 500 1000 5000 10,000

2459 1955 1773 1681 1667
3-fold 250 50 (2257) (1278) (919) (737) (737)

33 s 36 s 45 s 70 s 73 s

2441 1913 1744 1640 1641
3-fold 250 250 (2241) (1251) (883) (690) (691)

83 s 157 s 213 s 338 s 340 s

2347 1860 1741 1647 1618
3-fold 1000 50 (2099) (1143) (848) (721) (721)

73 s 127 s 164 s 269 s 260 s

2339 1806 1668 1586 1603
3-fold 1000 250 (2086) (1116) (811) (674) (675)

313 s 620 s 805 s 1326 s 1276 s
2306 1804 1665 1621 1633

3-fold 2500 50 (2030) (1079) (818) (711) (704)
162 s 299 s 391 s 617 s 628 s

2280 1775 1651 1600 1597
3-fold 2500 250 (2013) (1056) (779) (669) (668)

762 s 1464 s 1940 s 3050 s 3119 s
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To illustrate the performance of the selected Extra Trees model, the wind speed observations for
September 2018 were transformed into aggregated wind power output. In Figures 12 and 13, one can
observe that the model transformed the wind speed data into actual wind energy values and day-ahead
forecasts in a manner that closely matches the aggregated ENTSO-E values for most timesteps with
only few exceptions. It is important to mention that the errors for September (Actual: RMSE = 803 and
MAE = 511, Day-ahead: RMSE = 749 and MAE = 496) lie below the errors for the stratified test set, because
it includes observations from the training and test set.

To compare the model performance, the estimated time series and ENTSO-E time series of wind
energy are transformed into capacity factors (CFs), according to the overall installed capacity at the
end of 2018. In addition, the onshore CF time series of EMHIRES [66,67] and Renewables Ninja [68,69]
were retrieved and compared to the ENTSO-E values. Subsequently, the hourly differences between the
ENTSO-E CFs and the CFs of the (1) estimated time series; (2) EMHIRES time series; and (3) Renewables
Ninja time series, respectively, were computed.

Table 3 displays the resulting MAEs for all three time series, from 2012 up to the year available at the
time of download. For onshore energy, the MAEs of capacity factor for Renewables Ninja range from 2.4%
to 2.9% and for EMHIRES from 4.1% to 5.3%. The overall MAE for of the trained model results is 0.8%.
As mentioned above, there is a gap between the test set and training set performance (measured by the
RMSE). Naturally, this is also the case for the MAE when evaluating the capacity factors. Here, the training
set MAE is 0.7% and the test set MAE is 1.8%. Under the assumption that the model is supposed to
perform well on out-of-sample data, the test set MAE is the more appropriate value to compare model
performance with.

Figure 12. September ERA5 wind speed time series transformed into aggregated wind energy output
compared with actual ENTSO-E wind energy values. Source: Own diagram.

Figure 13. September CAMS wind speed time series transformed into aggregated wind energy output
compared with day-ahead ENTSO-E wind energy values. Source: Own diagram.
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Table 3. Comparison of mean absolute errors (MAEs) for capacity factors.

Extra Trees Model Renewables Ninja EMHIRES

On-/Offshore Combined Onshore Offshore Onshore Offshore
Time scope January–September 2018 2012–2016 2015–2016 2012–2015 2015
MAE 0.008 (test: 0.018, training: 0.007) 0.024 ... 0.029 0.096 ... 0.108 0.041 ... 0.053 0.103

The results suggest the Extra Trees model slightly outperformws the capacity factors retrieved from
Renewables Ninja. The difference is greater compared to EMHIRES CFs. Note that the trained Extra Trees
model contains onshore and offshore wind, while for EMHIRES and Renewables Ninja the capacity factors
are listed separately. With MAEs around 10% for offshore CFs, combining onshore and offshore CFs would
worsen the overall MAEs of EMHIRES and Renewables Ninja. It is important to keep in mind that the
proposed model was only trained and evaluated on a relatively short amount of time. However, as input
parameters, local wind speeds, capacities and hub heights suffice to generate wind energy amounts with
small deviations from real amounts, when tested on out-of-sample data.

5.2. Model Results for Onshore and Offshore Capacity Expansion

The corresponding coefficients of the chosen Extra Tree Model were used to estimate the aggregated
wind energy for all observations, i.e., all available 25 months of wind speed data. This was done for
forecast and actual values, separately. Then, the deviations between the two time series were analyzed.
This analysis was performed for three cases:

1. Base case: Actual installed capacities Ci were used.
2. Offshore expansion: All offshore capacities were multiplied by the same factor to result in

an additional 5 GW of offshore capacity.
3. Onshore expansion: All onshore capacities were multiplied by the same factor to result in

an additional 5 GW of onshore capacity.

While the base case served as a comparison, the analysis focused on the offshore expansion. It was
important to also evaluate onshore expansion, the second counter-factual case. Greater deviations in
total wind energy forecasts could simply stem from the expansion of wind generation capacity in general.
Cases 2 and 3 allowed for parsing the effect of offshore and onshore capacity expansion. For comparison,
the ENTSO-E deviations for January to September 2018, the target values for the Extra Trees model,
were juxtaposed throughout the evaluation. This served to validate the model performance regarding the
distribution of obtained wind energy forecast errors.

The model-based results for all three cases are displayed in Figure 14. The moments of the distributions
are summarized in Table 4. Overall, the distribution of deviations in the base case is similar to the
ENTSO-E deviations. The model results are characterized by a slight positive skewness and a higher
kurtosis, expressed by more frequent high deviations. Note that the base case values encompass a longer
time frame, i.e., 25 months with available wind speed data, which can also lead to deviations from the
ENTSO-E distribution.
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Figure 14. Categorical shares of absolute wind energy forecast errors for: (1) ENTSO-E deviations
(January–September 2018); and forecast errors resulting from the Extra Trees Model for: (2) the base
case; (3) an additional 5 GW of offshore wind capacity; and (4) an additional 5 GW of onshore wind capacity,
respectively. Source: Own diagram.

Noticeably, the expansion of wind energy capacity leads to fewer absolute deviations below 0.5 GW
and between 0.5 and 1 GW, and more absolute deviations for all categories above 1 GW and below 5 GW.
The second effect is more pronounced for offshore than for onshore expansion in most categories of
deviation magnitude (the exception is the range from 3.5 GW to 4 GW, in which offshore expansion has
slightly fewer occurrences than the base case).

Interestingly, onshore expansion shows a higher share in the category ≥5 GW, compared to offshore
expansion, which barely deviates from the base case in this category. Section 4.1 describes: (1) the high
variability of near-shore wind speeds; and (2) the simultaneous over- or underestimation of wind speeds
of many onshore locations. Due to the greater spatial correlation of wind speed forecast errors at onshore
locations (Section 4.1), the second characteristic is likely to be the leading cause for more frequent extreme
errors in wind energy forecasts in the case of onshore capacity expansion. This higher tail-heaviness is
confirmed by a higher kurtosis (Table 4) for the onshore capacity expansion case, which deviates even
further from a normal distribution than the base case. The offshore capacity expansion case shows a lower
kurtosis than the base case. This is due to fewer small deviations, more frequent medium or high deviations
but a very small decrease in very high deviations (comparable kurtosis values for wind energy forecast
errors were found by Bludszuweit et al. [70]).

In all cases, the distributions are right-skewed, resulting in a positive mean. This suggests that
extreme overestimations of wind energy are more frequent than extreme underestimations. These events,
however, are rare and the differences between onshore and offshore expansion are small for very high
deviations (≥5 GW) and minute for extreme deviations (≥10 GW).

Note that this analysis is based on wind speed forecasts. As these forecasts are mainly relevant for
weather forecasting, it can be assumed that forecasts are derived under the objective of being unbiased.
However, planners responsible for wind energy feed-in may have an incentive for underestimating their
feed-in [34] due to the shape of the merit-order curve and the resulting impact on power prices. An (ex-post)
underestimation in general results in higher balancing costs and thus an ex-ante underestimation, resulting
in a lower risk of having a real underestimation, is favorable for the planner. This possibility is not
considered in this analysis though.
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Table 4. Distribution characteristics of wind energy forecast errors (GW).

Mean Standard Dev. Skewness Kurtosis

ENTSO-E 01-09/2018 −0.08 1.54 −0.06 5.52
(1) Base Case 0.05 1.63 0.41 6.61
(2) +5 GW Offshore 0.08 1.68 0.38 5.78
(3) +5 GW Onshore 0.10 1.73 0.47 6.68

% |Dev|≥ 1 GW % |Dev|≥ 3 GW % |Dev|≥ 5 GW % |Dev|≥ 10 GW

ENTSO-E 01-09/2018 41.56 6.57 0.74 0.02
(1) Base Case 42.16 7.17 1.31 0.06
(2) +5 GW Offshore 44.59 7.64 1.29 0.03
(3) +5 GW Onshore 44.49 8.27 1.77 0.08

6. Conclusions

The results indicate that offshore locations are subjected to more uncertain wind speed forecasts
in the form of higher deviations, more variance in deviations and slightly higher extreme deviations.
Additionally, offshore wind capacities are more consolidated and are subjected to higher average wind
speeds, amplifying the effect of higher and more variable wind speed errors on wind energy forecast errors.
Consequently, the expansion of offshore wind capacity increases the frequency of medium to high wind
energy forecast errors, namely deviations in the range of 1–5 GW, more substantially than the expansion of
onshore wind capacity. The results suggest that extreme forecast errors, however, are more frequent when
onshore wind capacity is expanded. This phenomenon likely stems from similar wind speed forecast errors
that simultaneously affect many onshore locations and possibly from near-shore locations, characterized
by the highest wind speed uncertainties in terms of magnitude and variability. These different impacts
from onshore and offshore wind energy on the energy system and, in turn, on energy prices, including
self-marginalization, have to be considered when targeting higher shares of renewable energies.

The developed model can serve as a tool for quantifying the magnitude and probability of wind
energy forecast errors under different wind capacity expansion paths. Taking into consideration the
planned German offshore wind parks, which will add substantial capacities in the coming years, day-ahead
markets will likely be subjected to greater uncertainties regarding available wind energy. On a market level,
this could imply less assurance in the unit commitment and economic feasibility of conventional power
plants, as well as greater challenges for the operators of wind parks. On an operative level, the greater
magnitude and variability of forecast errors of offshore wind speeds can lead to a heightened demand for
preventative and curative measures, such as redispatch and curtailment, amplified by the more centralized
feed-in of offshore wind energy at few nodes in the grid. The possible economic repercussions for market
participants and power system operators have to be accounted for when planning the integration of
weather-dependent renewable energies, which especially pertain to wind energy as a nearly omnipresent
and volatile source of renewable power supply.

The performance of the proposed Extra Trees model suggests that it is a viable, promising method to
compute aggregated amounts of wind energy, only relying on local wind speeds, in combination with
location-specific capacities and hub height data, as input. The performance should be validated on longer
time spans. Furthermore, bottom-up, fundamental modeling of wind power feed-in, using regional
plant capacity and data including power curves of wind plants for converting wind-speeds into energy
feed-in, would be an interesting comparison (and further performance benchmark) for the Extra Trees
model. The advantage of the Extra Trees model lies in the decreased effort to gather data in comparison
to bottom-up modeling. Based on the in-depth analysis, it would be worth evaluating the impact on
electricity prices as well as balancing needs in a future energy system. Lastly, the discussed performance
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and generalizability of the model are promising features for extending its range of application. Rather than
transforming wind speeds into wind energy, it is worth investigating if the proposed model can also serve
as a forecasting tool, i.e., predicting actual wind energy amounts (for day D) based on day-ahead wind
speeds or even based on two-day-ahead wind speeds. If performance is up to par, the model could enhance
accurate short-term anticipation of available wind energy amounts with parsimonious data requirements.

Author Contributions: Data curation, methodology, software, formal analysis, visualization, investigation and project
administration were done by D.S.; conceptualization, validation, writing of original draft and editing were done by
D.S. and D.M.; and supervision and funding acquisition were by D.M.

Funding: The authors gratefully acknowledge the funding by the German Federal Ministry for Economic Affairs and
Energy (BMWi) in the project “Long-term Capacity Planning and Short-term Optimization of the German Electricity
System Within the European Context” (LKD-EU, 03ET4028C).

Acknowledgments: The authors would like to thank Benjamin Kirchner for the compilation of wind power plant data.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to
publish the results.

Abbreviations

The following abbreviations are used in this manuscript:

abs. absolute
CAMS Copernicus Atmosphere Monitoring Service
CF capacity factor
dev. deviation
ECMWF European Centre for Medium-Range Weather Forecasts
EMHIRES European Meteorological derived high resolution renewable energy source generation time series
ENTSO-E European Network of Transmission System Operators for Electricity
ERA5 5th generation of ECMWF Reanalysis
GW gigawatt
MAE mean absolute error
MW megawatt
RMSE root mean squared error
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