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Abstract: Modern power systems rely on renewable energy sources and distributed generation
systems more than ever before; the combination of those two along with advanced energy storage
systems contributed widely to the development of microgrids (MGs). One of the significant technical
challenges in MG applications is to improve the power quality of the system subjected to unknown
disturbances. Hence innovative control strategies are vital to cope with the problem. In this paper,
an innovative online intelligent energy storage-based controller is proposed to improve the power
quality of a MG system; in particular, voltage and frequency regulation at steady state conditions are
targeted. The MG system under consideration in this paper consists of two distributed generators,
a diesel synchronous generator, and a photovoltaic power system integrated with a battery energy
storage system. The proposed control approach is based on hybrid differential evolution optimization
(DEO) and artificial neural networks (ANNs). The controller parameters have been optimized under
several operating conditions. The obtained input and output patterns are consequently used to train
the ANNs in order to perform an online tuning for the controller parameters. Finally, the proposed
DEO-ANN methodology has been evaluated under random disturbances, and its performance is
compared with a benchmark controller.

Keywords: artificial neural networks; battery energy storage systems; diesel synchronous generator;
differential evolution optimization; microgrids; photovoltaic system; power quality improvement

1. Introduction

Electric power systems have transformed significantly since distributed energy resources (DER),
particularly renewable energy sources (RES), intensively emerged into the distribution networks.
Many reasons related to environmental issues, governmental policies and economic aspects have
motivated the increased use of RES, such as photovoltaic systems (PV), wind turbines (WT) and small
hydropower turbines (HT) [1]. The conventional radial distribution network in various countries
suffers from efficiency, quality, and reliability issues. The microgrid (MG) concept is then introduced as
a potential candidate solution for the aforesaid conventional network weaknesses [2,3]. The basic idea
of MG systems refers to a small-scale electrical power system consists of distributed generation (DGs),
energy storage devices (ESDs) and loads [4–6]. DGs typically refer to small-scale power generations
that are located close to load centers [7,8]. Generally, DGs can be classified into two main categories
depending on the type of connection with the grid. The first category is inertial type DGs such as
gas turbines (GT), internal combustion engines (ICE) and micro alternators, which include inertial
machines. The second category is inverter type DGs such as PV systems, WT systems, and fuel cell (FC)
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systems, which require power electronic devices [9–13]. ESDs are very important components of MGs
and mandatory to balance energy when a system disturbance occurs [14]. There are several energy
storage system (ESS) technologies that have been employed for MG applications such as battery energy
storage system (BESS), super-capacitors energy storage system (SCESS), superconducting magnetic
energy storage (SMES), flywheel energy storage system (FESS), and hydrogen-based energy storage
system (HESS) [15–19].

MGs offer several advantages such as lower financial responsibility compared to bulk power
generation and utilizing environmentally friendly RES. Moreover, MGs enhance the reliability of the
distribution networks, since loads become less sensitive to transmission network interruptions. In short,
valuable goals such as reliability, lower carbon emission, and cost saving can be achieved with the
deployment of MG systems. On the other hand, MGs still face some regulatory and technical challenges.
The regulatory challenges include an uncompetitive electricity market, regulated government pricing,
and landscape requirements, whereas the technical challenges include power quality, protection
relaying coordination, and dynamic system stability issues [6,20]. Most recently, MGs have gained a
huge global interest due to their aforementioned advantages. Many research studies, as well as real
projects, have been conducted to implement different kinds of MG systems. For instance, the MG
projects in China [21], the MG project in Venezuela [22], the Federal University of Rio de Janeiro MG in
Brazil [23], and several projects in the United States [24].

MGs can be operated on either a grid-connected mode or islanded operation mode [25]. The operation
and control requirements vary based on the operating mode and the controlled components such as
loads, storage units, and DGs [26]. The deployment of MGs, along with the conventional power
network, requires appropriate control techniques. In the literature, there are mainly two popular
control architectures, which are centralized and decentralized control. In centralized control, the whole
system is handled by a central control unit that shares data and information with a distribution
control system through communication channels [27]. The study in Reference [28] presented a MG
central controller using an intelligent particle swarm optimization (PSO)-fuzzy proportional-integral (PI)
control methodology. The PI controller parameters were tuned automatically according to the online
measurements using fuzzy logic (FL) rules. The FL membership functions’ parameters were optimized
online using the particle swarm optimization (PSO) technique. The intelligent PSO-fuzzy PI control
methodology showed better performance in terms of frequency restoration (FR) when compared to the
classical and pure fuzzy PI controllers. In decentralized control, each component of the MG system is
equipped with a dedicated controller [29]. In Reference [30], a decentralized control approach for FR
and reactive power sharing (RPS) in autonomous MGs was proposed. The authors used line voltage
drop compensation in order to improve the voltage droop coefficient, which would finally change the
frequency reference and improve the power–frequency droop control. In order to ensure an accurate
RPS, an output voltage feedback control was introduced. Based on the simulation results, the proposed
method proved an effective performance under DG disturbances and at normal operating conditions.
Furthermore, a decentralized control methodology for bidirectional power converters in hybrid AC/DC
MG was proposed in Reference [31]. The main objective of the proposed control method was to achieve
overall power-sharing in grid-connected and autonomous mode. To provide enough voltage support
during the islanded mode, an energy storage system was utilized in the DC sub-grid of the hybrid AC/DC
MG system. The authors verified the performance of the proposed control strategy by the real-time
hardware-in-loop (HIL) tests.

ESDs are widely used to improve the power quality and enhance the stability of MG systems in
both grid-connected and islanded mode. Several energy storage-based control strategies have been
proposed in the literature [32,33]. In Reference [34], a technique to control a MG system using a
proportional-integral-derivative (PID)/fuzzy controller based on a BESS was proposed. The performance
of the proposed controller showed better dynamic response when compared to the classical PID
controller. Similarly, in Reference [35], a BESS-based controller was proposed to improve the MG power
quality by restoring the system voltage and frequency during transients. The authors considered two
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abnormal conditions in designing their proposed controller, which were sudden load changes and fault
occurrence. However, the performance of the above two proposed energy storage-based controllers
was not satisfactory. In Reference [36], a robust control approach based on structural singular value
theory was employed in order to design the MG frequency controller. The SCESS based controller
gains were optimized using differential evolution optimization (DEO) techniques. The proposed control
method showed good robustness in restoring the MG frequency following transients, but it did not
improve the MG system voltage as well. Likewise, in Reference [37], an active and reactive power control
strategy based on BESS and SCESS was proposed to restore MG system frequency and voltage during
contingencies. The MG system was modeled to include conventional microgeneration, a PV system,
a FC system, and a WT system. The author employed an adaptive online neuro-fuzzy algorithm to tune
the storage-based controller gains. Other modern control strategies were proposed in References [38–42]
to enhance the dynamic system response under abnormal conditions. These control methods showed an
effective dynamic performance, but they did not contribute significantly to the improvement of the MG
power quality, and they involved complex calculations and long processes.

Owing to the aforementioned analysis, this paper presents a novel online intelligent control approach
based on hybrid DEO and artificial neural networks (ANN). In fact, the idea is to utilize complementary
benefits of both strategies to perform an optimal online tuning of the BESS-based PI controller parameters
so as to improve the MG system power quality. As mentioned earlier, one of the main technical challenges
in MG applications is to improve the power quality of the system subjected to unknown disturbances.
Hence innovative hybrid intelligent control approaches are vital to cope with the problem. To the best of
authors’ knowledge, this approach has not been proposed earlier in the literature. In this paper, the MG
system under consideration consists of two DGs, a diesel synchronous generator (DSG) and a PV system,
integrated together with the BESS. In order to improve the power quality of the MG system, the frequency
and voltage at the point of common coupling (PCC) need to be maintained within permissible limits.
Hence, a novel online intelligent DEO-ANN PI control strategy is being demonstrated in this work.
The BESS-based PI controller has been designed to achieve optimal operation under normal and abnormal
conditions. The controller gains will be optimized under several low-level disturbances (less than 1 p.u)
using the DEO technique. The collected input and output patterns are utilized for training the ANN in
order to perform an online tuning of the controller parameters. After that, the proposed control strategy
is evaluated under random disturbances. The MG system responses during disturbances are assessed
with and without the action of the proposed controller as compared with benchmark controller in order
to verify its effectiveness.

The rest of the paper is organized as follows: Section 2 describes the problem. In Section 3,
a detailed MG mathematical modeling is presented. The next Sections 4 and 5 demonstrate the problem
formulation and the proposed methodology, respectively. Finally, the results and discussions are
provided in Section 6, and the conclusion is given in Section 7.

2. Problem Description

MG systems experience disturbances due to many reasons. These disturbances include a sudden
loss of power generation, short circuits, and sudden load changes. Therefore, a proper control strategy
is greatly needed to improve the power quality and restore the system to its initial steady state condition
in case of contingencies. The main theme of this paper is to study the behavior of the MG system under
transients. Accordingly, an innovative BESS-based controller was designed to improve the MG power
quality during abnormal operating conditions by restoring the system frequency and voltage to normal
operating conditions. The MG system being studied in this paper worked on the grid-connected mode
and consisted of two distributed generations, which were a DSG and PV power system. Figure 1 shows
the single line diagram of the MG system under consideration.

In order to improve the system power quality during transients, an intelligent BESS-based PI
controller is proposed. The BESS was interfaced through voltage source converter (VSC) to provide
an additional active and reactive power support for the MG system. The controller parameters were
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optimized under several levels of disturbances using the DEO technique. These disturbances simulated
sudden changes in the input mechanical torque of the DSG. The optimized controller parameters and
the corresponding disturbances were arranged in input and output patterns for training the ANN.
Finally, the proposed intelligent BESS-based PI controller was evaluated under random disturbances,
and its performance is compared with a benchmark controller.
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3. Mathematical System Modelling

The MG had two DG sources integrated together and connected to the PCC bus. In addition,
the battery storage system interfaced through a VSC along with the static loads was connected to the
PCC bus. The MG system can be modeled by several nonlinear differential equations that represent its
dynamic behavior. Figure 2 shows the detailed layout of the MG system under investigation.
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The following sections provide detailed mathematical representations of each component of the
MG system.
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3.1. Diesel Synchronous Generator

The DSG can be modeled by four nonlinear first order differential equations. Two equations
represent the mechanical part of the generator and decomposed from the well-known swing equation.
The angular displacement (δ) of the generator rotor and angular speed (ω) are mathematically described
as [37]:

dδ
dt

= ωb(ω− 1) (1)

dω
dt

=
1

2H
(Pm − Pe) (2)

where:

Pe: output electrical power
Pm: input mechanical power
H: inertia constant
ωb: reference angular speed.

The other two equations represent the electrical part of the generator and they are as follows:

de′q
dt

=
1

T′d0

[
E f d − e′q − (xd − x′d)igd

]
(3)

dE f d

dt
=

1
TA

[
KA

(
Vg0 −Vg

)
−

(
E f d − E f d0

)]
(4)

where:

xd: d-axis synchronous reactance
x′d: d-axis transient reactance
TA: exciter time constant
KA: exciter gain
T′d0: open circuit field constant
E f d0: reference field voltage

V0: DSG reference terminal voltage.

The expression in Equation (3) describes the internal voltage e′q along the quadrature axis (q-axis)
of the generator’s rotor. While, the expression in Equation (4) describes the field voltage E f d along the
direct axis (d-axis) of the generator’s rotor. The state variables of the DSG model are given as:

XDSG =
[
δ,ω, e′q, E f d

]
.

3.2. Photovoltaic System

The solar cell is the fundamental block of the PV system, and it consists mainly of a current source,
diode, and resistance. The equivalent circuit shown in Figure 3 is called the simplified-PV model,
which consists of a current source, a diode, and a series resistor.Energies 2019, 12, x FOR PEER REVIEW 6 of 22 
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The PV system can be modeled by eight nonlinear first order differential equations [37]. These
equations represent the dynamic behavior of the PV cell, the associated power electronics, and the
inductance–capacitance (LC) filter as well.

3.2.1. DC/DC Converter and DC Link

The equivalent circuit of the DC/DC boost converter is shown in Figure 4. It consists of an energy
storing inductor, an insulated-gate bipolar transistor (IGBT) switch, a forward acting diode, and a
DC link capacitor to filter the DC boost converter voltage and maintain constant input voltage to the
DC/AC inverter.
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dipv

dt
=

1
Ldcb

[
Vpv −

(
1− drpv

)
Vdcpv

]
(5)

dvdcpv

dt
=

1
Cdcpv

[(
1− drpv

)
ipv −mpvip f d cos

(
ψpv + θ

)]
(6)

where:

Ldcb: boost converter inductor
Cdcpv: DC link capacitor

drpv: DC/DC converter duty ratio.

3.2.2. DC/AC Voltage Source Inverter

The voltage source DC/AC inverter (VSI) operated in pulse-width modulation (PWM) mode with
a modulation index mpv and a phase angle ψpv. The inverter is essential to convert the DC power to an
AC in order to integrate the PV system with the PCC bus. Figure 5 shows the inverter model.
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The mathematical expressions in Equations (7) and (8) represent the inverter output current in the
d-axis, and the inverter output current in the q-axis, respectively.

dip f d

dt
=
−w0Rp f

Lp f
ip f d + wowip f q +

wompvVdcpv cos
(
ψpv + θ

)
Lp f

−
woVcpd

Lp f
−woRpdr

(
ip f d − ipd

)
(7)

dipdq

dt
=
−w0Rp f

Lp f
ip f q + wowip f d +

wompvVdcpv sin
(
ψpv + θ

)
Lp f

−
woVcpq

Lp f
−woRpdr

(
ip f q − ipq

)
(8)

where:

mPV: inverter modulation index
ψPV: inverter phase angle.

3.2.3. LC Filter and Coupling Transmission Line

Figure 6 shows the LC low pass filter equivalent circuit along with the transmission line model.
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The following set of mathematical expressions in Equations (9)–(12) represent the LC filter current
in the d-axis, the LC filter current in the q-axis, the filter capacitor voltage in the d-axis, and the filter
capacitor voltage in the q-axis respectively.

dipd

dt
=
−w0Rp

Lp
ipd + wowipq +

wo

Lp

(
Vcpd −Vsd

)
+ woRpdr

(
ip f d − ipd

)
(9)

dipq

dt
=
−w0Rp

Lp
ipq + wowipd +

wo

Lp

(
Vcpq −Vsq

)
+ woRpdr

(
ip f q − ipq

)
(10)

dVcpd

dt
=

1
Cp f

(
ip f d − ipd

)
+ wowVcpq (11)

dVcpq

dt
=

1
Cp f

(
ip f q − ipq

)
+ wowVcpd (12)

where:

Rp f : filter resistance

Rp: coupling line resistance
Lp f : filter inductance

Lp: coupling line inductance
Cp f : filter capacitor

Rpdr: damping resistor.
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The state variables of the PV system model are given as:

XPV =
[
ipv, Vdcpv, ip f d, ip f q, ipd, ipq, Vcpd, Vcpq

]
.

3.3. Battery Energy Storage System

The BESS can be modeled as a single DC source connected in series with a resistor and integrated
with the PCC bus through a VSC, as shown in Figure 7. The BESS model that is given in Equations
(13) and (14) describes the currents in the d-axis and q-axis, whereas the expression in Equation (15)
represents the voltage of the DC-link capacitor [37].
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distd
dt

=
−w0Rst

Lst
istd +

w
w0

istq +
w0

Lst
(mVdcs cos(θ+ψ) −Vsd) (13)

distq

dt
=
−w0Rst

Lst
istq +

w
w0

istd +
w0

Lst
(mVdcs sin(θ+ψ) −Vsq) (14)

dVdcs
dt

=
m

Cdcs
(istq cos(ψ) + istq sin(ψ)) +

Vbatt −Vdcs
RbCdcs

(15)

where:

Rst: VSC resistance
Lst: VSC inductance
m: converter modulation index
ψ: converter phase angle
Cdcs: DC-link capacitance
Rb: battery resistance.

The state variables of the BESS system model are given as:

XBESS =
[
istd, istq, Vdcs

]
.

4. Problem Formulation

The aim is to improve the MG power quality by restoring the system frequency and voltage
to the steady state condition in the case of having a disturbance in the input mechanical power of
the DSG. To solve this optimization problem, the optimal design of the PI controller that gives the
minimum frequency error was carried out. Therefore, the objective function was to minimize the
system frequency integral squared-error (ISE) as follows:

Min

t∫
0

(∆ω)2dt =

t∫
0

(ω0 −ω)
2dt (16)
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where:

ω0: reference frequency
ω: system frequency.

In doing so, some constraints on the PI controller limits were met. The proportional parameter
(KP) and the integral parameter (Ki) were as follows:

70 ≤ KP ≤ 250

70 ≤ Ki ≤ 250

The acceptable operating limits of the MG frequency and voltage are given in Table 1.

Table 1. MG acceptable operating limits.

Quantity Minimum Value (p.u) Maximum Value (p.u)

Frequency 0.999 1.001
Voltage 0.95 1.05

5. The Proposed Methodology

The proposed control methodology in this work was to use hybrid DEO and ANN techniques to
optimize the BESS-based PI controller. The main role of the energy storage-based PI controller was to
improve the power quality and restore the system to its steady state condition after the occurrence of a
disturbance. In order to achieve this type of control, a proper selection of the controller parameters was
required. Figure 8 shows the control block diagram of the MG system, where the system frequency was
compared to a reference frequency. The mismatch between the two frequencies represented the error
that needed to be minimized. Then, this error signal was entered into the PI controller, and the output
control signal was as per Equation (17). The DEO-ANN algorithm generated the optimal controller
parameters (KP and Ki) depending on the disturbance level.

Control_Signal = KP ∗ e(t) + Ki ∗

t∫
0

e(t)dt. (17)

The control signal controlled the VSC of the BESS through the modulation index (m) and the
phase angle (ψ). Accordingly, the BESS supplied or absorbed both active (P) and reactive power (Q)
depending on the system needs. The real power enhanced the dynamic performance through quick
damping of the oscillations. Consequently, the MG frequency returned to the steady state condition,
while the reactive power improved the voltage recovery at the PCC bus. As a result, the MG power
quality was improved.
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The DEO algorithm was used as an optimization technique to find the optimal values of the
controller gains. The DEO is one type of the evolutionary algorithms (EAs) which are population-based
optimization techniques. Other EAs include genetic algorithms (GA), genetic programming (GP),
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evolutionary programming (EP), and evolution strategy (ES) [43]. The DEO is distinguished by
its simplicity, robustness and fast convergence. Also, DEO is suitable to solve systems that can
be represented by non-linear differential equations [44]. Since the MG system under consideration
consisted of several non-linear differential equations, the DEO technique was proposed in this paper to
optimize the parameters of the PI controller. The parameter settings of the DEO algorithm are shown
in Table 2. The optimal generation number and population size were determined by experience and by
trial and error during the simulation until the best performance was achieved, whereas typical values
were chosen for the crossover and mutation factors.

Table 2. The differential evolution optimization (DEO) algorithm parameter settings.

Parameter Description Value

Generation number 50
Population size 20
Crossover factor 0.5
Mutation factor 0.5

The flow chart of the proposed methodology is shown in Figure 9. As can be seen, the algorithm
started with the initialization of DEO, and then different levels of disturbances were applied to the
input mechanical torque of DSG. These disturbances simulated sudden changes in the mechanical
part of the DSG. Both, the optimum solutions (KP and Ki) and the disturbance level for each operating
condition were obtained and stored. Then, these stored parameters were used to train the ANN.
Once the ANN was trained, then the weighting matrices could identify the controller parameters for a
certain operating condition within the training range.

Energies 2019, 12, x FOR PEER REVIEW 11 of 22 

 

Run DE Algorithm

Start

Save the disturbance level 
in an Input Vector

Save controller gains in an 
Output Vector

Train the ANN with 
Input-Output data set

Save the ANN to be recalled 
during simulations

Testing the ANN for new 
disturbance level

End

Apply a disturbance to the input-
mechanical torque of the DSG

Generate controller gains (Kp & Ki) that 
restore V and F to steady state condition 

Loop of 200 
Completed?

Input Vector
Output 
Vector

No

YesYes

 

Figure 9. Flowchart of the proposed approach. 

Figure 10 shows the developed ANN model. As can be seen, it consisted of an input layer with 

200 levels of disturbances ranging from 0.2 p.u to 0.8 p.u, a hidden layer with 200 neurons, and an 

output layer with two neurons that gave the optimized controller parameters ( PK  and iK ). The 

backpropagation algorithm was used as a training algorithm with a hyperbolic tangent activation 

function for the hidden neurons and a linear activation function for the output neurons. 

Hidden Layer

KP

Ki

Output 
Layer

D1
D2

D200

Input 
Layer

1

2

200

1

2

 

Figure 10. The artificial neural networks (ANN) model. 

Figure 9. Flowchart of the proposed approach.



Energies 2019, 12, 2112 11 of 21

Figure 10 shows the developed ANN model. As can be seen, it consisted of an input layer
with 200 levels of disturbances ranging from 0.2 p.u to 0.8 p.u, a hidden layer with 200 neurons,
and an output layer with two neurons that gave the optimized controller parameters (KP and Ki).
The backpropagation algorithm was used as a training algorithm with a hyperbolic tangent activation
function for the hidden neurons and a linear activation function for the output neurons.
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Figure 11 shows the performance curve of the developed ANN that was trained to give the optimal
PI controller parameters for any disturbance within the training range. It can be observed clearly that
the best training performance was found to be at epoch number 4 at which the mean squared error
(MSE) converged to zero, which indicated that the developed ANN was very well trained.
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6. Results and Discussions

After completing the training of the ANN, a random disturbance between [0.2~0.8 p.u] was
generated (0.3135 p.u) in order to verify the performance of the trained ANN. The input disturbance
entered into the ANN, and then the output controller parameters were obtained as shown in Table 3
without violating the specified controller parameters’ constraints.

Table 3. Proportional-integral (PI) controller parameters using the proposed approach.

Controller Parameter Value

Kp 128.22
Ki 161.78
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The dynamic responses of the system with and without the action of the controller along with the
comprehensive comparison for the proposed DEO-ANN controller and the well-known benchmark
classical PID controller is shown in Figures 12–25. In fact, the classical PID controller is widely used as
a benchmark controller, and many papers in the literature compare the performance of their proposed
controllers with the performance of the classical PID controller [34–37]. The PID block in MATLAB
SIMULINK was utilized which had the control formula shown in Equation (18). The PID controller
parameters were tuned using the well-known Ziegler–Nichols method [45].

PID_Control_Signal = KP ∗ e(t) + Ki ∗

t∫
0

e(t)dt + KD ∗
d
dt

e(t) (18)

Figures 12 and 13 demonstrate the performance comparison of the proposed DEO-ANN controller
using the obtained controller parameters from the developed ANN. It can be observed that the proposed
controller performed better than the benchmark model in terms of stabilization time to restore the MG
system frequency and voltage to the normal operating condition within a period of 1.5 s.
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The variations in the DSG internal voltage and the field voltage are shown in Figures 14 and 15,
respectively. It can be seen from those two figures that in the absence of the control action, the oscillations
in the DSG internal voltage and field voltage continued for a longer period of time. However, with
the action of the intelligent BESS controller, the oscillations were damped quickly and returned to the
steady-state condition in 3 s for the DSG internal voltage and less than 1.5 s for the DSG field voltage.
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The transient responses of the PV output current and the DC link output voltage are recorded in
Figures 16 and 17. Without the proposed controller, the PV output current and the DC link output
voltage fluctuated for more than 10 s. However, with the action of the intelligent BESS controller,
the fluctuations were damped quickly, restoring the PV output current and the DC link output voltage
to the steady-state condition in less than 2 s.
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Figures 18 and 19 show the responses of the inverter output current along the d-axis and the
inverter output current along the q-axis, respectively. It can be noticed from these figures that the
uncontrolled case led to continuous oscillations. However, the transient responses with the proposed
controller were improved, and the inverter output current along the d-axis and along the q-axis restored
to the steady-state condition in less than 1.5 s.
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Figure 19. Inverter output current along the q-axis.

Figures 20–23 show the transient responses of the LC filer output current along the d-axis, the LC
filer output current along the q-axis, the LC filter capacitor voltage along the d-axis, and the LC filter
capacitor voltage along the tq-axis respectively. It can be observed from these four figures that in the
absence of the controller action, the oscillations in the LC filter output current along the d-axis, the LC
filter output current along the q-axis, the LC filter capacitor voltage along the d-axis, and the LC filter
capacitor voltage along the q-axis continued for a longer period of time. However, the responses in the
presence of controller action were enhanced, and the system returned to the steady-state conditions
in less than 1.5 s. Moreover, the performance of the proposed DEO-ANN controller surpassed the
performance of the classical PID controller in all of the four figures.
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Figures 24 and 25 show the BESS performance during transients with and without the action of
the proposed PI controller. The BESS behaved randomly without a proper controller and fluctuated for
a long period of time. On the other hand, with the use of the intelligent PI controller, the BESS restored
the system to steady-state conditions within 1 s. As can be seen in Figure 24, the sudden changes in
the input mechanical torque of the DSG were mitigated by the BESS injection or absorption of real
power. This will reduce the amplitude of the oscillations in various MG system quantities, particularly
the system frequency. Similarly, the variations of the PCC MG voltage during contingencies were
reduced by the VSC-interfaced BESS injection or absorption of reactive power, as shown in Figure 25.
The proposed PI controller successfully managed the active and reactive power flow from and to the
BESS in order to maintain the system frequency and voltage within the prescribed operating limits.
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Figure 25. Injected reactive power by the BESS.

It can be observed from the simulation results that the proposed DEO-ANN controller performed
better in terms of stabilization time and overshoot when compared with the benchmark PID controller
in all given scenarios. Although there was a tradeoff between the stabilization time and overshoot,
the proposed controller was capable of keeping both the percentage of overshoot along with stabilization
time to a minimum level.

7. Conclusions

A novel online intelligent BESS-based controller has been proposed in this paper to improve the
power quality of a MG system; in particular, voltage control and frequency regulation at steady state
conditions were targeted. The overall strategy was based on the combination of two key techniques,
DEO and ANN, thus making a hybrid control system that actually benefits from complementary
benefits of both approaches. To the best of authors’ knowledge, the proposed approach in this paper
has not been proposed earlier in the literature. The frequency and voltage at the PCC bus of the MG
have been maintained within prescribed operating limits during normal and transients’ conditions.
The controller parameters have been optimized using the DEO technique under different low-level
disturbances. Consequently, the optimized controller parameters and the corresponding disturbances
were arranged in input and output patterns for the purpose of training the ANN. Finally, the proposed
intelligent BESS-based PI controller has been evaluated under random disturbances in order to verify its
performance as compared with a benchmark controller. The simulation results proved the effectiveness
of the proposed DEO-ANN control strategy. Hence the developed intelligent controller is ready for
optimal online tuning of controller parameters under the influence of unknown low-level disturbances.
Future work will be on extending the proposed control approach to handle critical disturbances in
autonomous microgrids.
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Nomenclature

ANN Artificial neural networks
BESS Battery energy storage system
DEO Differential evolution optimization
DER Distrusted energy resources
DG Distrusted generation
DSG Diesel synchronous generator
EA Evolutionary algorithms
EP Evolutionary programming
ES Evolution strategy
ESD Energy storage devices
ESS Energy storage system
FC Fuel cells
FESS Flywheel energy storage system
FL Fuzzy logic
FR Frequency restoration
GA Genetic algorithm
GP Genetic programming
GT Gas turbines
HIL Hardware-in-loop
HT Hydro turbines
ICE Internal combustion engines
IGBT Insulated-gate bipolar transistor
ISE Integral squared-error
LC Inductance-capacitance
MG Microgrid
PCC Point of common coupling
PI Proportional-integral
PID Proportional-integral-derivative
PSO Particle swarm optimization
PV Photovoltaic system
PWM Pulse-width modulation
RES Renewable energy sources
RPS Reactive power-sharing
SCESS Super-capacitor energy storage system
SMES Superconducting magnetic energy storage
VSC Voltage source converter
VSI Voltage source inverter
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