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Abstract: To reduce the fluctuation of renewable energy (RE) supply and improve the economic
efficiency of the power grid, the energy local area network (ELAN), which is a subnetwork of the
energy internet (EI), plays an important role in specific regions. Electric vehicles (EVs), as virtual
energy storage (VES) in ELANs, are helpful to decrease the fluctuations of RE supply. However, how
to use EVs in ELANs is a complex issue, considering the uncertainties of EVs’ charging demand,
the forecast data errors of RE sources, etc. In this paper, a typical ELAN structure is established,
taking into account RE sources, load response system, and a distributed energy storage (DES) system
including EVs. A two-step optimization framework for ELAN scheduling problem is proposed.
A global optimization model based on forecast data is built to maximize the income of ELAN,
and an online local optimization model is introduced to minimize the correction cost utilizing prior
knowledge. Finally, the proposed two-step optimization framework is applied to a series of real-world
ELAN scheduling problems. The results show that DES system with EVs can reduce the volatility of
RE supply evidently, and the proposed method is able to maximize the income of the ELAN efficiently.

Keywords: energy local area network scheduling; virtual energy storage; two-step optimization
framework; day-ahead scheduling strategy; online local optimization; prior knowledge

1. Introduction

The increasing depletion of fossil energy and deteriorating global environment have led to the
development and utilization of renewable energy (RE) [1–4]. To improve the utilization efficiency
of these increased intermittent renewable sources and promote economic development, the energy
internet (EI) has gradually evolved into a new energy structure based on smart grid technologies,
which contain RE sources, and distributed energy storage (DES) systems and load [5,6]. To decrease
the dependence on the main grid and take full advantage of the distributed energy resources (DERs)
in specific regions, EI is usually divided into several small-scale energy local area networks (ELANs),
which have a far-reaching impact on the demand side [7,8].

In view of the development of EI and ELAN, the application of advanced communication
technologies in the power grid and the popularity of electric vehicles (EVs) in major cities, the concept
of virtual energy storage (VES) has been rapidly developed [9,10]. VES is an energy management
method, by which the energy of the system is balanced in the time dimension, utilizing the non-energy
storage devices and scheduling strategies, thus showing the characteristics of energy storage [11–13].
With the improvement of battery technologies, the scale of the EVs continually expands, and EVs will
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play a key role in the ELAN [14]. Therefore, making proper use of the EVs in ELAN can not only
promote the development of EVs, but also reduce the severe fluctuations of the RE. However, how to
use EVs in ELANs is a complex issue that covers methodologies of energy management, analysis of
virtual storage capacity of EVs, and coordinated scheduling and optimization of EVs and other types
of energy sources, which suffers from various kinds of effects. To solve these kind of problems, it is
necessary to design the energy management system (EMS) for the ELAN, study the characteristics
of the EVs as virtual energy storage devices, and coordinate as well as optimize the operation of
the distributed energy sources, such as the EVs and the RE sources, from the perspective of energy
management [15–17].

To reduce the volatility of renewable energy and promote economic development of the ELAN,
many researchers have investigated the design methodologies of the ELAN structure and scheduling
strategies based on EMS. Reference [18] proposes a day-ahead optimal strategy for supplying required
energy in an ELAN by the means of a hybrid energy system. The results illustrate that the proposed
hybrid system is capable of meeting the electricity demand of the ELAN. The study of [19] presents
an energy management strategy based on a frequency approach, using the wind/load’s fluctuating
power sharing between the ultracapacitors and the battery according to their electrical performances.
The experimental results show that the design of hybrid energy ELAN based on using energy storage
systems to support renewable sources is more effective. The authors of [20] point out that the
scheduling of heating, ventilation, and air conditioning, and EVs, is able to shave the peak load
during critical periods and handle RE volatility. Also, they argue that a dynamic or online scheduling
strategy is better than the day-ahead one in dealing with the uncertainties in ELANs. In recently years,
there are also many studies focusing on the contributions of EVs or VES systems on reducing the
operating cost of the ELANs with RE. Reference [9] proposes a dynamic economic dispatch model of a
hybrid energy ELAN including EVs for daily operating cost reduction. Numerical studies demonstrate
that the proposed dispatch method effectively minimizes the operating cost by making full use of
the available capacity of VES system. The study of [21] suggests a stochastic expert framework to
investigate the charging effect of plug-in EVs on the optimal operation of ELANs. The uncertainties
are considered to be associated with the forecast error in the charging demand of EVs, hourly load
consumption, energy price, and RE sources’ output power. The simulation results on a renewable
ELAN, including different types of DERs and EVs, show the satisfying performance of the proposed
intelligent framework. Reference [22] develops a modeling and control framework for robust renewable
power tracking using plug-in EVs and examines the model using real driving data and Monte Carlo
simulations. The results show that the strategy is able to achieve precise tracking of real wind power
trajectory despite its severe fluctuations. Besides, Reference [23–28] also study the impact of the EVs or
VES systems on the operation of ELAN and the scheduling strategies.

According to the above studies, conclusions can be drawn as follows:

• The application of EVs as VES devices is helpful to reduce the renewable energy volatility in the
ELANs and the operating cost. However, the uncertainties of EVs’ charging demand may lead
to unavailability of the scheduling plans, which may decrease the utilization efficiency of the
renewable energy and the reliability of the ELAN.

• Currently, most scheduling strategies of the ELANs in both industry and academia are designed
using forecast data, and the day-ahead dispatch approaches are usually proposed based on
global optimization. The goal of global optimization is to find the maximum income of ELAN
by formulating a scheduling strategy. If the forecast data utilized is accurate, it is evident that
the global optimization method is more efficient than a local optimization one, since it can take
all the factors into account from the time dimension, such as the power balance constraints and
energy storage state constraints mentioned in this paper. However, the day-ahead forecast data
cannot always be exactly the same as the practical data. Therefore, the online local optimization is
introduced by some researchers to minimize the income in the current time interval. However,
the online local optimization method can only obtain a local optimum solution, which may not
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consider the effects of the current strategy on the next time intervals. Hence, the total income will
not be better than the one by global optimization.

In view of this, designing of an optimization framework, to meet the practical demand as well
as utilize prior knowledge obtained by day-ahead global optimization, needs to be investigated.
The purpose of this paper is to establish a two-step framework for ELAN scheduling with VES devices
based on global-local optimization method. Instead of maximizing the income of each time interval
directly, the online local optimization minimizes the correction cost, which means not only the practical
data is used but also the prior knowledge obtained by day-ahead global optimization is considered.
By designing the global-local optimization models, a bridge is built between the application global
optimization and local optimization, which can solve the problem of forecast errors and the local
optimum solutions. Thus, the algorithm can avoid trapping within a local optimum and get a solution
that adapts the industrial demand.

In remainder of this paper, the ELAN-EMS is described, and a two-step optimization framework
is proposed in Section 2. Then, the global optimization model based on forecast data is built and,
according to this model, the online local optimization model is designed to minimize the forecast
errors. Thereafter, the proposed two-step optimization framework is applied to solve several real-world
ELAN scheduling problems and the economic efficiency is analyzed in Section 4. Finally, conclusions
are drawn.

2. ELAN Scheduling Problem

2.1. Description of ELAN-EMS

To meet the load demand without prejudice to any constraints, an EMS is needed in the ELAN
for the coordination of the DERs allocation. If the demand and supply cannot be balanced, the ELAN
will exchange electricity with superior EI or the neighboring ELANs. The process is described in
Figure 1 below.
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Figure 1. Electricity exchange process of the energy local area network (ELAN).

Generally, the ELAN-EMS has a hierarchical control structure, consisting of a master control center
and several distributed control centers. The distributed control centers control the controllers of the
DERs and exchange information with the master control center through the ELAN’s information
network. Based on this, the master control center is able to allocate the output of every DER
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coordinately. With the abovementioned control method, the data transmission efficiency and the
scalability of the system can be improved. The details are shown in Figure 2.Energies 2018, 11, x FOR PEER REVIEW  4 of 17 

 

DG
Control Center

DES
Control Center

LR Control 
Center

DG

Consu-
mer

DES

Master 
Control enter

DG

DG

DG

DES

DES

DES

DES

Consu-
mer

Consu-
mer

Consu-
mer

Consu-
mer

 

Figure 2. The hierarchical control mode of the ELAN-EMS (energy management system). 

From Figure 2, it can be seen that, with development of communication technology, the 

physical boundaries of the terminals in the ELAN are broken and the terminals are classified 

according to their functions. According to the hierarchical control mode, the framework of 

ELAN-EMS in this paper can be described in Figure 3. 

ELAN-EMS

DES systemDG system

WTs PVs
Load Demand of 

consumers
Batteries

VES 
system
(EVs)

LR system

 

Figure 3. The framework of ELAN-EMS. 

The ELAN-EMS mainly includes three parts, namely DG system, DES system, and LR system. 

In the DG system, photovoltaic cells (PVs) and wind turbines (WTs) are included. In the DES 

system, a number of EVs are introduced as virtual energy storage devices, in addition to the 

batteries being treated as traditional energy storage devices. In the LR system, consumers’ load 

response is considered. 

2.2. Two-Step Optimization Framework for ELAN Scheduling Problem 

In order to maximize the income of ELAN, the ELAN-EMS firstly figures out the output of the 

DGs using RE, which are uncontrollable, and then adjusts the load demand by electricity tariffs 

according to customers’ load response. Then, the output/input of VES system is obtained by the 

results of the load response. Generally, the ELAN scheduling strategies can be described as follows: 

(1) In the ELAN, the power from DGs, namely the PVs and WTs, should take priority with 

regard to being utilized to meet the demand of consumers. Thereafter, the electricity consumption 

Figure 2. The hierarchical control mode of the ELAN-EMS (energy management system).

From Figure 2, it can be seen that, with development of communication technology, the physical
boundaries of the terminals in the ELAN are broken and the terminals are classified according to their
functions. According to the hierarchical control mode, the framework of ELAN-EMS in this paper can
be described in Figure 3.
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Figure 3. The framework of ELAN-EMS.

The ELAN-EMS mainly includes three parts, namely DG system, DES system, and LR system.
In the DG system, photovoltaic cells (PVs) and wind turbines (WTs) are included. In the DES system,
a number of EVs are introduced as virtual energy storage devices, in addition to the batteries being
treated as traditional energy storage devices. In the LR system, consumers’ load response is considered.

2.2. Two-Step Optimization Framework for ELAN Scheduling Problem

In order to maximize the income of ELAN, the ELAN-EMS firstly figures out the output of the DGs
using RE, which are uncontrollable, and then adjusts the load demand by electricity tariffs according
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to customers’ load response. Then, the output/input of VES system is obtained by the results of the
load response. Generally, the ELAN scheduling strategies can be described as follows:

(1) In the ELAN, the power from DGs, namely the PVs and WTs, should take priority with regard
to being utilized to meet the demand of consumers. Thereafter, the electricity consumption will be
controlled indirectly by electricity tariffs incentive mechanism according to consumers’ load response.

(2) If Strategy (1) cannot achieve balance between the supply and demand in the ELAN, the VES
will be used to determine the charge/discharge power to achieve the goal.

(3) If Strategy (2) still cannot achieve balance between the supply and demand in the ELAN,
external factors should be involved. If the demand of consumers exceeds the supply, the ELAN
should purchase electricity from a neighboring ELAN or EI; otherwise, the ELAN sells electricity to a
neighboring ELAN or EI.

Based on the strategies above, a two-step optimization framework is developed in this paper to
control the distributed control centers, in which a day-ahead global optimization process is made,
firstly, according to the forecast results, and an online local optimization method is utilized afterwards
to correct the errors during the practical operation.

The flowchart of the two-step optimization framework is shown in Figure 4. It can be seen that
the power output generated by RE in the ELAN is calculated by EMS using forecast data during the
global optimization process. The VES and LR are also taken into consideration to form the global
optimization scheduling strategy. However, in actual applications, the output of the DGs and the
consumers’ load may deviate from forecasts, which means the scheduling strategy of each subsystem
should be corrected locally using online optimization.
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3. Optimization Modeling Based on ELAN-EMS

3.1. Global Optimization Model Based on Forecast Data

3.1.1. Objective Function: Maximization of the ELAN’s Income

The global optimization aims at formulating a scheduling strategy for maximizing the income of
ELAN for the day ahead. The forecast data is utilized to obtain the output/input power of the DERs in
each time interval of the whole day. The objective function can be described as follows:

Max Income = Cexchanged − CDG − CLR − CDES (1)

In the objective function, CDG can be obtained by the following expression:

CDG =
T

∑
t=1

(
W

∑
i=1

CWT,i(t) +
P

∑
j=1

CPV,j(t)

)
, (2)

where CWT,i(t) and CPV,j(t) can be expressed as

CWT,i(t) = KWT,iPWT,i(t), (3)

CPV,j(t) = KPV,jPPV,j(t), (4)

where the model functions of PWT,i(t) and PPV,j(t) can be found in [29]; KWT,i and KPV,j are set to be
0.11 ¥/kWh and 0.08 ¥/kWh, respectively [30].

In (1), CLR is obtained by the formula below:

CLR =
T
∑

t=1

M
∑

m=1
Tari f fto-cons(t)LRm(t)−

T
∑

t=1

M
∑

m=1
(Tari f fto-cons(t)− ∆Tari f fto-cons(t))(LRm(t) + ∆LRm(t)). (5)

Formula (5) can be simplified as

CLR = ∆Tari f fto-cons(t)LR(t)− Tari f fto-cons(t)∆LR(t) + ∆Tari f fto-cons(t)∆LR(t), (6)

where
∆Tari f fto-cons =

∆LR
εLR

Tari f fto-cons, (7)

∆LR(t) =
M

∑
m=1

(LRm(t)− LRm,0(t))br,m(t), (8)

where the value of ε is −0.22 [31].
In addition, the cost of DES system CDES can be expressed as

CDES =
T

∑
t=1

N

∑
n=1

CEV,n(t) + Cbattery. (9)

3.1.2. Constraints Description

(a) Power balance constraint

The ELAN should meet the power balance constraint in every moment, which means the sum of
the output of all the DGs and DES, the power of the load response, and the power from EI should be
exactly equal to that of the load demand and purchased power. The constraint can be described as

PLD(t) = PDG(t) + PDES(t) + PLR(t) + Pexchanged(t). (10)
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(b) Output power constraint

In this paper, the ELAN includes WTs and PVs, which are two typical randomness and intermittent
energies. Their outputs are significantly influenced by the environment. In addition, the VES output
power of EVs is affected by the environment and the operation state of the VES devices in the present
and last time intervals. Therefore, Each DG or VES device has a rated power limit, which is shown as

Pk,min < Pk(t) < Pk,max. (11)

(c) Energy storage state constraint of the power battery

Since the life of the batteries in the VES devices should always be taken into account, the state of
charge (SOC) should be limited, which can be expressed as

SOCev.min < SOCev < SOCev.max, (12)

where SOCev.max is usually 100%, while the value of SOCev.min depends on the type of the battery.
In this paper, the commonly used lithium battery is considered, of which SOCev.min is 20% [32].

(d) Basic power consumption constraint of EV on next day

Due to the randomness and uncertainty of the EVs, the remaining power of the battery should be
limited for emergency use when taking part in VES system. Specifically, the battery remaining capacity
of every EV should meet the demand of the next day at least. The constraint can be described as

Wj,i − Wj,i
0 > 0. (13)

(e) Charging power constraint of EV

The charging power of a charging point is fixed. To make sure that all the batteries of the EVs
are fully charged before leaving, the ELAN-EMS should guarantee that the charging points have the
capability to fully charge the rest of the EVs during the remaining time intervals. It can be described by

∑ SEV,l,r − ∑ SEV,l

t − t0
< PEV L. (14)

The constraint above indicates that the difference between the sum of the rated electric power and
the current remaining capacity of all the EVs’ batteries, namely, the sum of the electric power needed
by the EVs before leaving the charging points must be no more than the total electricity amount that
can be provided by the charging points in the ELAN during the remaining time intervals.

(f) Electric quantity constraint of load response

According to the long-term historical statistics of electricity consumption, the maximum electricity
consumption of consumers should be less than their electricity load response, which can be
expressed as:

0 ≤ ∆LRm(t) < LRm(t). (15)

(g) Tariff constraint of load response

As mentioned above, the load response of consumers is incentivized by electricity tariffs. However,
the electricity purchased from EI will be cheaper than that from the consumers when the incentive is
too much, resulting in the electricity tariffs mechanism losing effectiveness. Therefore, a constraint for
tariff incentive is needed, which can be described by

Tari f f f rom-EI − Tari f f to-EI < ∆p. (16)
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3.2. Online Local Optimization Model during Practical Operation

3.2.1. Objective Function: Minimization of Local Correction Cost

During the practical operation, the output of the DGs and the consumers’ load may deviate from
forecasts, so the scheduling strategies in each time interval may be corrected, which leads to more cost.
Therefore, the objective function, the purpose of which is to minimize the local correction cost, can be
formulated based on the results obtained by global optimization and the practical outputs of the DERs.
It can be described as

Min∆C(t) = ∆CLR(t) + ∆Cexchanged(t) + ∆CDG(t). (17)

It is obvious that the devices in VES system, such as EVs, have strong local constraints and
global limits. Therefore, the power from VES system cannot be adjusted when there is a difference
between the actual output and the planned output. In this case, other strategies, such as purchasing
electricity from EI or neighboring ELANs, and compensating electricity from other control centers,
will be introduced. In this way, the output of VES can always stay in global optimum state.

3.2.2. Constraints Description

(a) Power balance constraint after correction

When correcting the scheduling outputs during the practical operation, the power balance
constraint still cannot be violated. The actual outputs and the changes should satisfy the
equation below:

PDG(t) + PDES(t) + PLR(t) + Pexchanged(t) + PLD(t) + ∆PD(t) = 0, (18)

where ∆PD(t) is expressed as

∆PD(t) = ∆PDG(t) + ∆PLD(t) + ∆PLR(t). (19)

(b) Other constraints

Besides the power balance constraint, the other constraints of the local optimization problem are
the same as those in the global optimization model.

4. Simulations and Discussion

4.1. Data and Parameter Settings

In this paper, a newly built town near Beijing, where the DERs in ELAN have been applied, is
taken as a case study. The EMS established in this paper includes 200 WTs, and the installed power of
each WT is 10 kW. There are also PVs in the residential area, the total area of which is about 150,000 m2.
The installed power of each PV is 10 kW. These parameters can be found in [29]. The income of the PVs
is calculated by the surplus PV power sold to the grid. Besides, the DES system contains the VES system
and several batteries. The maximum output power of the battery is 100 kWh. For the VES system,
the capacity depends on the number and styles of the EVs. By Monte Carlo method, the value of the
VES system is obtained, which is 7.027 × 104 kWh in this paper. A total of 3478 EVs can be charged
by the distributed charging points, at least in this town [33], the space–time distribution of which are
shown in Figure 5. The total number of the EV charging points is 3945. The discharging efficiency of
the EVs is 80%. All the consumers in the town are able to contribute to the load response. According
to the occupancy rate predicted in 2025, there will be 3300 households in the town. According to the
electricity consumption data of the residential areas with similar natural and social conditions, the load
demand curve of a typical day in the new town can be obtained, which is shown in Figure 6.
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In addition, according to the living standard of the residential area in Beijing, the electricity tariff is
0.7883 ¥/kWh. The prices of charging/discharging are 0.4883 ¥/kWh and 0.6883 ¥/kWh, respectively.

In this paper, the global particle swarm optimization (PSO) algorithm is introduced. The number
of the particles and the iterations can be improved, which are set to 100 and 100,000, respectively,
and, in the local optimization, the number of the particles and the iterations are set to 50 and 200,
respectively. All the experiments are accomplished using MATLAB 2013, by a PC with an Intel Core
i7-4810MQ (2.80 GHz) processor under Windows 8.1 using 12 GB of RAM. It can be seen from the
global optimization model (with 96 time intervals) that the decision vector is high-dimensional, which
may lead to a ‘dimension disaster’. As the global optimization process is based on the forecast data
and results, it does not require EMS to figure out the results in a short time. Therefore, the computing
efficiency can be sacrificed for better optimization results.

4.2. Global Optimization Results and Analysis

According to the models, parameter settings, and the forecast data of the environment, the output
curves of WTs and PVs can be obtained, which are shown in Figure 7.
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Figure 7. The forecast output curves of the DGs in the town.

Since the total income of the ELAN depends on the practical operation, the results of the global
optimization do not affect the income directly. In this paper, four operation scenarios with different
distributed control centers are considered as follows:

Scenario One: All of the subsystems are taken into account during the global optimization process.
Scenario Two: Only DG system and DS system are considered during the global

optimization process.
Scenario Three: Only DG system and LR system are involved during the global

optimization process.
Scenario Four: Only DG system is considered during the global optimization process.
The PSO algorithm runs 10 times for every scenario, and the best results are recorded. The output

power of the DERs, the LR system, and electricity exchanged with EI in different time intervals are
shown in Figures 8–11. The income of the ELAN in different scenarios is given in Table 1.
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Table 1. The income of the ELAN in different scenarios.

Scenarios Income (¥) Scenarios Income (¥)

Scenario One 75,390.3 Scenario Two 71,130.8
Scenario Three 51,636.1 Scenario Four 69,102.6

It can be seen from Figures 8–11 that the purchased electricity by ELAN from the grid decreases
evidently when DES system and LR system are considered during the global optimization process,
compared with Scenario Four. Table 1 implies that the income is higher when DES system is introduced,
compared with Scenario Three and Scenario Four. This indicates that the DES system can improve the
economic efficiency of the ELAN.

4.3. Online Local Optimization Results and Analysis

Considering that there is a forecast error during the practical operation, the online local
optimization is needed in each time interval. This paper takes Scenario One as an example, the optimal
results of which are given in Section 4.2. In Scenario One, all of the subsystems, including DG system,
DES system, and LR system, are considered in day-ahead global optimization. The results are used
during the practical operation, and the errors are corrected by electricity exchanging with the EI.
The curves of the actual and forecast daily load demands, response load, and power output by DG
system are shown in Figure 12, respectively.
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According to Figure 12, the correction costs and the forecast errors during each time interval can
be obtained, which are shown in Figure 13 below.
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In addition, the global optimal results in Scenario Four are utilized here for online local
optimization, taking into account the DES system and LR system in the practical operation. As only
DG system in Scenario Four is considered in the day-ahead scheduling, which is based on the forecast
data, the global optimization can be seen as “invalid”. Therefore, only the online local optimization
process is considered in Scenario Four. The results are shown in Table 2, in which the results in Scenario
One are provided for comparison. To compare the results obtained by the global optimization and
two-step optimization framework, a new scenario—Scenario Five—is introduced, in which only the
online local optimization is used in every time interval, and the objective function and constraints are
similar to those in Section 3.1 (but only for one time interval).

Table 2. The total income in in Scenario One, Four, and Five using the two-step optimization framework.

Scenarios

Income by Day-Ahead
Global Optimization (¥) Correction Cost (¥) Total Income (¥)

Best Best Average Best Average

Scenario One 75,390.2 1866.2 1866.2 73,523.8 73,523.8
Scenario Four 69,102.4 −4421.8 −3021.1 73,523.8 72,123.2
Scenario Five - - - 71,996.1 71,942.4

In Scenario One, all of the subsystems are taken into account during the global optimization
process. Therefore, in the online local optimization process, the forecast power errors of the DG
system, the LR system, and the load demand can only be removed by the electricity exchanged with EI.
The total forecast error in Figure 13 can be calculated by adding up all the forecast errors in Figure 12.
The correction cost includes the cost variation of the DG system, the LR system, and the electricity
exchanged with EI. Since all the subsystems are considered in the day-ahead global optimization,
the online optimization process only adjusts the value of the electricity exchanged with EI to eliminate
the forecast power errors. Therefore, the value of the correction cost is fixed, as shown in Table 2.

In Scenario Four, the DES system and the electricity exchanged with the EI are combined to correct
the forecast errors in the online local optimization process, which means the results are related to
DES system. Moreover, the energy storage capacity of DES system can increase the utilization of the
DGs and the correction cost may be negative, which can be seen in Table 2. That is to say, ELAN may
make a profit by DES system during the online local optimization process. Interestingly, it can be seen
that the difference between the average and best correction cost is relatively large (¥1400.7), and the
best total income obtained is the same as that in Scenario One. This is because, in Scenario Four, two
initialization strategies are applied for PSO algorithms and each one is used 5 times. In Strategy One,
the solutions are generated using the corresponding value of the variables of the optimum solution
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obtained by the global optimization method in Scenario One, and the final correction cost is ¥−4421.8.
In Strategy Two, the solutions are generated randomly, and the final correction cost is worse than the
former. This indicates that it is possible for the online local optimization to reach higher total income
with the prior knowledge obtained by day-ahead global optimization.

In Scenario Five, the traditional online local optimization method is used. The average and best
correction cost is obviously lower than that with the above methods. It is known that online local
optimization method is used for only one time interval. Hence, it cannot consider the total income of
ELAN globally. For example, the charge/discharge strategy of the DES system is obviously affected by
the optimization methods. Let us suppose that the DES system can be fully discharged in time interval
2 to obtain the global maximum income. However, in time interval 1, the online local optimization
method can only obtain the local optimum solution by the current and past information. Maybe the
solution tells EMS that the DES system should be fully discharged to obtain the maximum income in
time interval 1. However, the DES system cannot be discharged any more in this way due to the SOC
constraints (Inequality (12)), which means the total income cannot reach the global optimum.

In Table 2, the total income by global optimization is ¥75,390.2, and the total income by local
optimization is ¥71,942.4. The results are obtained by traditional scheduling approaches. It is clear
that the globally optimized income is the highest but may not be reached due to the forecast errors.
On the other hand, the online local optimization seems more reasonable, since the data used are
much closer to the true values. However, as the analysis in Scenario Five, this method can get a local
optimum solution which may not consider the effects in the future. Comparing with the two methods,
the proposed two-step optimization framework solves the problem by using the prior knowledge
obtained through day-ahead global optimization during the online local optimization. According to
the conclusion in Scenario Four, the globally optimized income is important for the local optimization,
and the output of each subsystem can reduce the correction cost evidently.

5. Conclusions

In this paper, a two-step optimization framework based on global and online models is proposed
for solving ELAN-EMS scheduling problems, considering the application of VES systems. A global
optimization model based on forecast data is built to maximize the income of the ELAN. Meanwhile,
a series of typical constraints concerning the DGs, the EVs, and the load response are described.
In addition, an online local optimization model is introduced to minimize the local correction cost
during the practical operation. To solve this complex optimization problem with large numbers of
constraints, intelligent algorithms are suggested. Thereafter, the proposed two-step optimization
framework is applied to several practical ELAN scheduling problems. The global optimization results
of day-ahead scheduling are obtained by PSO. Based on the forecast errors, the online local correction
costs are calculated in Scenario One and Four during the practical operation, utilizing the prior
knowledge obtained by day-ahead global optimization. The total incomes in different scenarios are
compared, and the results indicate that the DES systems can improve the economic efficiency of
the ELAN. Besides, the final income is improved by applying the day-ahead global optimization
model to maximize the income of the ELAN and the online local optimization model to minimize the
forecast errors.

It can be seen from this paper that the ELAN’s capacity for renewable energy utilization is
evidently enhanced, and the income is improved, by introducing the DES systems. However, there
is a contradiction between the traditional day-ahead global optimization strategies and the online
local optimization strategies in the scheduling problems when DES systems are applied in an ELAN.
Therefore, this paper presents a two-step optimization framework based on the optimum results
obtained by global optimization, as well as taking account of the accuracy of online local optimization
methods. The final optimized income is between the results by single global optimization and single
online local optimization approaches, which can be seen as a tradeoff. This paper only uses a global



Energies 2019, 12, 195 15 of 17

PSO algorithm, which may not adapt to more complicated models and meet the time limits. More
research in designing efficient algorithms for the two-step optimization problems will be done in future.
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Nomenclature

Abbreviations
RE renewable energy
EI energy internet
ELAN energy local area network
EMS energy management system
VES virtual energy storage
LR load response
DES distributed energy storage
Mathematical symbols
CDG power generation cost of the DGs by forecast data (¥)
CLR load response cost by day-ahead scheduling (¥)
CDES cost of the DES systems by day-ahead scheduling (¥)
Cexchanged cost of the exchanged electricity with EI by day-ahead scheduling (¥)
CWT,i(t)/CPV,j(t) cost of the i-th WT/j-th PV during time interval t by forecast data (kWh)
W/P number of WTs/PVs
KWT,i/KPV,j maintenance cost coefficient of the i-th WT/j-th PV (¥/kWh)
PWT,i(t)/PPV,j(t) power output of the i-th WT/j-th PV during time interval t by forecast data (kWh)
T total number of the time intervals

M/N
total number of the consumers in LR system/the regions where there are EVs in
VES system

Tari f fto-cons electricity tariff sold to consumers (¥/kWh)
∆Tari f fto-cons adjusting value of electricity tariff sold to consumers (¥/kWh)
LRm(t) load of the consumers during time interval t (kWh)
∆LRm(t) electric quantity of the consumers’ load response during time interval t (kWh)
ε price elasticity coefficient
LRm,0(t) minimum load of the consumers during time interval t according to statistics (kWh)
βr,m(t) probability of the consumers’ response to the load during time interval t
CEV,n(t) cost of EVs’ charging/discharging in the n-th region during time interval t (¥)
Cbattery cost of the batteries by day-ahead scheduling (¥)
PEV charged/discharged power rating of the charging points (kW)
L total number of the EVs in VES system
∆PLR(t) variation of load response during time interval t (kW)
DG distributed generator
PV photovoltaic
WT wind turbine
EV electric vehicle
DER distributed energy resource
SOC state of charge
PSO particle swarm optimization
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PLR(t) power of the consumers’ load response during time interval t (kW)
Pexchanged(t) power exchanged with EI during time interval t (kW)
PDG(t) output power of the DGs during time interval t (kW)
PDES(t) input/output power of the DES systems during time interval t (kW)
Pk,min(t)/Pk,max(t) minimum/maximum power output of the k-th device during time interval t (kW)
SOCmin/SOCmax minimum/maximum amount of stored energy inside the DES (Ah)
Wj,i remaining battery capacity of the j-th EV in the i-th region (Ah)
Wj,i

0 minimum daily electricity consumption of the j-th EV in the i-th region (Ah)
SEV,l remaining battery capacity of the l-th EV (Ah)
SEV,l,r rated battery capacity of the l-th EV (Ah)
τ total time during which the EV stays in the residential area (h)
τ0 time the EV has spent in the residential area (h)
Tari f f f rom-EI tariff of the electricity purchased from EI (¥/kWh)
Tari f f to-EI tariff of the electricity sold to EI (¥/kWh)
∆p adjusting value of electricity tariff (¥/kWh)
∆CDG(t) adjusting value of power generation cost of the DGs during time interval t (¥)
∆CLR(t) adjusting value of load response cost during time interval t (¥)
∆Cexchanged(t) adjusting value of cost of the exchanged electricity with EI during time interval t (¥)
∆PD(t) total power variation during time interval t (kW)
∆PDG(t) power variation of the DGs during time interval t (kW)
∆PDG(t) variation of load demand during time interval t (kW)
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