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Abstract: This article presents an overview of a new multilayer node event processing (MNEP)
method for improved data center energy efficiency and event management monitoring in its physical
infrastructure. Event management is essential for the provision and maintenance of the reliability
and functionality of the physical infrastructure. For effective maintenance, action preventing
any downtime accurate event information as well as appropriate energy support is of outmost
importance. The novelty of this approach lies in the enhanced availability and reliability of the
physical infrastructure, improved data center infrastructure energy efficiency, as well as lower costs
when designing a new physical infrastructure system. The MNEP method presents a data model
based on the node tree processing. The experimental results show that the number of all potential
unexpected events is reduced significantly as a result of the accurate identification of the alarm
root cause. The comparison of time parameters required to evaluate the maintenance factors shows
that the time needed to detect, identify, and react to alarm events decreases and has a significant
impact on maintaining a defined high level of availability and energy efficiency in a data center
physical infrastructure.

Keywords: data center energy efficiency improvement; availability improvement; multilayer node
event processing

1. Introduction

The importance of energy efficiency in today’s data centers has grown significantly and has
become more complex in recent years. To maintain high data availability, all components of the
data center infrastructure must perform the assigned tasks to avoid any data center downtime
requiring appropriate energy support. The technical infrastructure is fundamental of all information
technology (IT) infrastructures and it includes power supplies, technical coolers, and technical security.
Any downtime value of the physical infrastructure, no matter how low, has an essential impact on the
IT service performance.

Communication technology in data centers works together with complex technical infrastructure,
which runs the information service. Risk assessment [1,2] is taken into account in the system
design structure, allowing the system to work according to the data center availability demands.
Great importance has to be given to the monitoring and event management of all existing component
parameters, including energy usage management in the data center infrastructure system to avoid or
prevent any downtime.

The problem investigated in this research is important due to the complex data center
information infrastructure analysis and event management monitoring. Several surveys have been
conducted focusing on storage, energy-saving techniques, and file-system software for efficient data
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management in data centers. When designing a computer data center from the point of view of
a support infrastructure, the necessary capacity has to be ensured for the main and the backup
supplies, uninterruptible power supplies (UPSs), system and communication cabinet capacities,
technical cooling, and for any other elements of electrical and cooling power supply. It is of outmost
importance that data centers are adequately resistant against any support system downtimes. As these
support systems are part of the support infrastructure, which is also referred to as technological
systems, the goal of this research was to monitor all possible parameters that are crucial for the data
center operation and to detect any faults in the shortest time possible (from their occurrence on).
Since cost is an important factor of support infrastructure design, the aim is to optimize the energy
costs to be as energy efficient as possible, i.e., to predict when additional UPS or coolers need to be
used, both during the operation as well as during the data center upgrades. It is noteworthy that the
reduced time to detect the faults significantly improves the availability of data centers [3,4].

In the article, an event management forecasting framework is presented in Section 2. Section 3
mainly introduces the event monitoring and event processing. In Section 4, experimental results are
divided into: (i) experimental block diagram of data center technical infrastructure, (ii) experimental
system node tree model for power supply block, (iii) data definition for event processing, (iv) data
filtering and correlation, (v) root cause analysis, and (iv) experimental results of the multilayer node
event processing (MNEP) methodology. This is followed by a discussion presented in Section 5.
Finally, the paper is concluded in Section 6.

2. Event Management

Many studies on event management have been published, but only a few are not connected
directly to data the center infrastructure. In Reference [5], the paper presents alarm management in
the power energy distribution control. Research is based on an ontology concept. On the second
ontology level, there is an expert system with expert-based if–then rules. Founded on these rules,
relations between neurons were determined based on the data history. Rule determination relies
on the expert knowledge, which is a complex task aiming at transforming knowledge into sum of
understandable and logical rules. In Reference [6], authors searched with a heuristic algorithm for
the combinations of events, which led to alarms. Based on the assumption that the most frequent
alarms do not lead to critical failures, they minimized the number of alarms. Presentation of the
sequence of alarms is made with a dependency graph where a heuristic algorithm does not cover all
the parallel alarm flows. In Reference [7], fuzzy reasoning with a Petri net is used, but has limitations
with more complex systems. This method is used to detect the place of failure in an electrical power
distribution network. For every section or part of the network, there is a model based on the expert
knowledge with possible failure causes. Backward reasoning with probability values is used to identify
causes of a failure. With division to subsystems, failure data is limited to the affected subsystem
only. In Reference [8], a systematic methodology for reconstructing event order and establishing
correlations among events, which indicate the root causes of a given failure from very large system
logs is presented. A diagnostics tool was developed to extract the log entries as structured message
templates and uses statistical correlation analysis to establish probable cause and effect relationships
for the fault being analyzed. A diagnostics tool is also able to identify dates and time that contain the
significant events, which eventually led to the occurrence of compute node soft lockups. Complex event
processing is researched in Reference [9] with processing a large volume of stream data. The paper
presents a new scheme to detect complex events when the minimum conditions are satisfied to remove
unnecessary operations. To check the minimum conditions of the complex events, complex queries are
registered in a query index. In this way complex events using the query index and bitmap are detected.
In Reference [10], distributed complex event processing is done with a query rewriting method.
To enable generic and reusable complex event processing (CEP) system management procedures
and self-management policies, this research introduces the attributed graph rewriting for complex
event processing management (AGeCEP) formalism. AGeCEP represents queries in a language
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and technology diagnostic fashion using attributed graphs. Query reconfiguration capabilities are
expressed through standardized attributes, which are defined based on a novel classification of CEP
query operators. By leveraging this representation, AGeCEP also proposes graph rewriting rules
to define consistent reconfigurations of queries. For event detection, the author in Reference [11]
discusses the wireless sensor network as an alternative data acquisition, which can also be considered
as a possibility in data center infrastructure design. This paper surveys novel approaches of handling
query processing by the current sensor network query processors (SNQP) literature, the expressiveness
of their query language, the support provided by their compiler/optimizer to generate efficient
query plans, and the kind of queries supported. There are various SNQPs (implementing in-network
declarative query processing) that provide data reduction, aggregation, logging, and auditing facilities.
They allow users to pose declarative queries that provide an effective and efficient means to obtain
data about the physical environment, as users would not need to be concerned with how sensors
are to acquire the data, or how nodes transform and/or transmit the data. Standards for automated
wireless networks in buildings and the reliability of wireless sensor networks are discussed in detail in
References [12,13]. In Reference [14], tools with integrated processes called data center infrastructure
management (DCIM) are discussed, where system connectivity and interrelationship among system
operations to support data center operations managers are stressed out. Various communication
technologies are presented as a model to use in data center communication path design. This model
can also reduce investment cabling and network-operating costs, control energy costs, improve energy
efficiency, and increase operational efficiency. DCIM in Reference [15] utilizes tools that monitor,
measure, manage, and control data center resources and energy consumption of both IT equipment
(servers, storage, switches) and also facilities infrastructure components (power distribution units
(PDUs), air conditioning, UPS, etc.). Event and alarm management is a part of the DCIM philosophy
in management and control subset, where users need to set alarms and prioritization manually by
browsing through a series of events and alarms. However, the above-mentioned methods have some
disadvantages. For instance, (i) expert knowledge or a heuristic algorithm does not cover all the parallel
alarms, (ii) only the probability values are used to identify causes of a failure, (iii) only a statistical
correlation analysis is used to establish a probable cause for the fault, and (iv) only the minimum
conditions are satisfied to remove unnecessary operations, (v) only attributed graph rewriting and
query reconfiguration is used. In some cases, the wireless sensor network as an alternative data
acquisition is used or data center communication path is designed when data center operations
managers are stressed out. Often users need to set alarms and prioritization manually by browsing
through a series of events and alarms.

This paper, on the other hand, presents a new complex method to enhance availability, reliability,
and energy efficiency of the physical infrastructure based on the monitoring of the physical infrastructure
with multilayer node event processing. It is suitable for the use in small- and medium-sized data centers,
distance location data centers, and modular data centers, and it makes it easier to implement and add any
new components. It is also less time and resource consuming and offers a detailed view of the system
components. This paper, therefore, proposes a new, complex way regarding how to design event
processing especially in energy management, along with its implementation and embedment into the
control system of the IT data center infrastructure. An important factor is the impact on the system
maintainability and energy efficiency, which are improved as a result of a faster problem identification
and reduced mean time for repairs.

3. Monitoring and Event Processing

3.1. Event Monitoring

Event monitoring enhances effectiveness, reduces costs, and helps to maintain the highest level
of reliability, availability, and energy efficiency. Altogether, they represent the highest data center
priorities. The task of monitoring includes technological component as well as device monitoring and
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controlling, energy controlling, alarm and event messaging, data display, and sending reports with
data to higher central control components. Data from various technological parts and components
is acquired with distributed acquisition modules and controllers. Controllers are connected to the
network, where they provide acquired data for the central monitoring level servers.

Cause of errors can be technical resulting from power disturbance, communication system loss,
security systems errors, disturbance of energy supply, cooling water supply, fuel supply, natural causes
(earthquakes, flood, and fire), vandalism, and human factors. In modern data centers, which have a
total dependency on the functionality of the technical infrastructure, reaction and action in case of a
failure of any essential part of the system has a great impact on the system availability. For example,
redundancy is provided, but is reduced with the failure event of a component in one redundancy path.
Therefore, the identification of a failure and problem must be accurate and on time. When studying
possible effects of a failure in the technical infrastructure, it is a fact that some IT equipment errors
do not affect the user experience. However, when the technical infrastructure fails, it has an effect
on the user experience. All IT infrastructure relies on the technical infrastructure. The need for new
approaches for the event processing in data center design is increasing because of the:

• Growing data center complexity,
• Increased number of energy supplies and cooling systems,
• Influence and impact of the technical infrastructure on IT service which must be minimized,
• Correlation among the physical infrastructure and IT infrastructure events,
• High IT service standards,
• Event processing and alarming in one application,
• Event/alarm messaging and failure reduction, and
• Limited data center access.

3.2. Event Processing

Event processing consists of multiple processes and procedures. The purpose is to reduce the data
center administrators’ response time and to give the maintenance useful information with accurate
event and alarm data. Currently, there is a problem regarding how to identify where and on which
component to react when the time to repair is running [16]. In control and management design,
there has to be an option for the redundant power supply of the controller modules such that the
device power supply is independent of the power supply of the event data acquisition. Processing of
events and alarms is demanding because the system availability value must remain in the required
boundaries. Information on the events and alarm management must be accurate and timely in
order to proceed with the intervention measures and maintenance. During the data center operation,
a number of events take place and we have to differentiate the events from the actual alarms [16].
Some events have other events as a consequence in a chain reaction. To remove all the consequences
successfully, the cause of the problem has to be found based on a cause–effect philosophy [17]. In case
of a component failure, all corrective actions have to be performed in order to establish the previous
process availability state within the demanded period of time.

Alarms are a part of the complex event processing and are important for the maintainability
process. Every event can have consequences in another connected part of the system. As a result,
a large number of alarms can be triggered. This can lead to the confusion of the administrators about
the real data center status [18]. In general, there is a difference between an event, an error, and a
failure. One error or failure can have a chain reaction in a series of events also in other system layers.
For the events with an alarm, the root cause needs to be found and identified [19]. Other system layers
can also operate independently, but since they are all a part of a complex data center infrastructure
system, they must operate and function together as one system. The success of the data processing
methodology is based on the knowledge of the system.
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In system operative mode, there is no available time to perform a root cause analysis manually
and to determine the percentage of a possibility that a processed event is actually the root cause of
a failure. On the other hand, for this manual approach, expert knowledge is always needed [20].
The MNEP method is an automated event processing method with alarm management that runs
parallel with the data center process and analyses the acquired data and information. In information
data centers, a high level of system availability is demanded [21]. Balance must be achieved between
the system availability demands and energy efficiency, on the one hand, and the costs of the design
and later the costs of maintenance, on the other. For several years now, the tier classification
(Table 1) by the Uptime Institute has been a widely known and used classification of the data center’s
availability [22]. Table 1 shows the tier classification to describe and differentiate facilities according
to the availability level, and presents four stages of demands that need to be considered [23–25].
The development of the tier standards brought ANSI/TIA-942—Telecommunications Infrastructure
Standard for Data Centers, issued by the Telecommunications Industry Association (TIA), which finally
led to issuing a series of EN 50600 standards “Information technology-data center facilities and
infrastructures” [26]. In this series of standards, fundamental topics, such as building construction,
power distribution, air conditioning, security systems, or the fields of management and operation,
are covered comprehensively. In Table 1, the tier I data center has non-redundant capacity components
and single non-redundant path distribution paths serving the site’s computer equipment. The data
center has computer room cooling and power distribution, but it may or may not have a UPS or and
engine generator. The data center must be shut down for annual predictive maintenance and repair
work. Corrective maintenance may require additional shutdowns. Operation errors or spontaneous
failures of infrastructure components will cause a data center disruption. As an example, a tier I
data center may be suitable for small businesses where IT is intended for internal business processes.
The tier II data center has redundant capacity components and single non-redundant distribution paths
serving the site’s computer equipment. They have UPS and engine generators, but their capacity design
is need plus one (N + 1), with a single power path. Maintenance of the critical power path and other
parts of the site infrastructure will require a shutdown of computer processes. As an example, a tier
II data center may be appropriate for internet-based companies without serious financial penalties
for quality of service commitments. The tier III data center is concurrently maintainable and has
redundant capacity components and multiple distribution paths serving the site’s computer equipment.
Generally, only one distribution path serves the computer equipment at any time. This topology allows
for any planned site infrastructure activity without disruption the computer systems operation in any
way. An example of a tier III application would include companies that span multiple time zones or
whose information technology resources support automated business process. The tier IV data center
is fault tolerant and has redundant capacity systems and multiple distribution paths simultaneously
serving the site’s computer equipment. All IT equipment is dual-powered and installed properly to
be compatible with the topology of the site’s architecture. Fault-tolerant functionality also provides
the ability of the site infrastructure to sustain at least one worst-case unplanned failure or event with
impact to the critical load. This typically includes a system + system topology. Examples of a tier
IV requirement include companies who have extremely high-availability requirements for ongoing
business such as e-commerce, market transactions, or financial settlement processes. Table 1 displays
the tier classification different mean time to repair (MTTR), which are shortest at Tier IV and have an
availability of 99.991% [27,28].

With operational availability Ao (Equation (1)) (Table 1), a system with a realistic support environment,
which consists of all maintenance actions, can be described [29]. Ao is a function of the mean time between
maintenance (MTBM) and mean downtime (MDT). Therefore, operational availability is a function of
the maintenance policy and logistics. With the measured data, the value for the whole system or just
some component or a device within the system can be calculated:

Ao =
MTBM

(MTBM + MDT)
(1)
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MTBM =
Uptime

No. o f Maintenance
(2)

Table 1. Tier classification [23].

Tier I Tier II Tier III Tier IV

Number of supply paths 1 1 1 Active
1 Passive 2 Active

Redundancy (N corresponds
to number of supply paths) N N + 1 N + 1 2 (N + 1)

Simultaneously maintenance
enabled no no yes yes

Critical errors’ tolerance no no no yes

Availability A0 (%) 99.671 99.749 99.982 99.991

Number of events (Downtime) 1–2 over 4 h/1 year 2 over 4 h/2 year 2 over 4 h/5 years 1 over 4 h/5 years

MTTR in hours/year 28 22 1.6 0.4

The mean time to repair starts with the actual alarm/event occurrence and consists of the fault
detection time (FDT) and repair time (RT) [30]:

MTTR = FDT + RT (3)

To calculate the FDT, we have to sum up the data acquisition time (Tda), the application-processing
time (Tap), and the error identification time (Tei):

FDT = Tda + Tap + Tei (4)

The application-processing time (Tap) is the time needed to process the node tree application
with the database query time (Tapp) and maintenance planning time (Tmp) based on history
data [31]. Time to process the alarm events (Tapp) with this MNEP method mostly depends on the
performance of the hardware used in the processing procedure (Tos—operating system application time,
Tserver—main server response time, TDBMS—database management system time, and TNetwork—network
response time).

Tap = Tapp + Tmp (5)

The recovery time (RT) is described as a sum of maintenance response time (Tre) and the actual
time to repair (Trp) the affected item [32].

RT = Tre + Trp (6)

4. Experimental Results

4.1. Block Diagram of Data Center Technical Infrastructure

Figure 1 illustrates the data processing flow in the data center technical infrastructure. Data is
captured to a programmable logic controller (PLC) over various data acquisition interfaces (such as
serial, Ethernet, and analog and digital interfaces) and saved to a database.

The device status is acquired from the various sensors. HaA and HaB stand for the cooling chillers,
StsA and StsB are static transfer switches, UpsA and UpsB are uninterruptible power supply systems,
and ThA and ThB are cooling devices. Ra–A and Ra–B represent the power enclosures for the cooling
device power supply and Ps–CB is an enclosure with the power switches and circuit breakers for the IT
system equipment. Later on, all acquired data is presented on a synoptic console with an adequate user
interface. The starting point in the physical infrastructure design is to build block diagrams for all data
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center infrastructure layers. A heuristic expert approach to design a constructive and accurate diagram
is needed. Based on the process fundamentals, block diagrams are designed for the following layers:

• Power supply,
• Technical cooling,
• Technical security, and
• Control and management

Other layers can be added depending on the construction and demands of the data center (DC)
power supplies. The most important base layer is the power supply layer.

Energies 2018, 11, x FOR PEER REVIEW  7 of 17 

 

 
Figure 1. Data center infrastructure. 

4.2. System Node Tree Model for Experimental Power Supply Block 

From the data center technical infrastructure block diagram (Figure 1), all components and 
devices, from which data is acquired, are transformed into nodes (Figure 2a). Figure 2a,b illustrates 
an experimental block diagram (just a part of it) of the static transfer switch, which has a task to 
transfer the power supply from one UPS to another one in case of an error or failure of the first UPS. 
In the experimental power supply block (Figure 2b), the node tree diagram (Figure 2a) shows the two 
root nodes representing two redundancy paths [33,34]. Devices named -S1 to -S5 represent power 
switches, STS–A (Figure 2b) is a static transfer switch, -Q1 to -Q4 are circuit breakers, and -F1 is a 
fuse. To these nodes, events and alarm trends are linked in a software procedure. The node tree is used 
to show cause and effect relations more precisely and transparently. With this approach, the data model 
is easier to implement. A tree graph theory was used based on the fact that the tree is a type of an 
undirected graph in which any two nodes are connected by exactly one path [33]. The node tree 
remains flexible to handle items with a mixture of real-valued and categorical features. It is proposed 
that the data is acquired from all components. Once constructed, new nodes can be easily added and 
classified. It replicates the course of events, and as such, remains robust, with the assumption that the 
input data is correct. Sophisticated tree models implemented using custom software applications can 
use historic data to apply a statistical analysis and make predictions regarding the probability of 
events. Internode is a node with information such as connections and interrelations and is used 
anywhere where there is more than one linear path. It is marked as a red small node in Figure 2a. 

Figure 1. Data center infrastructure.

4.2. System Node Tree Model for Experimental Power Supply Block

From the data center technical infrastructure block diagram (Figure 1), all components and
devices, from which data is acquired, are transformed into nodes (Figure 2a). Figure 2a,b illustrates an
experimental block diagram (just a part of it) of the static transfer switch, which has a task to transfer
the power supply from one UPS to another one in case of an error or failure of the first UPS. In the
experimental power supply block (Figure 2b), the node tree diagram (Figure 2a) shows the two root
nodes representing two redundancy paths [33,34]. Devices named -S1 to -S5 represent power switches,
STS–A (Figure 2b) is a static transfer switch, -Q1 to -Q4 are circuit breakers, and -F1 is a fuse. To these
nodes, events and alarm trends are linked in a software procedure. The node tree is used to show cause
and effect relations more precisely and transparently. With this approach, the data model is easier to
implement. A tree graph theory was used based on the fact that the tree is a type of an undirected
graph in which any two nodes are connected by exactly one path [33]. The node tree remains flexible
to handle items with a mixture of real-valued and categorical features. It is proposed that the data
is acquired from all components. Once constructed, new nodes can be easily added and classified.
It replicates the course of events, and as such, remains robust, with the assumption that the input
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data is correct. Sophisticated tree models implemented using custom software applications can use
historic data to apply a statistical analysis and make predictions regarding the probability of events.
Internode is a node with information such as connections and interrelations and is used anywhere
where there is more than one linear path. It is marked as a red small node in Figure 2a.
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A child is a node connected directly to another node. A parent is a converse notion of the child.
Siblings are nodes with the same parent. Since redundancy paths are required, some nodes can have
multiple parents. A leaf is a node with no children, presented as -Q1 to -Q4. A path is a sequence of
nodes connecting a node with a descendant. The number of connections between the node and the root
defines the level of a node. The height of a node is the number of edges on the longest downward path
between that node and a leaf. The depth of a node is the number of edges from the node to the tree’s
root node. The root node is the node at which algorithms on the tree begin, since as a data structure,
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one can only pass from parents to children. This algorithm will search from the bottom to the top.
All other nodes can be reached by following edges, links, and paths. This approach focuses on the fact
that every node in a tree can be seen as the root node of the subtree rooted at that node. For minimizing
the tree graph, internodes are used to rationalize the diversification of the graph and make it more
transparent where there are multiple nodes with multiple same parents paths. When searching for the
status of the relatives of an event, the priority redundancy path must be checked. During the primary
redundancy path downtime, the secondary path takes over.

4.3. Data Definition for Event Processing

The data model needs to be implemented in a database management system (DBMS) from the
node tree diagram. The first step is to define all nodes and events related to the events and alarm
trends in the procedure. The software normally used for the controller programming is the CODESYS
software language standard. CODESYS was developed and is marketed by the German (Kempten)
software company 3S-Smart Software Solutions. The software tool covers different aspects of industrial
automation technology with one surface.

Figure 3 illustrates a node with its sum of possible entities. Database fundamentals were used
to store the entities and attributes of all the available nodes and events [35]. Links have to be made
between the node and all possible events pointing to the selected node. This also includes definitions
of all parents on all available layers. All parent nodes need entities with a prioritization value as an
impact level and reliability factors. To maintain and increase the availability rate, the following is to
be considered:

• Error tolerance—for example UPS and UPS Bypass in case of internal failure or power overload.
• Redundancy—duplication of vital components of the system (UPS, cooling devices).
• Separation—separation of parts and components of the system to enable fire and water protection.
• Robustness—robust design with modular components.
• Prioritization—focus on important components.
• Simplification—the simplicity of use.
• Automatization—back up power supply and a fire protection system.
• Autonomy—back up power supply time.
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4.4. Filtering and Data Correlation

There are many factors that influence the correctness and validation of data. Due to possible data
loss resulting from an error in data transfer or discontinuation, a data transfer redundancy path has
to be created to reduce the risk of system failure in the design phase. Furthermore, when managing
and acquiring a great amount of data, a data overwrite, data reduplication, missing transfer data,
and many other related events can happen. Because of these possible events, data filtering has to
be done in order to find potential duplicated events and events with missing data in a selected time
interval. Filtering also enables the same type of event, gathered via a different type of interface, to be
marked as the same event.

After the event filtering and deduplication, a correlation step must be performed in order to
search for all related events among alarms. Correlation does not imply causation [35,36], which means
that one alarm event does not necessarily cause another. It can only be assumed, as to the definitions,
that if the events are correlated, that means that a change of one event causes a change in another node.
The correlation factor in this approach is related connectivity. If there are any alarm events that have
the same parents, they are grouped together, so the node path of these events is checked in the root
cause analysis only once. They are all marked with internode as shown in the event tree diagram.
The events in the node tree diagram can also be grouped by the same location.

4.5. Root Cause Analysis (RCA)

Root cause methods and analyses track a problem to its source [37]. This technique is used to
find an answer to a question as to what triggered a specific event. RCA assumes that systems and
events are dependent. An event in one part of the system causes an effect in another part and so
on. With the event tracking back to its source, the source of the problem and its consequences are
identified. Patterns of negative consequences must be researched, hidden flaws in the system identified,
and specific events, which led to the problem, defined. There is a possibility that an RCA reveals more
than one root cause. In theory, RCA is performed heuristically with experts. RCA normally uses a
manual cause and effect diagram, with which answers to why a specific causal factor exists or why it
happens are researched for all possible causes and effects. Suggestions for the corrective actions must
address the causes identified during the analysis process.

The MNEP method starts with the automated RCA on saved data gathered with the correlation
procedure. Query on data starts on a node or a group of nodes with no child. Nodes that have the same
group of parents have the same internode as described in Section 3.2. The procedure checks the parent
state of all nodes in a possible alarm state. If a parent of the observed node is also in an alarm state,
the procedure repeats the loop and checks the state of the next parent until it reaches the parent with no
more error states. When following the parent’s path up the tree diagram, one redundancy path with the
highest parent priority has to be checked as far as there is data available. Later, the parent’s path with
other lower parents’ priority factors are checked. After applying queries to data, possible outcomes as
results of an RCA are:

• Linear path event: root cause is on linear path in a node tree diagram with no other parent in the
error event.

• Redundancy path event: multiple parents with the priority value and all redundancy paths are
checked in order to define actual root cause.

• Isolated event: there are no related nodes with an event error.
• Event on layer 2 and deeper: event on layer 2 can have a root cause on layer 1.
• Missing data link: multiple linear paths are checked with possible root cause node events identified.
• More root causes: alarm prioritization according to node reliability.

In any given system, there are sometimes special events, which lead to special case consequences.
These are special cases, which need to be accordingly formalized, manually defined, and implemented.
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This scenario is often implemented when the DC infrastructure is in operational mode because not all
the events can be predicted in the design phase.

4.6. Experimental Results of the MNEP Methodology

From the described block diagram (Figure 1), relations were presented in the node trees and
accordingly saved to the database. Experimental data was taken from the previously saved events of a
random data center, which occurred over some longer period of time. Since data centers are designed
to avoid alarms and errors, and it takes a longer time for the data center management control to detect
an alarm event. All equipment and devices must comply with high reliability standards.

For the first experiment, the power supply downtime of the data center was simulated. All nodes
had an event with alarms. Testing data was manually inserted in the database in Figure 4 events.
The main root cause was inserted as a diesel generator breakdown due to a filter error. Figure 4
presents the numbers of alarms divided on components of the layer 1—power supply. For more
transparent presentation, nodes with alarm events were grouped into parts related to the same device
or power supply enclosures and devices. For example, components labelled “+DA” refer to the diesel
electrical generator set. The power supply enclosure of the system cabinets is labelled with “+RS–AB”.
The power distribution unit is marked as “+PDU,” and it is the power supply in each IT cabinet.
Label “+UPSA,” for example, represents UPS A with all components related to it. The steps in the
procedure marked with colors were applied to the database systematically, as shown in Figure 4. In the
test data, the events and/or alarms that caused the data center downtime were taken into account.
From the number of events it was calculated that the number of saved alarms was reduced to 92.41%,
which means that the mean number of all alarms reduced by 7.59%.
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After data filtering, a correlation procedure was applied in order to receive the related alarm
events and to group the related events with the same group of parents. Following the connection of
related events with internodes, the correlation gave results for an individual part of the system as
shown in Figure 4 in the line “Correlation”. Figure 4 shows that the number of alarm events decreased
by 56.84%. For example, in enclosures +RS–AB 1, 2, and 3, which all have directly connected users
with power switches, but they all have same parent internode, they have the same group of power
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supply possibilities (UPSA and UPSB). Alarm events of this enclosure were grouped and therefore
reduced to the same internode.

The RCA query procedure (Figure 2a) started with a node with no child. In case an internode
existed as a parent of a node, all other children from the internodes were ignored. More root causes
were identified due to the special rules saved with node entities (Figure 3). A backward chaining
method was used to find the root cause from the group of related events. Therefore, as a result of the
RCA, we had alarm events for:

• The diesel generator, which is also main root cause and one redundancy option power supply.
• RS–A and RS–B, which have the same power supply source, which is the main network

power supply.
• UPSA and UPSB, which are identified as a root cause because of redundancy options and need to

be maintained and checked.

The third experiment was done on data saved in the history database for the messages, which were
sent to the administrators. These messages contained all the information regarding events that occurred
in the history. Figure 5 illustrates the sum of all events sent to corresponding administrators and
maintenance with comparison to composed new messages based on the MNEP method. With this
method applied to the saved data, the number of events as seen in Figure 5 was reduced. The event data
that was saved in the history table was compared with the currently detected root causes. The graph
shows that with the increasing number of alarms (events), detected real alarms increased as well when
using the MNEP method. During the event collection period, no data center downtime occurred.
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The fourth experiment was to compare the time factors, which contribute to the maintenance
process. Time is always a factor that affects the effectiveness and availability parameters when
overlooking the system in operational mode. Figure 6 presents the time parameters that were important
for the observation. MTBF is the time with no error events.

Mean time to repair (MTTR) starts with an error event, which is also the fault detection time and
ends with the identification of the error. The recovery time starts with the repair and maintenance
actions and ends with the system’s full availability again.

In Table 2, the comparison of the mean times calculated from data saved in the history database
with the times measured using the new approach is presented for the similar events. The results in
Table 2 demonstrate the reduced time for the event identification and recovery time when using the
MNEP method. The other difference is the maintenance planning time, which was decreased because
of the exact and accurate root cause identification.
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Table 2. Comparison of time parameters.

Current Approach New Approach

Data acquisition time (seconds) 0.03 0.03
Application processing time (seconds) 0.5 0.5

Event identification time (seconds) 300 0.5
Maintenance planning time (seconds) 5450 2230

Recovery time (seconds) 9630 5830
MTBM (hours) 5149 4730
MDT (hours) 17 3

Tier I Tier III

Ao (%) 99.671 99.982

When comparing parameter Ao (Equation (1)) in Table 2 without and with the use of the new event
processing system, we can compare the MTBM and MDT data in hours. From the database time history,
the factors were taken for one particular downtime of one specific component whose MTBM = 5149 h
and MDT improved from 17 h to 3 h. The calculations show that operational availability Ao without
the use of this method was 99.671% (tier I). When using the MNEP method Ao improved, achieving the
value of 99.936% (tier III). From the results it can be concluded that MDT was greatly reduced based
on the MNEP method. With the lower value of MDT, the data center availability could reach 99.991%
(tier IV) as proposed in the tier classification of the data center in Section 3.2.

5. Discussion

The experimental results of MNEP method (Figures 2–5), provide more precise information on the
node presenting root cause. From a large number of nodes with events, the number was reduced to a
minimum by identifying the main root cause. With that root cause, all the possible consequences were
displayed and enabled the user to browse through them and arrange them as needed. With the number
of alarm events, the ratio between results, before using the MNEP approach and after, increased.

Data center energy efficiency has attained a key importance in recent years due to its (i) high
economic, (ii) environmental, and (iii) performance impact. First, data centers have high economic
impact due to multiple reasons. The cooling infrastructure consumes a major portion of the data
center energy followed by servers and storage, and other infrastructure elements. A typical data
center may consume as much energy as 25,000 households. Data center spaces may consume up
to 100 to 200 times as much electricity as a standard office space. A general approach to manage
data center energy consumption consists of four main steps: feature extraction, model construction,
model validation, and application of the model to a task such as prediction [38]. Opposite of this,
the MNEP method simultaneously provides more precise information about the energy consumption
because the working parameters of each IT component are also included in the multilayer node event
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processing. Second, data center energy usage creates a number of environmental problems [39,40].
A recent study done by Van Heddeghem et al. [41] has found that data centers worldwide consumed
270 TWh of energy in 2014 and this consumption had a compound annual growth rate (CAGR) of 4.4%
from 2007 to 2014. Due to these reasons, data center energy efficiency is now considered a chief concern
for data center operators, ahead of the traditional considerations of availability and security [38].
The MNEP method provides more information from layer 1 (power supplies, cooling systems, etc.)
regarding how to decrease the energy consumption growth rate in data centers. Finally, even when
running in an idle mode, servers consume a significant amount of energy. Large savings can be made
by turning off these servers. This and other measures, such as workload consolidation, need to be
taken to reduce data center electricity usage. At the same time, these power saving techniques reduce
system performance, pointing to a complex balance between energy savings and high performance.
MNEP raises the energy efficiency of data centers because apart from the economic, environmental,
and performance impacts, it also shortens MTTR, reducing in this way the cost of repair and raising the
availability class. For example, computer room air conditioning (CRAC) units, which are a part of the
cooling infrastructure, receive power through UPSs to maintain consistent cooling even during possible
power failure. A swift data center failure identification is vital to the provision of the high-quality
service. This is guaranteed by high availability and justifies higher service cost charged to the users.

When overlooking and comparing the time parameters in Table 2, the results show that with the
new time to plan maintenance reduces because the maintenance has possible root causes presented
on the user interface. Without the use of a new alarm event processing, system administrators had
to rely on their system knowledge and search through all alarm events reported. With the help of
results using the MNEP method, administrators and maintenance personnel can plan corrective actions
more effectively and have a clearer overview on the systems components. The time needed for the
application to process is negligible in comparison to the time needed for the maintenance plan.

The main advantage of the MNEP method is the reduction of MTTR based on a faster and more
accurate cause identification. This method is also robust and modular since any new components can
be easily added with minor procedure modifications (new parent–node links). With all acquired data
of the selected event, a unique data source on reliability and availability status of the components in
the data center physical infrastructure is obtained. Furthermore, these results can improve standards
for the efficient energy management, maintenance actions, and replacing, changing, and adding
components of the system. The disadvantage of this method is that most of the work is done in the
design phase in order to maintain a higher level of availability. This method allows power supply
addition, removal, and replacement, but the foundation should be designed during the data center
infrastructure design phase. Any additional steps to increase availability in the operating phase
requires higher costs in the life cycle of the process with minimal impact on availability. On the other
hand, this processing system can be implemented later in the operating phase, whereby all relations
between devices and equipment need to be identified and researched in detail as well.

The most critical activities of the MNEP method are addressed to design a software and sensor
system in which all nodes (all components) need to be identified for the monitoring of all possible
parameters that are crucial to the efficient data center operation. There are some limitations of the
MNEP method. Humidity, for instance, can put the reliability of the IT computing equipment at risk.
Very high humidity can cause water vapor to condense on the equipment, while very low humidity can
cause electrostatic discharges. The primary purpose of the data center thermal management is to keep
the temperatures in the room space and racks lower than the upper limits required in the standard with
the lowest energy consumption [42]. The temperature for the A1 class should be in the range between
15 ◦C and 32 ◦C and the relative humidity between 20% and 80% [43]. Additionally, the evaluation
metrics plays an important role in the thermal performance description. Several metrics have been
introduced, such as the well-known power usage effectiveness (PUE), which shows the total energy
consumed in a data center per unit of energy consumed by the IT load. However, to provide additional
information that is not included in the meaning of the PUE, some other metrics, like the carbon usage
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effectiveness (CUE), the green energy coefficient (GEC), or the energy reuse factor (ERF) are considered
relevant and give an idea about the introduction of renewable energy or the reuse of waste heat in data
centers [44–46]. The overall performance metrics have also been conducted in References [44,46,47],
in which the energy and cooling efficiency of a small data center was evaluated with 25 parameters
over a period of six weeks of real-time monitoring. A wireless sensor network was established for the
operational data center cooling system, and the measured data was compared using the supply heat
index (SHI), rack heat index (RHI), rack cooling index (RCI), rack temperature index (RTI), and PUE.
It was found that the server racks were overcooled for over 25% when the SHI and RHI were 16% and
74%, respectively. It demonstrated the potential for improving thermal improvement by lowering the
cooling load. It was suggested that the thermal performance should be evaluated with metrics for
the data center level and server rack level simultaneously such that the overall performance of data
center cooling system could be indicated more accurately. This goal can be reached with the MNEP
method [43–47].

In general, the MNEP method brings the following benefits: increased probability, frequency,
and consistency of good decision-making for the corrective actions performed, and better energy
performance monitoring. This method also enhances the utilization of most of the available data. It also
permits objectivity by weighing evidence of alarm events reported without regard to the users’ personal
reactions. Furthermore, dynamics is available through the modularity of the processing structure.
The results encourage deeper investigation and research on critical events. The MNEP method does
not guarantee the improvement of data centers’ energy efficiency [48] when all components are not
included in the method. With the system upgrade, we can search through the history data for reports
on a particular part of the system or device to check the reliability, availability, and energy efficiency of
a particular manufacturer and include it in future decisions when purchasing the new equipment.

6. Conclusions

This article presents an overview of a MNEP method for the data center physical infrastructure
monitoring and event management using the node tree diagram approach for enhanced data
availability. The concept of event processing design and implementation was discussed and used as
an advice guide to achieve an energy-efficient required availability level. The results show that all
the described steps of this method contributed to the minimization of the events (alarms), since all
produced events could have consequences on other related events.

The MNEP method also produced benefits such as identification of potential opportunities
to reduce energy and the use standardized actions for addition and replacement of the equipment.
It provided administrators with a wider overview of the current data center infrastructure’s operational
state, which additionally contributed to the increased data center energy efficiency and availability.
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