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Abstract: Considering the effect of the utility harmonic impedance variations on harmonic
responsibility, a method based on piecewise bound constrained optimization is proposed in this
paper to evaluate the load harmonic responsibilities. The wavelet packet transform is employed to
determine the change times of the utility harmonic impedances. The harmonic monitoring data is
divided into several segments where the utility harmonic impedances are considered as constants.
Then, the problem of harmonic responsibility assessment under utility harmonic impedance changes
are settled by the piecewise bound constrained optimization model. Furthermore, the interior point,
the sequential quadratic programming and the active set algorithm are respectively adopted to
calculate all the instantaneous harmonic responsibilities of harmonic loads. Finally, the weighted
summation is used to calculate the total harmonic responsibility. To demonstrate the validity,
simulation tests are carried out on an experimental circuit and the IEEE 13-bus distribution system.

Keywords: harmonic responsibilities assessment; utility harmonic impedance changes; wavelet
packet transform; piecewise approach; bound constrained optimization

1. Introduction

With the development of smart grids, increasing numbers of power electronic devices have
been connected to distribution networks, which inject a large amount of harmonics [1-5]. Various
electrical power equipment and electronic products have a strong sensitivity to the harmonics in the
distribution network, making harmonic elimination of great importance [6]. To address the problem of
harmonic pollution, appropriate punishment scheme should be executed according to the harmonic
limits recommended by the IEEE or IEC standards. To ensure its implementation, it is necessary
to quantitatively evaluate the harmonic responsibility of the major harmonic loads at the point of
common coupling (PCC) in distribution networks [7-9].

In traditional methods, the key of harmonic responsibility evaluation is to determine the utility
harmonic impedance. These works can be mainly classified as fluctuation quantity methods [10,11], linear
regression methods [12-14] and independent component analysis (ICA) [15,16] methods. Fluctuation
quantity methods rely on the fluctuation quantity proportion of harmonic voltage to current for
calculating the harmonic impedance. The various regression analysis methods, such as the complex
linear least squares [12], non-parametric regression [13] and multiple linear regression [14] methods,
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formulate an equation and solve the regression coefficient so as to get the utility harmonic impedance.
The complex ICA [15] and FastICA [16] are usually used to estimate the utility harmonic impedance
when the utility harmonic variations are neglected. Meanwhile, most of the above methods are
based upon the supposition that the utility harmonic are invariant. In a real power grid, the utility
harmonic voltage fluctuates due to the load fluctuation. The utility harmonic voltage has a certain
influence on the amplitude as well as angle of the harmonic current which affects the harmonic
voltage [17,18]. Under certain condition, the harmonic voltage and current all fluctuate simultaneously.
The methods above cannot reflect the variation of harmonic voltage and current while the influence
of utility harmonic voltage fluctuation is considered in [19-21]. In the previous study of the authors,
an adaptive assessment approach [19] for harmonic responsibility under utility harmonic voltage
variation was proposed. It has been proved that the utility harmonic voltage can be segmented by
hierarchical K-means clustering under the condition of the same utility harmonic impedance. Then,
regression methods can be effectively used to calculate the harmonic responsibilities. In the study
of utility harmonic voltage fluctuation, the utility harmonic impedance is supposed to be invariant,
but the switching of the equipment [22], changes in the reactive power compensation, the state of the
distributed generators and the adjustment of the interruptible loads [23] can all result in variations
in utility harmonic impedance. Under such an unrealistic assumption, a series of errors may be
introduced in the assessment results. Therefore, it is of great significance to evaluate the harmonic
responsibility in the presence of utility harmonic impedance changes.

Based on the analysis above, and considering the utility harmonic impedance changes, this
paper firstly adopts the wavelet packet transform to detect the change points of the utility harmonic
impedance. Then, the harmonic measurement data are segmented. Besides, in order to more
accurately evaluate harmonic responsibility, the piecewise bound constrained optimization model and
nonlinear optimization method are used to calculate the responsibility of each segment. Finally, the
total harmonic responsibility of each harmonic load is obtained based on the data segment length.
Section 2 describes the basic principles and conventional method of harmonic responsibility assessment.
In Section 3, determination method of the change times of utility harmonic impedance is formulated.
Section 4 introduces the piecewise bound constrained optimization method for harmonic responsibility
assessment. The process of the novel method for harmonic responsibility assessment, numerical
experiments and conclusion are provided in Sections 5-7, respectively.

2. Basic Principle and Conventional Method of Harmonic Responsibility Assessment

The Norton equivalent circuits can be applied for harmonic modelling of utility and loads [19,24].
Figure 1a shows a typical distribution system with two major harmonic loads, where & stands for the

harmonic order; Z! and I, are the equivalent harmonic impedance and injected current at the utility
-h
side, respectively, while Z,’z and I} (k = 1,2) are the equivalent harmonic impedance and injected

.h - h -h
current of each nonlinear load; I (k = 1,2) is the branch harmonic current; V.. and I, are the h-th
harmonic voltage and current at the PCC, respectively.
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Figure 1. A typical distribution system with two major harmonic loads and its harmonic voltage
phasors: (a) The Norton equivalent circuit; (b) Phasor diagram of the /-th harmonic voltages.
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According to the superposition principle, the h-th harmonic voltage at the PCC is:
- h - h - h - h noh oot - h
Vpcc = Vpcc,l + Vpcc,Z + Vpcc,O = chc,l Iy + chc,21b2 + Vpcc,O @

- h - h
where dots represent the phasors of the voltages or currents, V.. ; and V.., denote the harmonic
voltage at harmonic load 1 and 2 at the PCC, respectively; ZZ o1 and ZZ cc,2 are the equivalent harmonic

impedance but harmonic load 1 or 2, respectively; Vch,O is the harmonic voltage from the utility at the
PCC, also known as the utility harmonic voltage. The phasor diagram of the h-th harmonic voltages is
shown in Figure 1b.

The harmonic responsibility of harmonic load i (i = 1, 2) at the PCC can be calculated as:

. h h -h
VpCC,i ’chcri Ibl

peci = 7377 €08 Bi x 100% = —T T Cos Bi x 100% (2)
‘Vpcc Vpcc

where B; is the phase angle between Vﬁcc’i and ng'

Linear regression is a common assessment method for harmonic responsibilities [12,13], which is
based on monitoring the harmonic voltage and current at the PCC.

The normalized h-th harmonic voltage and current at the PCC are related by:

- h

-h
Vpcc

= K|Ipee

+B (©)]

Figure 1 indicates the harmonic voltage at the PCC is:

- h - h -h -h
_ h h
’Vpcc - ‘Vpcc,O + ‘chc,l‘ Iy | cos :81 + ‘chc,z Iyp| cos .32 4
- h h h - h
Let V.0 = ao, chc,l cos 1 = «q, and ‘chc,Z cos By = ap then |V .| can be expressed as:
. h .h -h
Vpee| = a0 + | Ipy| + a2 |Ipp ®)
P

It can be seen from Equations (3)—(5) that in the application of linear regression methods, the
harmonic data should meet that the change of the utility harmonic voltage cannot influence the change
of the harmonic current. Furthermore, if either the harmonic voltage, current or impedance changes,
the accuracy of the regression analysis will be affected. Therefore, the variations of utility harmonics
are the main error sources when the regression methods are employed.

3. Determination of the Change Time of Utility Harmonic Impedance Using Wavelet
Packet Transform

In the distribution system, the changes of the operation mode, load or reactive compensation
can all lead to changes of the utility harmonic impedance. To accurately calculate the harmonic
responsibility, harmonic monitoring data must be properly segmented according to the identified
utility harmonic impedance. In this article, the roughly estimates of utility harmonic impedance are
used to segment the data.

Due to the complexity of the actual distribution system and the existence of transient processes,
the actual utility harmonic impedance changes in a gradual manner. Therefore, it is necessary to choose
an effective method to adaptively detect the change. In view of the good performance of wavelet
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package transform in signal singularity detection, this paper employs the wavelet package transform
to detect the change points of the utility harmonic impedance.

In wavelet packet transform, the input signal can be decomposed into low frequency and
high frequency components level by level to represent the approximations and details of signal
respectively [25]. Figure 2 shows a wavelet packet transform tree with three decomposition levels.
The wavelet packet coefficients at each level can be obtained by:

D¥'(1) = £G(w)D}, (2~ w)

6

D2H1(t) = ¥ H(w)DY, (2t — ) (©)
w

where G and H represent a low-pass filter and a high-pass filter, respectively; ¢ is the sampling point; w

is the displacement factor; D]’»ﬂl represents the component at the level j — 1, DJZ” and D]Z”H represent

the low frequency and high frequency components at the level j, respectively.

Input signal
Level 0: j=0 DLt
® ®
Level 1: j=1 D) (¢) Di(t)
‘ G(w) ‘ ‘H(w) ‘ ‘ G(w) ‘ ‘H((u) ‘
Level 2: j=2 D} (1) D (1) Di(1) D3 (1)

| ! | |

N R
[G(o) |[H ()| |G@)| H(w)||Gw)|[Hw)]|Gw)][H @)

Level 3: j=3  D/() Di(t) D;i(n) Di() Di(t) Di(t) D{(r) Dj(r)
Figure 2. Wavelet packet decomposition tree with three decomposition levels.

The main idea of identifying the variation of utility harmonic impedance using wavelet packet
transform is described in the following paragraphs. Since the boundary of the utility harmonic
impedance change is not obvious, this paper transforms the identification of change point into the
identification of change time window by adding windows, in order to reduce the identification error.
The window length is denoted by L. According to Equation (3), if the values of the load harmonic
impedances and injected harmonic currents can be considered as constants, the slope of the fitting
curve is then a rough estimate of the utility harmonic impedance, and the slopes are approximately
equal in this period. If mutation exists in the utility harmonic impedance, the slope of the fitting curve
will change sharply compared with the adjacent window.

With regard to small samples, the window length L = 3 can be used to carry out the regression
analysis. In the harmonic responsibility assessment, the data points in the time window, which
correspond to the mutational utility harmonic impedance, are deleted. The sampling data points in the
segments on both sides of the deleted time window can be considered as the data points under the
same utility harmonic impedance.

For large samples, a long window length, such as L = 30, should be used to carry out the regression
analysis, and the utility harmonic impedance change time can be directly determined through the
wavelet packet decomposition curve.
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Since high frequency components can reflect the mutational point of the signal, the high frequency
band D{, D3 and D} and obtained by wavelet packet transform are used. Set the threshold value
T = 0/2In(M), where M is the sampling number, ¢ is the standard deviation of the high frequency

M
band signal, ¢ = /4 & (Swp(i) — w)?, Swp represents the wavelet packet coefficients of a high
i=1

frequency band and its mean is y. The value below the threshold T is considered to be noise, and the
value above T that is the mutation of the signal. Set A, B, and C as the sampling point sets of the change
time window in the high frequency band D}, D3 and Dj, respectively. According to the importance of
the three high frequency components, in this article, the change time window of the utility harmonic
impedance determined by:

M=AU(BNC) (7)

4. The Piecewise Bound Constrained Optimization Model of Harmonic Responsibility
Assessment and Its Solution Algorithms

In order to accurately calculate the single sampling point harmonic responsibility and the total
harmonic responsibility of harmonic loads, upon the segmentation of the harmonic monitoring data,
the harmonic responsibility is then assessed by the piecewise bound constrained optimization in this
paper. According to the law of cosines [26], for the triangle XYZ:

22 = x* + y? — 2xycos ¢ 8)
where ¢ represents the angle contained between sides of lengths x and y and opposite the side of
length z.

For Figure 1b, the following equations can be obtained for each measurement at time t;:

2 2 2

- h - h - h - h - h
‘Vpcc(ti> = Vpcc,lZ(ti) + ‘Vpcc,o - Z‘Vpcc,lZ(ti) ‘Vpcc,o cos 6
, ©)
h NI 2 IR 2 L . L .
Viee12(ti)| = ‘chc,l ‘Ibl(ti) + ’chc,z ’Ibz(ti)‘ *Z‘chcﬂ ‘Ibl(ti) ‘chc,z ‘IbZ(ti) cos 0
. .. h -
For simplicity, let |V . 12(t)| = 70, Zch,l =7, Zch,z = Y2, cos6] = 73, ‘Vpcc,O‘ = 74, and

cos 0 = vs. In order to estimate the independent variables y = [y1, Y2, 73, 74, ¥5), the absolute value
of square error can be used as the objective function. The bound constrained optimization model is
established as:

TIl. 2 h 2
minf (1, 72,73, 74, 75) = Zl Vpee (11,7273, 78, 5, £) | — |V pec (i)
iz
Tl . n 2 2 h h h 2
= .21 Vpcc,lz(ti) + Vpcc,O(ti) -2 Vpcc,lZ(ti) Vpcc,()(ti) cos b — Vpcc( i)
iz
Tl2y .2 S ?
= L 176+ 75— 2707175 — Vpee(t) (10)
iz
st. y1>0
Y2 >0
-1<713<1
724 >0

“1<95<1



Energies 2017, 10, 936 6 of 20

2
— A2
=M

2
+73

2

—2m v3; T is the number of

0 g
Iy () Lo (t;) Ibl( i) Ibz( i)
N

sample points; Vpcc(’h/ Y2, 73, Y4, ¥5, t;) is the calculated value of harmonic voltage, VPCC( D), I (8)

T2

- h
where r)/é = ‘Vpcc,12(ti)

and I b2( ;) are the measured values of harmonic voltage and currents respectively.
Once the estimated ¢ = [1, 72, 73, 74, 75| is obtained, according to Equation (2), the harmonic
responsibility from two major harmonic loads, for each sampling point at ¢; can be calculated as:

S ? 2 2 2, 2| ? 2|3 ?
Vipee(t)| +75—74 Yotvi e ()| —75| T2 (i)
”pcc,l(ti) = 7 7 272
2 Vpcc(ti)
h 2 g 2 g 2 (11)
Vpee(t)| +75—74 Vo+73 I (8)| =73 [T ()
ealt) = | E o
2 Vpcc(ti)

Assuming that the monitoring data is divided into N segments and each segment
Si(j=1,2,---,N) corresponds to different utility harmonic impedance, the harmonic responsibility
at each segment can be determined by:

T;
S; ! .
I’lp]cc,i = ZVPCC,ZI(Z)/T]‘ (12)
i=1

where Tj(j = 1,2, -, N) is the number of data points in the segment ;.
Total harmonic responsibility can be calculated by:

N S
VPCC/i = Z wjﬂp]cc,i (13)
j=1

N
@ =1 /L1 19

where y p cc,i 1s the harmonic responsibility of segment j; w; is the weight of each segment.

Numerous methods have been developed to flgure out the bound constrained optimization
problem. In this article, the interior-point (IP), the sequential quadratic programming (SQP) and the
active set (AS) algorithm, which are all regarded as effective tools for solving nonlinear optimization
problems, are selected.

A typical constrained programming problem can be expressed as:

minf ()
st. hi(y)=0;
8i(7) <0; (15

Y= (71/72/ to /'YH)T

The interior-point [27] for constrained optimization is mainly used to solve a variety of
approximate optimization problem. For each 17 > 0 the approximate model can be expressed as:

0 ﬂEln( i)

(1) -
h(y) = (16)
g(v) =0

mln fi

S.t.
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where s; denotes the slack variable. As 7 decreases to 0, the minimum of f; approaches to the minimum
of f.

The SQP [28] is a kind of approximate Newton’s method for solving constrained optimization
problems. In each major iteration, the quasi-Newton updating method is firstly used to approach the
Hessian of the Lagrangian function. The result is then employed to solve the QP (17) sub-problem:

minV (1) g+ 14"Hg

st k(%) + Vhi('yk)Tq =0;
gi(7) + Ve g <o;
vy=0r2 )"

(17)

where H € R*" and g = y**1 — 9k, d € R".
For the constrained optimization problem, the following equation can be derived by
Newton’s method:
minV £ ()" Ay + 3A9TV2, L(7,A) Ay
st. (7)) + Vh(y)Tay =0 (18)
g(r) +Vgmay<o

where A is the multiplier; L(7,A) denotes the Lagrangian expression for (17); and V3, L(7,A)
represents the Hessian of the Lagrangian.

The active set [29] solves the constrained optimization problem by determining the constraints
that impact the results. Equation (15) can be rewritten as:

minf(y)
st. Ai(y)=0i=1,---,n, (19)
Al(’)/) So;i:ne+1/"'/n

where A(7) is a n-dimensional vector containing the evaluated values 7.

In the AS algorithm, the solutions of the Karush-Kuhn-Tucker (KKT) equations can be used to
calculate the Lagrange multipliers (L;, i = 1, 2, ..., n). For Equation (19), the KKT equations can be
expressed as:

n

Vi) + Zl LiVAi(v*) =0
i=
LiAi(yv*)=0i=1,---,n,
Li>0i=n.+1,---,n

(20)

Equation (20) demonstrates a cancelling of the gradients between the objective function and the
active constraints at the solution point. Since the cancelling operation only involves active constraints,
the Lagrange multipliers are therefore equal to 0.

5. The Proposed Harmonic Responsibility Assessment Approach

The working process of the proposed method for harmonic responsibility assessment is illustrated
in Figure 3, where ¢, and ¢; represent the calculation error and the termination tolerance. Firstly, the
utility harmonic impedance is roughly calculated by least squares linear regression. Second, the change
time windows of the utility harmonic impedance are identified by the wavelet packet transform.
Then, the harmonic responsibility of each segment is evaluated by the piecewise bound constrained
optimization method. Finally, the total responsibilities of harmonic loads can be obtained by the
weighted summation, based on the point numbers of segments.
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Figure 3. The process of the proposed approach.

6. Numerical Experiments

For the distribution system with two major harmonic loads as shown in Figure 1a, a Norton
equivalent circuit model is established in MATLAB [30]. Taking the fifth harmonic as example, Table 1
presents the setting of parameter values. The harmonic impedance is modelled as the resistance R and
reactance L in series. The system parameters and the injected harmonic currents are set and modified
on the basis of [24]. In order to simulate practical engineering data, stochastic fluctuations are added
to the harmonic data. For harmonic load 1 and 2, the means of the injected harmonic current data are
2.0788 +j0.1356 (A) and 3.8849 — j0.8549 (A) respectively, while the variances are 0.0018 and 0.0061
respectively. For the utility side, the mean of the injected utility harmonic current is 1.0243 — j0.3233 (A).
The variances of all the harmonic impedances are 0.001. A total of 1440 harmonic sampling points of
harmonic voltage and current data are generated. The change time of utility harmonic impedance are
set as 501 and 1001.
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Table 1. Parameter values of the distribution system Norton equivalent circuit.

Parameters Values () The Numbers of Sampling Points
72, = 0.5000 +- j0.7854 500
73 72, = 0.2500 + j0.3927 500
75, =1.0000 + j1.5708 1440
7 15.0000 + j47.1239 1440
z3 9.0000 + j23.5619 1440

For all the measured harmonic data, the least squares are used to carry out linear regression when
the value of significance level is 0.05, and the regression coefficient is:

&g 4.4903
x=| & | =] —01373
&y 0.7400
where &g, &1, & are the estimated values of «g, a1, 2y in Equation (5), that is, Vpcc ~ 4.4903 —

-h -h
0.1373| I, | + 0.7400‘1;,2

The 95% confidence intervals for the coefficient estimations are:

—5.1372 14.1178
Coos = | —3.3517 3.0772
—1.0726  2.5527

The R? statistic, the I statistic and its p value can be calculated as R? =4.44781 x 1074, F = 0.3219
and p = 0.7248, respectively. From the above results, the R? statistic and the F statistic are insignificant,
and p > 0.05. It is indicated that the regression should be rejected, and the harmonic responsibilities
cannot be accurately calculated by the linear regression method under the changes of utility harmonic
impedance. Thus, identifying the change times of the utility harmonic impedances is considered in
this paper. It is solved by the wavelet packet decomposition method.

The wavelet packet decomposition results of the rough estimation of utility harmonic impedance
using the Haar wavelet bases function are shown in Figure 4a,b. In order to select the appropriate
wavelet basis, the Haar wavelet ‘haar (db1)’, Daubechies wavelet ‘db4’, Symlet wavelets ‘sym1” and
‘sym4’, Coiflet wavelet ‘coif4’, and Demy wavelet ‘dmey’ [31] are used respectively to perform analysis
and compared in this paper. The identification results of the change time window of utility harmonic
impedance under different wavelet bases are shown in Table 2. As the sampling window length is
3, the sampling points of utility harmonic impedance changes set preciously (501 and 1001) are all
included in the change time windows determined by wavelet packet transform. It can be seen from
Table 2, the various wavelet basis functions can all deliver good performances in identifying the change
time window;, especially for haar (db1) and sym1 wavelet.

According to the change time window of the utility harmonic impedance [167, 168, 333, 334,
335, 336] determined by wavelet packet transform with haar wavelet, the sampling points (499-504)
and (997-1008) are deleted. Then, the harmonic data are divided into three segments, that is (1-498),
(505-996) and (1009-1440).
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Figure 4. Wavelet packet decomposition curves: (a) Wavelet packet decomposition curves of the utility

harmonic impedance rough estimation values; (b) The three concerned high frequency components.

Table 2. Identification results of the change time windows of utility harmonic impedance under

different wavelet bases.

Wavelet Basis Identified Change Time Window Actual Change Time Window
haar (db1), sym1 167 168 333 334 335 336
db4 166 167 333 334 335 336 337 167
sym4 168 331 332 333 334 335 336 338 334
coif4 167 330 331 333 334 335 336 337 339

dmey 167 331 333 334 335 337
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On the basis of data segmentation, the piecewise bound constrained optimization methods with
three algorithms are used respectively to assess the harmonic responsibility. To accelerate convergence,
the least square is adopted to solve the regression coefficients, which are taken as the initial values of the

load harmonic impedances ‘Zg el ’ and 'ZZ 2 ’ Then, the boundary constraints of the load harmonic

impedances are set as [O, 2‘ Z’;CCJ H and {0, ZIZZCCQH . The initial values for the cosine of phase angle

h h
value are set to be 0. Since |V 9| < |V | in general, the initial values and the boundary constraint

- h
of |Vpeeo and [0, Vpee }, which means the initial value of the independent

h
are set to be 0.5‘ V pee

- h

7h
N 2hes ,0,0.5‘ Ve

. . 4, h
variable is <‘chc,l

, O) , and the boundary constraint values are (0,0, —1,0, —1)

Sh
and (Z’chc,l

7h
’2‘chc,2

- h
,1, ’VPCC ‘ , 1) . The implementation of IP, SQP and AS are based on the ‘fmincon’

function in MATLAB. In order to ensure the fairness of algorithm comparison, the parameter settings
of the three algorithms in Matlab are modified as follows. The maximum number of iterations is 1000,
the maximum number of function evaluations is 5000, the termination tolerance ¢; is 1 x 10710, and
the values of other parameters are the default values of the “fmincon’ function [30].

For each segment, the theoretical harmonic responsibilities and calculated values obtained by the
three algorithms, as well as the means and variances of the relative error between the calculated value
and the theoretical value are presented in Table 3.

Table 3. The harmonic responsibilities obtained by the three algorithms and error statistics.

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2

Segment Aleorith The mean  The Variance The Mean  The Variance

No. BOTIEAM  Theoretical ~ Calculated of the of the Theoretical  Calculated of the of the

Value (%) Value (%) Relative Relative Value (%) Value (%) Relative Relative

Error Error Error Error
P 28.63 1.07 x 1073 6.45 x 1077 57.40 118 x 1072 9.21 x 1077
1 SQP 28.61 28.61 912 x 107* 420 x 1077 56.73 57.36 1.11x 1072 941 x 1077
AS 28.96 122x107%2 153 x107° 58.05 232x 1072 332 x107°
P 27.92 310 x 1072 3.90 x 10~* 55.51 1.75x 1072 1.28 x 1074
2 SQP 28.72 2760 391x1072 116 x 1074 56.44 54.84 285x1072 390 x 1075
AS 29.55 339x1072 563 x 107 58.75 406 x 1072 234 x 1074
P 28.88 1.78 x 1072 215 x 107> 58.75 256 x1072 391 x10°°
3 SQP 28.37 28.91 1.89 x 1072 2.36 x 107 57.28 58.81 267 x 1072 433 x 107°
AS 28.86 1.70 x 1072 1.89 x 10~° 58.70 247 1072 339 x10°°
P 28.46 1.65x 1072 298 x 1074 57.16 1.80 x 1072 7.67 x 107°
Total SQP 28.58 28.35 1.96 x 1072 3.01 x 10~* 56.80 56.93 219 x1072 777 x 1075
AS 29.13 212x 1072 296 x 107 58.49 297 x 1072 146 x 107

For the two harmonic loads, the harmonic responsibilities for each sample point obtained by the
three algorithms are shown in Figure 5.

From the tables and figure above, the calculated values of harmonic responsibility are basically
consistent with the theoretical values. For the three algorithms, the mean and the variance of the
relative error are all below 0.05 and 4 x 10~ respectively. It is evidenced that the piecewise bound
constrained optimization model with the three algorithms can assess the harmonic responsibility of
harmonic load accurately. In addition, compared with the AS algorithm, the results of IP and SQP
algorithms are closer to the theoretical values.

In order to examine how the fluctuation of the harmonic data can affect the three algorithms,
the harmonic responsibilities are evaluated while the variances of the load harmonic impedances are
set within the range of 0.005 to 0.1. The calculated values of the harmonic responsibilities obtained by
the three algorithms are shown in Table 4. In comparison, the SQP algorithm can provide the most
accurate and stable results.
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Figure 5. The harmonic responsibilities for each sample point of harmonic loads: (a) The harmonic

responsibilities of load 1; (b) The harmonic responsibilities of load 2.
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Table 4. The harmonic responsibilities under different variances of the load harmonic impedances.

Variance of Load Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 1
IHarrcrllomc Algorithm Calculated Theoretical Calculated Theoretical
mpedances Value (%) Value (%) Value (%) Value (%)

IP 29.27 58.53

0.005 SQpP 28.49 28.58 56.97 56.80
AS 29.24 58.47
IP 29.54 59.22

0.010 sQr 28.39 28.58 56.95 56.80
AS 29.40 58.93
P 29.76 59.83

0.050 SQP 29.42 28.58 59.14 56.80
AS 29.39 59.08
P 29.00 58.04

0.100 SQP 28.52 28.58 57.09 56.80
AS 28.94 57.93

To compare the calculation times of the three optimization algorithms, the statistic results of
calculated time including the maximum values, minimum values, mean values and standard deviations
of 100 consecutive runs are shown in Table 5. The results show that the AS algorithm is the fastest,
while the IP algorithm is the slowest. Since the harmonic responsibility is usually assessed over a
period of time, such as 24 h, the computation times of all three algorithms are acceptable.

Table 5. The calculated time statistic results of the three optimization algorithms.

Statistical Value of Calculation Times

Algorithms
Maximum Values (s) Minimum Values (s) Mean Values (s) Standard Deviations
P 38.6060 32.1420 33.9347 1.1632
SQP 4.3210 3.5920 3.8050 0.1344
AS 2.6990 2.2150 2.3595 0.0986

In order to further reflect the complexity of the actual distribution system, this article also carries
out simulations on the IEEE 13-bus distribution system [19,32] as shown in Figure 6. The introduction
of IEEE 13-bus distribution system can be seen in Appendix A.

©

— Bus 4 Bus 1
Bus 5 Bus 2
Bus 3

L]
I HS

Bus 9 Bus 12
Bus 6

Bus 10
Bus 7 Bus 8 Bus 11 Bus 13

HL1 HL2
@ Generator () Transformer

Figure 6. IEEE 13-bus distribution system.
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The system parameters are referred to [32] and Table Al. In this work, the parameters of the
IEEE 13-bus system are converted into the per unit values. In addition, all loads are modeled as the
resistance R and reactance L in series. We take bus 3 as the bus of interest, and set load 8 and 10 as
the harmonic load 1 (HL1) and harmonic load 2 (HL2), respectively. To simulate the harmonics at the
utility side, the harmonic source (HS) is also injected into bus 3. In this work, the change of the reactive
power compensation which can lead to the utility harmonic impedance change is analyzed.

The reactive power compensation of the system is set as 4500 kvar, 5500 kvar, and 6500 kvar.
As mentioned above, the variances of the injected harmonic currents are set to be 0.005 and 0.1 so as to
evaluate how different data fluctuations influence the harmonic responsibility assessment. The injected
harmonic currents of each bus for the two cases are shown in Table 6. The simulations of harmonic
responsibility assessment are performed in MATLAB. In the simulation process, the harmonic loads
are regarded as known PQ constant loads. The Newton-Raphson method [33] is used to calculate the
fundamental power flow, and the injected harmonic currents are calculated according to the typical
harmonic current frequency spectrum in [32]. The fifth harmonic is taken as the example for simulation.

Table 6. The injected harmonic current for the two cases.

Injected Harmonic Current

Case Injected Bus
Mean (p.u.) Variance

3 I3 =0.6073 — j0.8896

Case 1 8 Ig =1.1757 — j1.7222 0.005
10 I1p = 2.2429 — j3.2855
3 I3 =0.6324 — j0.9263

Case 2 8 Ig =1.1877 — j1.7398 0.100
10 I1g =2.2482 — j3.2932

A total of 14,400 sampling points are generated, and the reactive compensation quantity is changed
for every 4800 points. The results of harmonic load flow are assumed as the measured harmonic data.
In consideration of the data fluctuations in the actual system, the window length of wavelet packet
transform is set to L = 30. Figure 7 presents the wavelet packet decomposition curves for the harmonic
data of the two cases when a Haar wavelet is applied.

Injected currents by harmonic loads with variance of 0.005
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Injected currents by harmonic loads with variance of 0.1
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Figure 7. The wavelet packet decomposition curves for the harmonic data of the two cases:
(a) The Case 1; (b) The Case 2.

Referring to Figure 7, the change time window can be approximatively identified as 160 and 320.
As the sampling window length is 30, the sampling time of the utility harmonic impedance changes
is approximatively to 4800 and 9600, which is consistent with the settings of change times. Thus,
the harmonic data are divided into three segments (1-4800), (4801-9600) and (9601-14,400). Then,
the piecewise bound constrained optimization model, the three algorithms and the weighted
summation are also utilized to compute the total harmonic responsibility for the two cases. The setting
of parameters for the three algorithms, as well as the initial values and the boundary constraints
have been described previously. Tables 7 and 8 present the theoretical values and calculated values
of the harmonic responsibilities obtained by the three algorithms for Case 1 and Case 2, as well as
the corresponding means and variances of the relative error between the calculated value and the
theoretical values.

Table 7. The harmonic responsibilities and error statistics (Case 1).

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2
Segment Algorith The Mean  The Variance The Mean  The Variance
No. BOTHAM  Theoretical ~ Calculated of the of the Theoretical Calculated of the of the
Value (%) Value (%) Relative Relative Value (%) Value (%) Relative Relative
Error Error Error Error
P 30.78 312x 1072 203 x 1074 55.71 7.09 x 1073 2.85x 107°
1 SQP 29.84 30.77 311 x 1072 204 x 1074 55.51 55.70 7.06 x 1073 283 x 107°
AS 33.48 122 x 1071 1.02 x 1074 66.50 1.98 x 1071 295 x 1075
P 30.12 877 x 1073 2.44 x 107 56.19 121 x 1072 251 x 107°
2 SQP 29.86 29.95 317 x 1073 248 x 107° 55.52 55.87 643 x 1073 2,64 x 107°
AS 30.31 153 x 1071 226 x 107 56.55 1.86 x 1072 227 x 107
P 30.26 143 x 1072 299 x 1076 55.17 642 x 1073 2.87 x 107
3 SQP 29.83 30.24 1.36 x 1072 3.02 x 10~° 55.53 55.13 712 %1073 290 x 1076
AS 30.24 1.36 x 1072 3.02 x 10~° 55.13 712x 1073 290 x 1076
Jig 30.38 1.81 x 1072  1.61 x 1074 55.69 853 %1073 177 x107°
Total SQP 29.84 30.32 159 x 1072 2.02 x 1074 55.52 55.57 687 x 1073 114 x 1075

AS 31.34 502 %1072 259 x 1073 59.39 745 x 1072 7.63 x 1073
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Table 8. The harmonic responsibilities and error statistics (Case 2).

Harmonic Responsibility of Load 1 Harmonic Responsibility of Load 2

Segment Algorith The Mean  The Variance The Mean  The Variance

No. 8OTAM  reoretical  Calculated of the of the Theoretical ~ Calculated of the of the

Value (%) Value (%) Relative Relative Value (%) Value (%) Relative Relative

Error Error Error Error
P 30082117 113 x 1072  712x107° 55.330464  6.04 x 1073 3.65 x 1075
1 SQP 29.822026 30.081910 112 x 1072 711 x 1075 55.184464 55.330081  6.04 x 1073 3.65 x 1075
AS 30.081926 112 x 1072 711 x 1075 55.330075  6.04 x 1073 3.65 x 1075
P 32418823 872 x 1072  120x 1074 59.116948 740 x 1073 548 x 1075
2 SQP 29.792924 32418871 872 x 1072 120 x 1074 55.226745 59.117040  7.40 x 1073 548 x 1075
AS 32418872 872 x 1072  120x 1074 59.117016 ~ 7.40 x 10~ 548 x 1075
P 30.810225 332 x 1072 403 x107° 57.453403 640 x 1073 410 x 1075
3 SQP 29.828965 30.814266 334 x 1072 4.03 x 1075 55.172325 57.460951  6.40 x 1073 4.09 x 1075
AS 30.814327 334 x 1072  4.03x 1075 57.461059  6.40 x 1073 4.09 x 1075
P 31.103722 439 x 1072 1.09 x 1073 57.300272 398 x 1072 7.03 x 1074
Total SQP 29.814638 31.105015 439 x 1072 1.09 x 1073 55.194512 57.302691 398 x 1072 7.03 x 1074
AS 31.105042 439 x 1072 1.09 x 1073 57.302717 398 x 1072 7.03 x 1074

For the segment 1 of Case 1, the convergence curves of the three algorithms are shown in Figure 8.
It can be observed that the minimum objective function values obtained by IP and SQP algorithms are
approximately 173, while the minimum objective function value obtained by AS algorithm is around
184. Compared to IP and SQP, the calculation error of AS algorithm is slightly larger due to the fact it
is subject to the premature convergence.
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Figure 8. The convergence curves of the three algorithms.

For the segment 1 of Case 2, the harmonic responsibilities for each sample point of harmonic
load 1 obtained by the three algorithms are shown in Figure 9, where Figure 9a shows the results of all
the 4800 sampling points, and Figure 9b shows the results of the first 480 sampling points. In order to
compare with the conventional regression analysis methods, the harmonic responsibilities obtained
by the least square method [12] and the robust least square method [24] are also shown in Figure 9.
As shown in Figure 9, the computational accuracy of the proposed method is superior to that of least
square method and robust least square method.
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Figure 9. The harmonic responsibilities for each sample point of harmonic load 1: (a) The results of all
the 4800 sampling points; (b) The results of the first 480 sampling points.
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The results above illustrate that the proposed approach can get accurate and stable assessment
results as the means and variances of the relative error are small. In addition, the calculated values
obtained by the three algorithms in Case 2 are similar and close to the theoretical values, which indicate
that the impacts of harmonic data fluctuation are insignificant to the three algorithms. In accordance
with the test results, the IP and the SQP algorithm are recommended with the priority.

7. Conclusions

In existence of the utility harmonic impedance variations, the harmonic responsibility cannot
be calculated directly using the linear regression method. Thus, this article proposes a technique for
harmonic responsibility assessment by combining wavelet packet transform with piecewise bound
constrained optimization approach on the condition of utility harmonic impedance changes. The first
contribution lies in the determination of change times of the utility harmonic impedance by the
wavelet packet transform, which aims to accurately segment the measured harmonic data according
to different utility harmonic impedances. Secondly, the piecewise bound constrained optimization
model is established to evaluate the harmonic responsibility of each data segment, which can provide
accurate assessment results. Furthermore, the interior point, the sequential quadratic programming
and the active set algorithms are utilized to solve this optimization model. Based on the results, the
interior point and the sequential quadratic programming can deliver better performance compared
with the active set. In the simulation process, the time variation characteristics of the harmonics have
been considered. The proposed method has good robustness against the harmonic data fluctuation.
Except for the measurement data of harmonic voltage and current, no additional data is required by
the proposed method. The future works may focus on the adaptive modeling method for the piecewise
bound constrained optimization model, which can conveniently calculate the harmonic responsibility
of multiple harmonic loads.
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Appendix A. The Introduction of IEEE 13-Bus Distribution System

The IEEE 13-bus system is a medium-sized industrial plant, which is extracted from a typical
test system in the IEEE Color Book series. The system has been employed as a benchmark system to
develop novel harmonic analysis approaches. The system is fed from a utility supply at 69 kV and
the local distribution system operates at 13.8 kV. Because of the balanced nature of the test system,
only the data of positive sequence is given. Capacitance of all cables and the short overhead lines are
ignored. In addition, frequency dependence of model resistance and transformer magnetizing branch
effects is ignored. The main parameters of the IEEE 13-bus distribution system are listed in Table Al.
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Table Al. The main parameters of IEEE 13-bus distribution system.

Load Bus No. Line Impedance Transformer Impedance
Bus No.

P (p.u) Q(p.uw) From To Ry (puw) Xp (pu) Rt (p.u.) Xt (p.u)

0.0000 0.0000 0.00122 0.00243 0.00000 0.00000
0.0000 0.0000 0.00139 0.00296 0.00000 0.00000
0.2240 0.2000 0.00075 0.00063 0.00000 0.00000
0.0000 0.0000 0.00157 0.00131 0.00000 0.00000
0.0600 0.0530 0.00109 0.00091 0.00000 0.00000
0.0000 0.0000 0.00000 0.00000 0.00313 0.05324
0.5150 0.8290 0.00000 0.00000 0.06395 0.37796
0.1310 0.1130 0.00000 0.00000 0.05918 0.35510
0.0000 0.0000 0.00000 0.00000 0.04314 0.34514
10 0.0810 0.0800 0.00000 0.00000 0.05829 0.37887
11 0.0370 0.0330 0.00000 0.00000 0.05575 0.36240
12 0.0000 0.0000 0.00000 0.00000 0.01218 0.14616
13 0.2800 0.2500
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