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Abstract

:

The purpose of this paper is to approach the way investors perceive the risk associated with unexpected environmental disasters. For that reason, we examine certain types of natural and technological disasters, also known as “na-tech”. Based on the existing relevant literature and historical sources, the most common types of such disasters are geophysical and industrial environmental disasters. After providing evidence of the historical evolution of the na-tech events and a brief description of the events included in the sample, we estimate the systematic risk of assets connected to these events. The goal is to capture possible abnormalities as well as to observe investors’ psychology of risk after the occurrence of an unexpected event. Finally, we examine whether macroeconomic factors may affect those abnormalities. The empirical findings indicate that the cases we examined did not cause significant cumulative abnormal returns. Moreover, some events caused an increase in systematic risk while surprisingly some others reduced risk, showing that investors tend to support a country and/or corporation due to their reputation.
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1. Introduction


Among those studying or working in the financial sector there is a well-spread knowledge regarding the rational investors’ preferences. Regardless of the business sector they invest in, investors’ main goal is to maximize their profits, being characterized as “risk averters” (Merton 1969; Benartzi and Thaler 1999; Campbell and Cochrane 1999; Aıt-Sahalia and Lo 2000; Jackwerth 2000; Rosenberg and Engle 2002; Brandt and Wang 2003; Gordon and St-Amour 2004; Bliss and Panigirtzoglou 2004; Bollerslev et al. 2011; Halkos et al. 2017). Investors are usually assumed to be rational, so if we ignore the arbitrage case, they tend to choose more “safe” investments which will allow them to maximize their profits, or in other words minimize potential risk they receive by investing (Cohn et al. 1975; Benartzi and Thaler 1995; Haigh and List 2005).



Hedging and portfolio diversification may appear to be efficient in reducing the potential loss of an investment. Great attention has been drawn about the advantages of portfolio diversification (Bugár and Maurer 2002). Graham and Jennings (1987) mentioned the ability of transferring the risk of investment through hedging, while Bond and Thompson (1985) highlighted that the size of the optimal hedging ratio is one of the main determinants used by decision makers apart from cash position of the corporation.



Based on available information, such as credit rating, stability of the corporation or government, whether we are working with stocks or bonds, as well as investors’ preferences, diversification of portfolios and assurance of investors’ capital may be achieved. The first researcher who extended the Markovitz theoretical idea of the modern portfolio selection was Grubel (1968). We can use options or future derivatives concerning our predictions regarding, for instance, the value of exchange rates. However, there are some cases which cannot be predicted. The act of nature is such a case (Halkos and Zisiadou 2018).



Nature acts independently, and a common example of that independence is the tectonic plate movement (Halkos and Zisiadou 2018). Distinguished sciences, such as Geology and Seismology, have the techniques to monitor, observe, and examine the geophysical events caused by those tectonic plate movements. However, even those specialized sciences cannot predict the occurrence, and more specifically the exact place, epicenter, and intensity of an upcoming event. Thus, those actions which cannot be predicted may cause significant losses, both economic and life-related. Regarding economic losses, they can be due to many factors such as partial or total destruction of homes or business premises that will lead to reduced, if not zero, productivity.



Concerning the country that may be affected by such a situation, reduced productivity can cause a drastic decline in gross domestic product (GDP)1, as well as affect a country’s borrowing capacity and reliability, which tend to be depicted in its credit rating. As we have already mentioned, the credit rating of a country or corporation is one of the most common rates that mirror the potential risk the investor is about to perceive by investing in this specific bond or stock. In the case of businesses, reduced productivity may affect investors’ perceptions causing fluctuations in the share price or even volatility in its board of directors. Although disasters are associated with risk, investors tend to have a different perspective regarding the source of the disaster2.



More specifically, if a country is facing a natural disaster, where no one can be blamed, foreign investors who may hold this country’s bonds will continue to trust the country due to the “innocence” of the country. On the other hand, when a firm causes a technological disaster, such as a nuclear power plant explosion, investors will “punish” the firm by selling its shares at any price to avoid a bigger loss, if this corporation is publicly traded. In such cases, corporations may lose trustworthiness. Nevertheless, in some cases, the possible technological disaster is not a firm’s fault.



In the literature, these cases tend to be called “na-tech”, a term that actually depicts the source of the disaster. Sometimes, one natural disaster, caused by a tectonic plate movement, can lead to another natural or even technological disaster. For instance, a ground movement may lead to another earthquake3 at the seabed, known as a tsunami, or an earthquake, in general, may cause a dysfunction in a factory installation which may therefore cause an industrial disaster. A characteristic example is the case of Fukushima Daiichi Power Plant disaster, which will be analyzed in the following section.



The purpose of this paper is to approach the way investors perceive the risk associated with unexpected environmental disasters. More specifically, it examines certain types of natural and technological disasters which tend to be associated and are listed under the categories of geophysical and industrial disasters. The goal is to capture possible abnormalities as well as to observe investors’ psychology of risk after the occurrence of an unexpected event. Ultimately, we examine whether macroeconomic factors may affect those abnormalities. The structure of the paper is as follows. Section 2 reviews the existing relevant literature, while Section 3 provides the methodology and data used. In Section 4 the results of the analysis are presented and discussed. Finally, Section 5 concludes the study providing important statements and fundamentals for further research.




2. Literature Review


2.1. Geophysical and Industrial Hazards


Geophysical phenomena are not unexpected processes in terms of appearance and frequency. More specifically, since ancient times, the existence of these phenomena was known and commonly detected at a higher frequency in certain areas across the globe. The continuous movement of the Earth’s parts combined with weather condition changes have shaped the present image of the planet. Islands have been created or destroyed by volcanic eruptions, and landscapes have undergone changes from ground movements and tidal waves; however, the intensity of the event is the main factor affecting the final outcome.



Additionally, natural disasters cause a great number of fatalities as well as supreme national catastrophes (Viscusi 2009). An extended literature considering the terminology and high-risk areas was presented by Halkos and Zisiadou (2018). Based on the CRED (Centre for Research on the Epidemiology of Disaster) database, 1621 geophysical events have been recorded since 1900 causing 2,678,022 fatalities and economic damages, which aggregately exceeded 781.5 billion United States Dollar (USD) (EMDAT 2017; Halkos and Zisiadou 2018). The significance of a natural disaster to the economy was also emphasized by Lee et al. (2018), who described how possible natural disasters tend to cause volatility on stock markets.



Technological accidents, on the other hand, do not have similarities with the geophysical phenomena regarding expectancy. Nowadays, technology takes up more and more space in our lives, not only for professional but also for personal purposes. Of course, when it comes to technological accidents and disasters, the first thing that comes to mind is industrial accidents. What is important to mention is that, technological disasters include all types of accidents that may occur with technology as one of the main factors. The three main categories of technological accidents are industrial, miscellaneous, and transport accidents (Halkos and Zisiadou 2019).



Once again using the CRED database, we can come to the conclusion that industrial hazards are not the most frequent, however, they are the most disastrous. Over the last 117 years (1900–2016), 1434 industrial events have caused 57,619 fatalities and almost 43.1 billion USD economic damages (EMDAT 2017; Halkos and Zisiadou 2019). Industrial hazards, or even disasters, include all cases that may cause production disruption or even fatalities involving industrial buildings, such as chemical spills, collapses, explosions, fires, gas leaks, oil spills, poisoning, and radiation. What is really important to mention is that the number of fatalities became greater during the last years due to population increases in these high-risk areas (Kunreuther 1996).



Although there is a perception that natural phenomena are unexpected and occur randomly, there is evidence to suggest that, partially, the assertion of randomness is not valid. To be more specific, there is a proven regional distribution regarding geophysical events, initially mentioned by Bolt (1988) as the “Ring of Fire”. Based on the CRED database (EMDAT 2017) and with the use of R-studio packages and routines, maps of occurrence have been created both for geophysical and industrial hazards (Halkos and Zisiadou 2018, 2019). Figure 1a represents the space concentration of geophysical hazards in the high-risk area called the “Ring of Fire”.



In other words, although the exact place and time of an upcoming geophysical event cannot be predicted, based on evidence, we know a priori, which regions are more prone to face another disaster. Due to the possibility of a new catastrophe, governments should pay more attention to those high-risk areas as an attempt to reduce possible losses (Viscusi 2006). What is interesting though is that, although we were expecting a space concentration regarding natural events, the assertion of regional distribution is also observed in the case of industrial hazards. As seen in Figure 1b, East Asia is the most suffered region regarding industrial disasters. Although the reasons for such a space concentration are not known, based on evidence, researchers have at their disposal data that provide them with a first illustration of the riskiest areas.



As already mentioned, investors are primarily oriented to avoid most risk, or at least try to protect themselves from it. If they know, therefore, in advance, the risks they adopt by investing in those regions, they may be able to fully diversify their portfolios. Before analyzing the cases that will be used in our modeling, it is important to understand the basic concepts related to the seriousness of incidents included in our sample. The first basic requirement for sample creation is the date that each event occurred, as we included events from 2000 onwards for reasons of availability of stock data. The second, and equally important, reason is the intensity of each event.



Regarding the events we examine, there are four different intensity scales. For earthquakes, either ground movements or tsunamis, there are two different scales, the Moment Magnitude (Mw), also known as the Richter Scale, and the Intensity Scale, also known as the Mercalli Scale. These scales are most commonly used while measuring the intensity of a natural geophysical event. Regarding industrial events, to our knowledge, there is only one scale that is used as a tool to rate an industrial disaster. This scale is the International Nuclear and Radiological Event Scale (INES) which was created by the International Atomic Energy Agency (IAEA) and the Nuclear Energy Agency of the Organization for Economic Co-operation and Development (OECD/NEA) in 19904. The values of each scale and their impact are quite useful when describing an event and explaining the reason for inclusion in the sample.




2.2. Events of the Research


The survey sample contains 25 events, including 12 earthquakes, nine volcanic eruptions, and just four industrial disasters. The initial list of events that occurred since 2000 included more industrial accidents, however most cases were related to non-publicly listed corporations. These corporations have no available share price data which automatically excludes them from the sample of examination. Additionally, events before 2000 were also excluded due to the fact that open source databases barely have available historical data before that date. A significant number of industrial disasters has been excluded due to the fact that most of the corporations are not publicly listed, thus there are no stock prices available for market reactions estimation. Moreover, regarding geophysical disasters, the 2006 Indonesia earthquake was excluded from the research after observing anomalies in its behavior, and more specifically, negative systematic risk.



The first event of the analysis (Event 1) is the Denali earthquake in Alaska, USA on 3 November 2002 (Dunham and Archuleta 2004; Eberhart-Phillips et al. 2003; Jibson et al. 2006; Freed et al. 2006), with a Mw = 7.9 and a maximum intensity IX causing approximately 56 million USD in economic losses. This earthquake caused an estimated total damage of 20–56 million USD and one injury, while it triggered several landslides, with the worst of them causing a collision of 30 million m3 of rocks and ice (Eberhart-Phillips et al. 2003). The 2004 Indian Ocean earthquake, which took place in Thailand on 26 December 2004 (Event 2), with a Mw = 9.1–9.3 and a maximum intensity IX, caused an estimated total damage of 15 billion USD and 227,838 fatalities. The tsunami was created after the ground movement reached a 51 m wave. According to Telford and Cosgrave (2007), the most interesting evidence from the earthquake, that occurred over the Burma and Indian plate joint, was the immediate funding response across the globe. Wang and Liu (2006) characterized this geophysical event as one of the most devastating over the last 100 years. Moreover, they mentioned that the initial magnitude estimation was 9.0 which afterwards was updated to 9.1–9.3 while the waves created by the earthquake travelled at the speed of 700 Km/h.



In Pakistan, the Kashmir earthquake took place on 8 October 2005 (Event 3) with a Mw = 7.6 and a maximum intensity VII causing in economic damage as reported by the Asian Development Bank and the World Bank. The casualties of this disaster were 28 million displaced citizens, an estimation of 86,000–87,351 fatalities, and 6900–75,266 injuries citizens (Avouac et al. 2006). According to Kamp et al. (2008), the Kashmir earthquake triggered severe landslides, however, the majority of the fatalities were caused due to the inappropriate design of buildings and poor quality of construction materials. The aftermath of natural disasters regarding losses can be reduced by respecting and following the construction building codes (Priest 1996).



Based on Liu-Zeng et al. (2009), the 2008 Sichuan earthquake (12.05.2008) in China (Event 4) was a geophysical disaster with a Mw = 8.0 which devastated the western rim of Sichuan Basin. The maximum intensity of that earthquake was XI and the estimated total damage was 150 billion USD, with 87,587 fatalities, 374,643 injured, and 18,392 missing citizens. One of the most known and disastrous geophysical events of the new millennium was the tsunamigenic5 earthquake in Tohoku, Japan on 11 March 2011 (Event 5) which led to the greatest nuclear accident in recent years (after the case of Chernobyl) at the Fukushima Daiichi Nuclear Power Plant. The earthquake with Mw = 9.0–9.1 and maximum intensity IX created waves up to 40.5 m as well as landslides. The estimated total damage was 360 billion USD. The industrial case of the Daiichi disaster is described further in detail as Event 25. The estimated economic damage that occurred due to this disastrous event was approximately 360 billion USD, from which, 210 billion USD was recorded as due to the industrial disaster.



Moving forward, on 22 February 2011 in Christchurch in New Zealand, a Mw = 7.2 earthquake, which also led to a tsunami and landslides, caused 115 fatalities and 1500–2000 injuries. The maximum intensity of this event (Event 6) was IX. Bradley and Cubrinovski (2011) explained that New Zealand is located on the joint of the Pacific and Australian plates, two active tectonic plates with lateral sedimentations. This earthquake, together with the one that occurred on 23 December 2011 in New Zealand, caused an estimated 15–30 billion USD in damage.



Less than eight years after the devastating Indian Ocean earthquake in 2004, another Mw = 8.6 earthquake struck on 11 April 2012 in the Indian Ocean, however, this time the affected country was Indonesia (Event 7). Pollitz et al. (2012), mentioned that this earthquake, with a maximum intensity VII, 10 fatalities, and 12 injured citizens, was by far the largest strike-slip event, causing almost 9 billion USD in economic damage. The 2012 Indian Ocean earthquake was a tsunami associated event, as most of the cases examined in this paper, showing that natural events, or even disasters, are not individual incidents—nature interacts. The Illapel case was a Mw = 8.3 earthquake which affected both Chile and Argentina on 16 September 2015 with maximum intensity IX; it also created a tsunami. The aftermath of this earthquake in Chile was 15 fatalities and six missing citizens and 800 million USD in economic losses, while in Argentina there was only one fatality and few injured citizens (Event 8). Ruiz et al. (2016) mentioned that since the earthquake of Malue in 2010, there is an extensive post seismic distortion. Based on Heidarzadeh et al. (2016), the Illapel case raised a lot of attention and has been observed by the Pacific Tsunami Warning Center and the Japan Meteorological Agency. The tsunami, which was created by the earthquake in South America that affected Chile and Argentina, reached the coastlines of Japan, Hawaii, New Zealand, Vanuatu, and Australia.



Meanwhile, on 25 October 2010, Indonesia faced all three cases of geophysical disasters (Event 9). The Mentawai earthquake in Sumatra was a Mw = 7.8 earthquake, which led to a tsunami as well, that caused 408 fatalities and 303 missing citizens, but reported no economic losses. As Newman et al. (2011) mentioned, the Mentawai earthquake was characterized as a rare slow-source tsunami earthquake. On the same day, in the region near Java in Indonesia, one of the most active and hazardous volcanoes globally, Mount Merapi, erupted (Jousset et al. 2012). This volcanic eruption caused a chaotic situation regarding air traffic to the point that 2000 flights were cancelled. At the end of 2011, and more specifically, on 23 December 2011, New Zealand experienced another earthquake event (Event 10). As Bannister and Gledhill (2012) described, two ground movements took place in Christchurch 10 km and 15 km east from the city center, respectively, only 10 months after the first earthquake of the same year. The cumulative economic losses were 15–30 billion USD as previously mentioned.



On 21 July 2014, a lake tsunami occurred in Iceland and more specifically in Aksja, caused by volcanic activity (Event 11); no fatalities nor economic damage was recorded. Gylfadóttir et al. (2017) emphasized the unique phenomenon of a tsunami into a lake due to the rockslide that was released from the inner Askja caldera. The last earthquake included in the sample of analysis is the one that took place in Kaikoura, New Zealand on 14 November 2016 (Event 12). Once again, it was the joint of the Pacific and Australian plates, two active tectonic plates with lateral sedimentations, that created the Mw = 7.8 earthquake event with a maximum intensity IX which afterwards led to a tsunami causing two fatalities and 57 injured citizens (Hollingsworth et al. 2017). The economic impact of this event reached 613 million New Zealand Dollar (NZ$).



Moving forward, the next events included in the analysis are related to volcanic activity since 2000. On 7 August 2008, Kasatochi volcano (Event 13) in the USA erupted unexpectedly. Based on Waythomas et al. (2010), this specific volcano had no significant eruptions since then, however, the eruption of 2008 received a level 4 rating on the Volcanic Explosivity Index (VEI) scale. Almost a year later, another eruption received a level 4 rating. On 11 June 2009, in Russia, the Sarychev Peak erupted (Event 14). As Urai and Ishizuka (2011) mentioned, the Sarychev Peak is not monitored with ground-based instruments, however, the great eruption of 2009, which lasted almost eight days was captured by satellites. Iceland is very famous regarding volcanic activities. On 20 March 2010 and for 39 days (Event 15), a level 4 volcanic eruption took place in Eyjafjallajokull (Gudmundsson et al. 2012). Moreover, the next year, on 22 May 2011 (Event 16), another level 4 eruption occurred at the most active volcano in Iceland, Grimsvotn, located beneath the Vatnajokull ice sheet (Sigmarsson et al. 2013).



Scollo et al. (2014) and Viccaro et al. (2015) examined the Etna eruption on 05 March 2013 (Event 17) which received a level 3 rating on the VEI scale. In a period of two years, Etna in Italy produced 38 basaltic lava fountains. According to Viccaro et al. (2015), the volcanic activity started after eight months of rest. Kato et al. (2015) analyzed the Mount Ontake, Japan, volcanic eruption on 27 September 2014 (Event 18), that caused the deaths of 57 climbers. The number of fatalities increased since six more missing climbers were assumed to be dead. Kaneko et al. (2016) characterized this eruption as a small eruption with a short period; since it received a level 3 rating, it has not been examined thoroughly, thus the causes remain unknown. The volcanic eruption of Kelud, Indonesia on 13 February 2014 (Event 19), raised a lot of attention as it was characterized as the most powerful eruption of the decade (Caudron et al. 2015) causing 185 million USD in economic damage compared to all previous volcanic activities that had no reported economic impacts. A historic eruption was the one of Calbuco, Chile on 22 April 2015 (Event 20) since it did not have any recorded eruption in the last 43 years (Van Eaton et al. 2016). Due to the eruption, volcanic ash was dispersed in Chile, Argentina, and Uruguay. Ivy et al. (2017) observed a change in the ozone hole caused by that eruption, which also reported 600 million USD in economic losses. The last volcanic eruption included in the sample is that of Sinabung (Event 21) on 22 May 2016. Sinulingga and Siregar (2017) mentioned that Sinabung is one of 130 volcanoes in Indonesia; it lies on the Ring of Fire, which is a high-risk area concerning earthquakes.



The final category of the events included in the sample are related to industrial accidents. Only four events were included in the analysis due to the fact that the rest of the corporations, which caused industrial disasters, are not publicly listed. Three of those events are oil spills while the last event is the greatest nuclear disaster in recent years, and one of the two greatest disasters in history. Event 22 is the Prudhoe Bay oil spill caused by BP on 2 March 2006. Based on Kurtz (2010), this specific oil spill was the largest pipeline incident in the history of the operating system. The reputation of BP suffered from this incident and four years after the first oil spill of the new millennium, a new oil spill, this time in the Gulf of Mexico, occurred and aggravated the existing situation. Moreover, BP was forced to pay a 25 million USD fine for the environmental disaster. On 20 April 2010, Deepwater Horizon (Event 23), caused 11 fatalities and 17 injuries, as well as an environmental disaster due to the 2.1 million gallons of dispersants on the surface and wellhead of the Gulf of Mexico (Kujawinski et al. 2011). This time the economic impact for BP was dramatically increased compared to the previous event. The corporation had to pay 70 billion USD in fines and cleanup costs, while at the same time the market value of the corporation faced a sharp decrease. Three years later, on 29 March 2013, the Mayflower oil spill (Event 24) caused by Exxon Mobil, released more than 5000 barrels of crude oil. Based on Droitsch (2014), 1.36 million gallons of crude oil have proven very difficult to clean up. The fine that Exxon Mobil was forced to pay equaled 5 million USD.



Last, but not least, is the nuclear disaster of the Fukushima Daiichi Nuclear Power Plant that occurred on 11 March 2011, after the Tohoku earthquake and tsunami that reached the coast of Japan. Due to the earthquake 11 nuclear power plants stopped their operations. The cooling system of Fukushima’s power plant also stopped operating, causing the mot catastrophic nuclear accident after the one in Chernobyl. As already mentioned, 210 billion USD of the 360 billion USD recorded as economic damage were due to this industrial disaster and not due to the tsunami. Initially, the Fukushima Daiichi disaster received a level 5 rating on the International Nuclear and Radiological Event Scale (INES), but after the reassessment of the situation, Fukushima disaster received a level 7 rating. Till that day, only Chernobyl had a level 7 rating (Norio et al. 2011).




2.3. Proposed Methodologies


The process of modeling has never been easy. Of course, it may become even more lax and chaotic if qualitative variables are included in the study, which may not be measurable (such as the investor’s psychology, credibility of a government, and reputation of a business). Of course, with appropriate econometric methods and use of specific variables, we can partially integrate qualitative variables in our models. Although one factor that cannot be modeled is randomness. From a theoretical point of view, it is expected that we cannot model and therefore predict the “unexpected” because then it would cease to be a random event. Randomness, and consequently uncertainty, are what characterize markets. However, significant efforts have been made to evaluate models that can determine the expected value of an asset.



The most known models are the market model, arbitrage pricing theory (APT), and capital asset pricing model (CAPM)6. Regarding cases where unexpected events or announcements occur, event study analysis initially proposed by MacKinlay (1997) is the most common method estimating abnormality on returns (Prabhala 1997; Binder 1998; Maloney and Mulherin 2003; Gaspar et al. 2005; Karolyi and Martell 2010; Charles and Darné 2006; Walker et al. 2006; Arin et al. 2008; Brounen and Derwall 2010; Carpentier and Suret 2015; Halkos et al. 2017).



Of these three approaches, the preferred one is the CAPM. Most financial advisors as well as many researchers tend to use it in order to estimate systematic risk of each stock or bond (Strong 1992; Faff 1991; Fernald and Rogers 2002; Chen 2003; Womack and Zhang 2003; Fernandez 2006; Bruner et al. 2008; Adrian and Franzoni 2009). By estimating systematic risk, we can therefore predict expected returns of the asset examined, as well as abnormal returns using the actual value of return. When an unexpected event occurs, the question raised is whether those abnormal returns tend to be significant, showing the reaction, either positive or negative, of investors. This is the main path to follow in our analysis.





3. Methodology


3.1. Hypotheses and Data


Carter and Simkins (2004) decided to investigate airline stocks after the terrorist attacks on 11 September 2001. Their findings provide information regarding the USA capital market and the returns of airline corporations. They found that after the attack, statistically significant negative abnormal returns were observed for the examined airlines. Based on that outcome, we intend to observe if the under-investigation assets follow the same path (Hypothesis 1). Another significant finding by Carter and Simkins (2004) is that the results indicated a rapid drop of stock prices which led to a shock of the USA capital markets. Based on that finding, we seek to examine whether an unexpected disaster can have a similar impact on the government’s bond price or the share price of a corporation7 (Hypothesis 2).



Moving forward, the psychological impact of an unexpected event, which in Carter and Simkins’ (2004) case is the September 11th attack, may trigger the rationality that characterizes investors and leads them to react immediately causing pricing volatility. However, it is proven by evidence that larger airline corporations took advantage of that event, while smaller airline corporations did not have that opportunity. On the same path, we shall observe if such a condition is feasible at a country level (Hypothesis 3). Finally, Carter and Simkins (2004) investigated the impact of corporations’ size to market reaction giving us the priming to include countries’ economic status and its impact on the investors’ psychology (Hypothesis 4).



The first step of our analysis is to put the underlying assumptions to determine both the course of analysis and the time interval and variables to be used. The main hypotheses that will be examined here as follows:



Hypothesis 1 (H1).

There is no significant abnormal return after an unexpected na-tech disaster.





Hypothesis 2 (H2).

The systematic risk of an asset remains unaffected by an unexpected na-tech disaster.





Hypothesis 3 (H3).

Macroeconomic factors of the country suffering from an unexpected na-tech disaster cannot influence investors’ psychology and decisions.





Hypothesis 4 (H4).

The status of an economy does not affect investors’ decision.





For examining the above hypotheses, both financial and macroeconomic data are used. Regarding financial data, it is important to mention that daily stock and bond prices have been derived from open-source databases8 with a time-span of 125 days before the occurrence of the event as well as three days after the occurrence of the event to capture the possible return abnormality. When the event of analysis belongs to a natural disaster, the asset of examination is the country’s government bond, while the market index used is the corresponding Government Bond Index. In order to collect the bond data, we searched for data related to the government bond with longer time-to-maturity of each country facing a disaster. However, in some cases, the longer time-to-maturity bond had stable (same) bond price values, which would have given us bond returns equal to zero. In those cases, the exact previous bond was selected and included in our analysis. Restrictions regarding the open source data, possible exclusion of events due to lack of data, and the unavailability of dividend yields and/or stock splits have undoubtedly affected our final estimations. When the event of analysis belongs to a technological disaster, the asset of examination is the corporation’s stock price, while the market index used is the corresponding market index which the corporation is listed in.



Concerning the risk-free asset that is necessary for the CAPM approach, the assumption of Barro and Misra (2016) was used; they underlined that gold can be considered as a risk-free asset since it cannot be used as a hedge against macroeconomic declines and its expected real rate of return should be close to risk-free. As already mentioned, some events have been excluded from the analysis due to lack of information, mainly because corporations are not publicly listed, or due to overlapping cases, where the examination window of one event overlaps with the estimation window of another in the same country. Using this open-source database, confronts us with the main limitation of the research, in terms of time span. This is the main reason we chose na-tech disasters which occurred since 2000. For the macroeconomic factors’ variables, the reliable and recognized database of the World Bank9 was used.




3.2. Event Study Analysis


The most widespread method for analysis of the market reactions is the event study analysis as described by MacKinlay (1997). The initial step for the following analysis is to set the estimation and the event windows. As an event window, we used a seven-day period (−3, +3) centered to the event day10 and including three days before and three days after the event, in an attempt to capture market reaction to the disaster. This event window will be used to estimate the expected return of the asset as well as the possible abnormality. As an estimation window, we used a 120-day period (−124, −4), which should not include the days of the event window. By establishing a wider estimation window, compared to the time span proposed by MacKinlay (1997), we estimated the systematic risk before the occurrence of the event with higher accuracy. This approach allowed us to predict more precisely the expected returns of the assets on the seven-day event window and these expected returns provided more accurate abnormal returns. After calculating systematic risk, we moved forward to the event window to approach abnormal returns.



The final step was to compute the cumulative abnormal return (CAR) which was examined for its significance. Moreover, as an extension of the proposed methodology, we decided to examine the abnormal returns of the seven-day event window for all 25 events and how they were influenced by macroeconomic factors. The initial methodology proposed by MacKinlay (1997) examined the cumulative abnormal returns using cross-sectional data analysis. However, we decided to observe separately all abnormal returns instead of their aggregations. The other extension included in the analysis was the inclusion of a dummy variable receiving the value 1 for the day of the event occurrence and the three-day span after the occurrence, and zero otherwise. The products (XjD) will shed more light on the post event reaction.



Specifically, as the abnormal return (AR) we set the actual ex post return of the security over the event window after extracting the normal return of security over the same period. The normal return equals to the expected return without occurrence of the unexpected event. For each case i and during period t the abnormal return is given by (1), where ARit, RAit, E(RAit|Xt), RMit, RFit, and    e  i t     stand for abnormal, actual, normal returns, return of market and risk-free assets and residuals, respectively during the period t and Xt refers to the conditioning information (MacKinlay 1997):


  A  R  i t   =  e  i t   = R  A  i t   − E ( R  A  i t    |   X t  )    



(1)







Based on CAPM specification, systematic risk known as βi, is defined as the covariance of RAit with RMit over some estimation period (Cov(RAit, RMit) divided by the variance of RMit over the same period (Var(RMit)) (Jagannathan and Wang 1993; Armitage 1995).


   E  [  R  A  i t    ]  = R F +  β i   [  E  (  R  M  i t    )  − R  F  i t    ]  +  ε  i t       E (  ε  i t   ) = 0     V a r (  ε  i t   ) =  σ   ε  i t    2     



(2)




where εit is the disturbance term with the usual properties.



We next built on this result and considered aggregation of abnormal returns as shown in (3) (Campbell and Wesley 1993). That is, the cumulative abnormal returns are given as:


  C A  R t  =   ∑  t = − 3  3   A  R t     



(3)







What is important to mention though, is that, to the best of our knowledge, similar papers examining market reactions using event study analysis, do not examine the model specification for the ordinary least squares (OLS) hypotheses violations regarding time series analysis. In other words, and since we are dealing with time series data, it is crucial to evaluate whether our estimation outputs for autocorrelation and autoregressive conditional heteroskedasticity (ARCH) effect possible problems, and if any assumption is violated, to correct the model before forecasting. There is no need for specification error diagnostics since we are using an established model.




3.3. Pre-Event and Post-Event Comparison


Moving forward, we re-examined our events under a second hypothesis, that is related to the comparison of systematic risk before and after the event. This approach has one similarity with the event study analysis regarding the estimation window, however, the contrast comes to the period after the event. Firstly, we set the pre-event estimation window which in this case had a time span of 70 days. The pre-event estimation window begins just the day before the event (−70, −1).



The next step was to create the post-event estimation window using the same technique and setting the time span to (+1, +70). Day 0 is the day of the disaster occurrence and it has been excluded from both estimation windows. The estimation period in this analysis is limited, compared to the event study analysis described in the previous section, to 70 days before and after the occurrence of an event. Our attempt is to capture the immediate impact of the systematic risk change in a time span close to the event occurrence. Once again, all appropriate diagnostic tests were considered. This procedure provided us with different systematic risks (betas) before and after the occurrence which we assume will provide us useful information regarding investors’ perspectives.




3.4. Pooled OLS Regressions


In an attempt to understand investors’ possible reaction after an unexpected hazard, we tried to investigate the causes or factors that may influence this possible abnormality. Thus, the final part of the analysis evaluated all results of possible abnormal returns and combined them with macroeconomic factors. The main idea was to observe if there are specific macroeconomic factors that may influence investors to react positively or negatively to the asset price after the event. The idea behind the macroeconomic factors derives from the credit rating methodology, which uses fundamental variables of each economy to rate its creditability and reliability. As already mentioned, credit rating is one of the main elements investors use to diversify their portfolios. Consequently, the question raised is “Does the economic status of a country affect the final decision?”



For that purpose and due to small panel data with even within country differentiations, pooled OLS regressions specifications were used of the form


   Y  i t   =  α 0  +  α 1   X  1 i t   + … +  α k   X  k i t   +  β 1   X  1 i t    D  1 t   + … +  β k   X  k i t    D  k t   +  u  i t    



(4)




where Yit, Xit, Di, and uit are the dependent variable, independent variables, dummy, and disturbance term (with the usual properties), respectively. As dependent variable, we set the abnormal returns that occurred after an unexpected event. For the calculation of the abnormal returns we used the beta estimations computed using a 120-day estimation window. These betas were then used for a seven-day forecast, in which the abnormality was then estimated. In other words, each case of examination included abnormal returns of seven days. The whole dataset used for the estimation has 175 observations (25 events × 7 days abnormal returns). Although the number of observations per event are equal among all events, the period of the occurrence differs, meaning that each event occurred in a separate historical moment, making dynamic cross-sectional panel estimations a non-appropriate approach of estimation.





4. Results and Discussion


The presentation and discussion of results follow the same flow as the methodology from the previous section.



4.1. Event Study Analysis


As described, our initial attempt was to estimate systematic risk during the estimation window which will afterwards be used for computing expected returns and abnormalities. Table A1 (in Appendix A) presents the estimated systematic risk per event of analysis. Specifically, columns (1)11 and (2) refer to two different periods before the events with estimations (1) including a 120-day estimation window and estimations (2) including a 70-day estimation window. Parentheses oppose the t-statistics of the systematic risks, while the brackets oppose the probability values for the coefficients. The purpose of such an attempt is to observe the sensitivity of systematic risk even on non-risky periods.



It is crucial to mention, based on Table A1, that only three betas of the total (3 × 25 events) fall below the value of 0.40, while the majority is concentrated between values of 0.60 and 0.99 (44 out of the 75 estimations). Moreover, 11 cases exceeded the value of 1, indicating the greater risk the investors adopt. Finally, 17 of the 75 estimations ranged between 0.40 and 0.59, with the majority of them being concentrated in the range of 0.5 to 0.59 (12 out of the 75 estimated cases). As is obvious, most of the cases have a mediocre to high risk, especially if we take into consideration the fact that the assets examined are government bonds.



The results in most cases indicate that there is a possible underestimated systematic risk when less observations are included. This may be crucial advice for portfolio managers who diversify portfolios and provide alternative investing options to investors. Although the difference between estimated betas may be slight, it may lead to large gains/losses if we consider the volume of capital placed on each investment.



Based on the 120-day CAPM analysis, after the corrections needed due to OLS hypotheses violations, all final betas are statistically significant at a 95% level of significance. Having p-values as a benchmark, 24 events were statistically significant at 99% level of significance with a probability value lower than 0.01 and only one event (Event 14) was statistically significant at 95% level of significance with a p-value = 0.0174.12 Although we would like to be able to compare our findings with outcomes from similar researches, to our knowledge, there is limited research done regarding the market reactions after an unexpected disaster. Moreover, in most cases diagnostic tests on estimations were not applied, thus the estimations tend to be biased and do not reflect the actual systematic risk of an investment. Therefore, we assume that a potential comparison would not be applicable in our case.



After estimating the final systematic risk for each event, we computed both the abnormal returns in the event window as well as the cumulative abnormal return (CAR). Using simple hypothesis testing (Table 1, first two columns), we did not reject H0 of the test as the p-value was greater than the usual significance levels (α = 0.1, 0.05 or 0.01); thus, we cannot conclude whether events caused an impact on bond/stock returns or not and we cannot give a clear answer on the HA of our research, so the hypothesis is still debatable.




4.2. Pre-Event and Post-Event Comparison


Our next attempt is to examine the HB, and whether there is a significant difference between the systematic risk estimators before and after an unexpected event. For that purpose, we are going to use the analysis described before in a methodology review based on the event study analysis being able to observe abnormalities that appear on systematic risk following an unexpected event as well as examine whether cumulative reaction has a significant impact on systematic risk. The fact that this abnormality is observed over the event window, which in our case includes a seven-day time span, captures a SR (Short-Run) investor’s reaction.



Figure 2 visualizes the under-examination difference of the estimators. As is obvious, in most cases the systematic risk increases after the occurrence of the disaster. Based on the na-tech events, we observed 25 events, for 70 days before the occurrence of the event (ex-ante) as well as 70 days after the occurrence (ex-post). We estimated the systematic risks before and after the event, which once again were diagnosed for all possible OLS hypotheses violations and if any occurred, was solved using the appropriate econometric approaches. The systematic risk results from the ex-ante and ex-post analysis are presented in Table A1 (in Appendix A) as well as in Figure 2 as mentioned. In most cases the systematic risk increases after the occurrence of the disaster. More specifically, from the 25 events of the analysis, the 14 events present a greater systematic risk after the event and 11 events received a lower systematic risk. What is also obvious is the fact that in some cases low values of estimated betas are reported, however, even these low values have sense and may cause a great impact if we consider the volume of capital someone may invest.



Although, we cannot jump to conclusions based on a simple histogram or the percentage of change description. For that reason, we compute the Δ(β)13 which is the change of the systematic risk. Using simple hypothesis testing, and setting the condition of examination as H0: μ = 0, (Table 1, last two columns), we do not reject H0 of the test as the p-value is greater than usual levels of significance (α = 0.1, 0.05 or 0.01); thus we cannot come to conclusions whether change of systematic risk is significant. With that in mind, we cannot give a clear answer if systematic risk of an asset remains unaffected by an unexpected na-tech disaster, so the hypothesis is still debatable.



To be more analytical let us consider each event in turn. Although the Denali earthquake in Alaska in 2002 terrified investors causing an increase of the systematic risk from 0.604627 to 0.692331, the 14.50% change is assumed to be low compared to other higher changes. However, we should always bear in mind that all these changes are multiplied by a great amount of capital investments and may cause huge losses. The Indian Ocean region belongs to the Ring of Fire, giving us the a priori information that there is an 80% perception of an earthquake occurrence; the Mw = 9.3 earthquake that took place in Thailand in 2004, which then led to a tsunami causing 227,838 fatalities and 15 billion USD total damage, also led to a 35.42% increase in the systematic risk of the country’s government bond from 0.627643 to 0.850764, giving us the belief that investors were scared that Thailand would not be able to cover their requirements.



Though the great earthquake of 2005 in Pakistan caused a remarkable number of fatalities and injuries, the systematic risk of the government’s bond decreased by 19.80%. More specifically, the systematic risk before the earthquake occurrence was 0.995803, however after the unexpected event the value of the systematic risk dropped to 0.798632 showing the investors’ attempt to support the country and keeping their trust against the Pakistani Government. The Chinese earthquake on 12 May 2008 appears to have the same flow as the previous event. Once again, the number of causalities and economic losses is remarkable, and systematic risk mentions a 12.83% decrease from 0.954242 to 0.831756.



The next na-tech analyzed is the Tohoku earthquake connected to the Fukushima Daiichi Power Plant disaster. The most interesting part of this analysis is the fact that the systematic risk of the Japanese Government mentioned a 25.84% decrease (from 0.677096 to 0.477908) giving the belief that investors showed trust in the government’s reputation to possibly overcome this. Moreover, Japan is located on the Ring of Fire, a region with high earthquake occurrence. On the other hand, the systematic risk of the corporation shares dramatically increased from 0.657127 to 3.078681. The 368.50% increase shows investors’ tendency to sell the corporation’s shares at any cost, in an attempt to avoid further losses. In that way, investors show their disappointment against the firm, or in other words, punish the corporation for its actions. However, it is important to mention that in this case, the disaster did not occur due to the firm’s fallacy; however, it is the most devastating nuclear disaster of the new millennium.



On the same path as the Japanese government’s bond after the earthquake occurrence, we can find the systematic risk of New Zealand’s case after the earthquake on 22 February 2011, which led to a 35.32% decrease, from 0.663115 to 0.428907. New Zealand kept its trustworthiness and persuaded the investors to support the country, thus securing their capitals.



Moving forward, the next four events present mentionable increases in the systematic risks. More specifically, the two earthquakes in Indonesia (Event 7 and Event 9), as well as the earthquake in Argentina. led to systematic risk increases reaching 17.36%, 47.47%, and 50.80% in positive change. Both regions belong to the Ring of Fire, and the fact that earthquakes are a common phenomenon in those countries probably terrifies investors. Instead of being informed and prepared for a possible upcoming earthquake, they may assume that an earthquake, which may follow, will be even worse and probably devastating. The first volcanic eruption of the analysis is the one that occurred in New Zealand in 2011. Some volcanic activities appear to have a great impact on investors’ psychology. Probably the fact that a volcanic eruption is not as common as a ground movement, terrifies citizens. In addition, outcomes after volcanic eruptions are more disastrous compared to a high intensity earthquake. An example is New Zealand’s case in 2011, where systematic risk sharply increased from 0.500411 to 0.854470 (70.75%).



A remarkable case is the unique phenomenon of a tsunami into a lake, which was also connected to volcanic activity. This Icelandic case, however, recorded a negative change on the systematic risk of Iceland’s government bond. The beta decreased from 0.466809 to 0.193990 (58.44%). The past volcanic activity experience in Iceland and the fact that they can take an advantage of such a case in that country, may have influenced the investors to support the country after the event’s occurrence. That theory is also supported by the following events (Event 15 and Event 16), which indicates that Iceland tends to record negative change (decrease) on the systematic risk of its government’s bonds after an unexpected volcanic eruption. The next volcanic activity in New Zealand, which occurred five years after the previous events, found the investors more prepared and the beta of the bond recorded a 45.54% decrease. On the other hand, some unexpected eruptions, such as Events 13 and 14, may have caused a small-scale reaction with a decrease in the systematic risk (5.05% and 9.31%, respectively).



Italy on the other hand, although it has a huge history regarding volcanic activity, such as Mount Vesuvius and Etna, faced a dramatic systematic risk increase from 0.532475 to 0.949284 (78.27%) after Etna’s unexpected eruption in 2013. Similar reactions are also reported in cases of Japan and Chile with a 32.94% and 17.21% increase, respectively, after the volcanic eruption occurrence (Event 18 and Event 20). Indonesia’s systematic risks on the other hand, tend to record negative changes after a volcanic eruption such as the 2014 and 2016 cases where the betas decreased by 14.14% and 33%, respectively.



The last category analyzed on na-tech events was the technological disasters, and more specifically the three oil spills and a nuclear disaster. We already analyzed the Daiichi nuclear disaster in this section, mentioning the remarkable systematic risk increase. The other three cases, though, do not appear to have a similar impact on the investors’ actions. Initially, the two oil spills that occurred in the Gulf of Mexico by BP did not influence the corporation’s shares in a negative way. The systematic risk decreased 4.85% and 22.47%, respectively with the firm’s announcements trying to save the corporation’s reputation and investors supporting the corporation’s trustworthiness. The huge environmental disaster that occurred in the ecosystem did not influence investors’ beliefs and actions since the corporation announced they would “clean” the oil spill from the Gulf, ignoring the already existing damage. The Exxon Mobil oil spill case slightly increased the corporation’s beta from 0.949111 to 0.966894, and once again, investors tended to ignore the devastating environmental result, due to the fact that the petroleum industry is highly lucrative. As can be seen, some events caused an increase in the systematic risk after the occurrence of the event, however, there are some cases where a decrease in the beta indicates a possible support for the country and/or corporation. This support may be due to the reputation of the country or corporation.



To conclude, although earthquakes are a really common phenomenon, in most cases considered they tended to have a moderate-to-high increase in the systematic risk of the bonds analyzed after the occurrence of each event. Regarding the moderate cases, five events caused a moderate increase in the systematic risk and were observed in countries with known tectonic plate movement activity such as the USA (Event 1), Indian Ocean (Event 2), Pakistan (Event 3), China (Event 4), and New Zealand (Event 12). Moving forward, there were four more cases recording a high-to-significantly high increase in the systematic risk, also observed in countries with high risk of occurrence. In Indonesia, which also lays on the Indian Ocean, Events 7 and 9 caused two significantly high increase of betas, while the other two countries were Chile (Event 8) and New Zealand (Event 10). As it appears, although high-risk areas exist and frequent earthquake activity is recorded, investors tend to have an immediate reaction after those events. A potential new earthquake may increase the risk of a country (or even a region) facing a possible new disaster.



It is also important to mention that there are three cases where the occurrence of an earthquake reduced beta. More specifically, Japan (Event 5), New Zealand (Event 6), and Iceland (Event 12) caused negative changes on the betas. These results raise great interest. Initially, the case of Japan was connected to the Fukushima Daiichi nuclear disaster. The earthquake which caused a tsunami leading to an industrial accident has raised a lot of attention from the media. However, the systematic risk of the Japanese bond revealed a significant decrease. In other words, the investors kept supporting the country which faced a natural disaster and a devastating nuclear hazard at the same time. What is crucial though is the Fukushima Daiichi share price faced an unprecedented shock (Event 25). The systematic risk of the stock dramatically increased giving the belief that the investors “punished” the corporation for causing the largest historical nuclear disaster of the new millennium. The ruined reputation of the corporation as well as its uncertain future probably scared the investors who reacted rapidly.



The last two negative cases on earthquake reactions were observed in New Zealand (Event 6) and Iceland (Event 11). The fact that in some cases New Zealand has negative changes and in other cases has high positive changes may be because of the possible expectance of such an event due to previous smaller earthquakes. Iceland is also observing negative changes to the systematic risk of the government bonds. Most countries analyzed regarding earthquakes are placed on the Ring of Fire area, a well-known area that concentrates the majority of earthquakes annually. Although these unexpected events are more likely to occur in these countries, investors are not prepared for such cases and immediately react.



Moving forward to the volcanic eruptions, it is surprisingly interesting to observe that the majority of the unexpected events caused negative changes in the systematic risk. Volcanic eruptions in most cases do not raise a lot of attention. The two cases that raised a lot of attention regarding the volcanic eruptions occurred in Italy (Event 17) and Japan (Event 18) and caused significantly high change on the ex-post analysis. Initially, the Etna case may have caused such a reaction because two years prior, this specific volcano recorded 38 basaltic fountains, which possibly increased the probability of a greater volcanic explosion. Finally, the Japanese case may have caused a significant reaction due to the fact that it is the only volcanic eruption which encountered fatalities. More specifically, 63 people lost their lives due to that eruption. Such outcomes may have influenced the behavior of the investors.



Last but not least is the oil spill disasters. The research included three oil spill events that occurred since 2000. Although, an increase of the systematic risk was expected due to the environmental disaster caused from those oil spills, investors appeared to decrease the betas in two cases—Prudhoe Bay (Event 22) and Deepwater Horizon (Event 23)—and a slight increase in the case of Mayflower (Event 24). Based on those results, we may assume that the investors, knowing that the oil industry is very profitable, tended to ignore the environmental impact of such disasters.




4.3. Pooled OLS Regressions


Moving to the final part of the analysis, we sought to determine the abnormal returns of the 25 events by notable macroeconomic factors. The importance of this analysis is to examine whether widely known and available macroeconomics can influence investors’ actions and either support an investment or not. In other words, a well-stated economy that exudes reliability and credibility can positively affect investors, which will then lead to lower and probably insignificant abnormal returns. In this part of the analysis, the dummy variable included indicates with 1 the days affected by the unexpected event, and zero otherwise.



Table A2 (in Appendix A) presents the results from the pooled panel regression. As we can see, most of the macroeconomic variables have a significant impact on the abnormal returns. By including variables, such as tourism expenditures and tourist arrivals, we assume that similar independent variables may affect the dependent in the same way. However, as observed in Table A2 (in Appendix A), tourism expenditures and tourism arrivals have different impact on abnormal returns. More specifically, the former appears to have a negative sign, which actually means that when the number of arrivals increases, the abnormal returns of the asset examined decrease. This gives us the feeling that investors tend to react less to countries with increased tourism. However, expenditures of tourism appear to have the exact opposite impact on abnormal returns.



What is interesting to observe is how the aftermath of an unexpected event may affect abnormalities. For that purpose, we used the products of estimation with dummies, where 1 is for the days after the event occurrence. As observed, tourism arrivals have a positive sign to abnormal returns. In other words, more tourism arrivals lead to more abnormality probably due to the increased level of uncertainty. Investors may recognize each country as a risky place to visit due to a potential outbreak of a new disaster. On the other hand, increased revenues from tourists (tourism expenditures) decrease the abnormality, possibly due to the fact that more revenues may allow the country to pay the bond coupons as well as keep stability and credibility.



The purpose of GDP growth inclusion is the fact that the percentage of GDP growth through the years may be used as a proxy to the economic growth of a country. Based on the results, we can see that there is a positive relation between economic growth (GDP growth) and abnormal returns, which means that the more GDP growth, the greater the abnormal returns. Based on our assumptions, we were expecting the exact opposite relation due to the fact that a higher GDP growth will make investors believe that the country can cope with the disaster. What was interesting to observe was the results referring to the period after the occurrence of an event (GDP growth*D). The expected negative sign of the explanatory variable that represents the reduction of abnormalities caused by investors was proven in the case of the dummy influence. In other words, while increasing the growth of an economy, the country becomes more trustworthy and the investors are less negatively influenced.



Similar to GDP growth, we included GDP/c as an explanatory variable expecting to observe a negative impact to abnormalities. The GDP/c is a variable that is weighted by population. Higher levels of GDP/c represent better economic conditions for the population of a nation and probably a better economic status as a total. Once again, the interest would have been gathered on the product of dummy variable (GDP/c*D), however, this is a statistically insignificant variable, possibly implying for the cases considered that abnormal returns and therefore investors, are not influenced by such a factor.



In addition, there was an increase both in inflation and imports to abnormal returns after the events’ occurrence. The increase in imports may be affected by the need for supplies for the suffered regions, even for basic everyday goods. If the country needs more imports this may indicate a difficulty in covering their basic needs, placing the country in an unstable condition and increasing the risk for investors. A possible increase in inflation indicates a decrease of the value of the country’s currency which once again increases the risk for investors. Based on those results, investors tend to be influenced by macroeconomic factors regarding the decision to keep investing on a bond/stock after a na-tech event.





5. Conclusions


Risk aversion is the main determinant that influences investors’ choices. Thus, when investment advisors diversify a portfolio, they should always take into consideration the investors’ preferences and their tolerance to risk as well as any aspect that may lead to money loss. Uncertainty, on the other hand, is the main characteristic of capital markets, with the idea that “the more you risk, the more you gain”. Although analysis techniques for stock performances exist, these models cannot capture the potential risk of “unexpected”. Environmental hazards, which are assumed to be random, have a significant impact on society and influence everyone’s life. In this research, we decided to examine four hypotheses regarding the influence that certain unexpected events may have on investors’ decisions.



Initially, we proved that neither natural, and more specifically geophysical, nor technological, and more specifically industrial, hazards are random. Based on our previous research (Halkos and Zisiadou 2018, 2019) both cases have high- and low-risk areas, so the probability of occurrence may be predicted up to a certain point. If investment advisors know a priori the possibility of an environmental hazard, natural or technological, they may be able to diversify portfolios of high-risk areas by including assets from low-risk areas as well. The first under-examination hypothesis is not rejected, showing that the abnormal returns occurred after an unexpected environmental hazard are not statistically significant. In other words, a na-tech occurrence does not seem to affect investors’ psychology given they tend to keep an unchangeable strategic investment plan when an unexpected environmental disaster occurs.



Additionally, as examined by the second hypothesis, we have proven that although there is a change in systematic risk after the occurrence of an event, in comparison with the one before the occurrence, this change is not significant; thus the question whether a potential disaster may affect systematic risk remains debatable. What is also crucial to mention is that the avoidance of diagnostic tests may under/overestimate systematic risk which is differentiated when there are violations of the basic hypotheses in OLS specifications with no adequate corrections in the final estimations.



The final part of the analysis was based on the macroeconomic influence on investors’ behavior. With the use of pooled OLS regressions, we examined the third and fourth hypotheses of research proving that there are several macroeconomic factors, like GDP growth, tourism factors, inflation, and imports that may affect abnormal returns after an event occurrence. The third hypothesis has been accepted indicating that macroeconomic factors, influencing the investors’ point of view, exist. More specifically, the abnormal returns after the occurrence of an unexpected events tend to decrease if the country of examination records an increase in tourism, both arrivals and expenditures. On the other hand, if the inflation and/or the imports of the suffered country increase then the abnormality recorded will also increase, due to the positive sign of their coefficients. Probably, the increased inflation and/or imports may settle the country in a needy condition, making it even riskier and probably unable to cope with investors’ requirements. The fourth hypothesis was examined with the inclusion of GDP/c and GDP growth. The GDP/c in our research gives statistically insignificant coefficients indicating a non-affectionate behavior, however, the GDP growth coefficient is statistically significant and has a negative sign. This sign indicates that a possible increase in GDP growth will lead to a decrease in the abnormal returns when an unexpected environmental disaster occurs. This reaction may likely be influenced by a country’s trustworthiness. In other words, increased economic growth influences the reliability of a country which therefore influences investors in a positive way. Generally, it is stated in the literature that investors tend to support a country, which has faced a natural disaster, while at the same time they tend to “punish” a corporation that caused a technological disaster, which may have led to economic losses and adverse impacts on flora, fauna, and the environment in general. What should raise more attention though is the fact that the oil companies that caused huge environmental disasters after the occurrence of the oil spills reached lower values of systematic risk. In other words, investors tended to support those companies and the answer may be hidden in the great profit those companies recorded.



With all this information beforehand, we believe that governments may have the opportunity to create better security and rescuing plans, as well as preparedness systems, while at the same time be able to cover possible damages with emergency payments from their annual budgets. Investment advisors, as we have already mentioned, may help their clients to diversify or hedge in a way that will minimize potential risk, without avoiding investment on specific corporations or countries. Furthermore, our paper provides evidence that some macroeconomic factors may have an effect on investors’ psychology regarding their investment decisions after the occurrence of an unexpected environmental disaster. We can infer that the reputation of a country or corporation may be a decisive factor.



Supplementary research could be done by including events from other categories of unexpected events such as transport accidents, meteorological hazards, etc., or by expanding the time span of the event analysis. Although we would like to include cases such as Chernobyl nuclear accident or Three Mile Island, the lack of available information reduced our sample. Moreover, further research could be carried out with inclusion of more macroeconomic factors or with the use of other advanced econometric methods on modeling such issues. Inclusion of other explanatory variables like governmental announcements, such as bankruptcy, or the rise of an extremist political party may also be useful. Likewise, announcements of the downgrade/upgrade of countries or corporations from credit rating agencies may lead to useful knowledge on how investors may weight their risk based on available information.
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120 Days Pre-Event β

	
70 Days Pre-Event β

	
70 Days Post-Event β




	

	
(1)

	
(2)

	
(3)






	
Event_01

	
0.566306

(4.77) (0.0000)

	
0.604627

(3.406) (0.0011)

	
0.692331

(5.311) (0.0000)




	
Event_02

	
0.716023

(12.823) (0.0000)

	
0.678660

(7.131) (0.0000)

	
0.804563

(11.004) (0.0000)




	
Event_03

	
1.043605

(5.381) (0.0000)

	
0.704594

(4.282) (0.0000)

	
0.798632

(15.329) (0.0000)




	
Event_04

	
0.852833

(170.56) (0.0000)

	
0.954242

(8.879) (0.0000)

	
1.141257

(10.723) (0.0000)




	
Event_05

	
0.878074

(7.850) (0.0000)

	
0.677096

(3.793) (0.0003)

	
0.477908

(3.557) (0.0007)




	
Event_06

	
0.670526

(9.984) (0.0000)

	
0.860940

(11.912) (0.0000)

	
0.428907

(4.494) (0.0000)




	
Event_07

	
0.841452

(7.272) (0.0000)

	
0.848343

(5.158) (0.0000)

	
0.995659

(7.570) (0.0000)




	
Event_08

	
0.514983

(7.269) (0.0000)

	
0.429804

(4.228) (0.0001)

	
0.648179

(6.242) (0.0000)




	
Event_09

	
0.629387

(4.866) (0.0000)

	
0.585545

(3.295) (0.0016)

	
0.863526

(3.040) (0.0034)




	
Event_10

	
0.579811

(7.378) (0.0000)

	
0.500411

(5.212) (0.0000)

	
0.854470

(7.653) (0.0000)




	
Event_11

	
0.310581

(6.565) (0.0000)

	
0.466809

(6.443) (0.0000)

	
0.322860

(3.867) (0.0001)




	
Event_12

	
0.601126

(30.66) (0.0000)

	
0.552577

(5.528) (0.0000)

	
0.658889

(2.639) (0.0103)




	
Event_13

	
0.529411

(4.383) (0.0000)

	
0.732459

(6.698) (0.0000)

	
0.695440

(5.570) (0.0000)




	
Event_14

	
0.670650

(2.411) (0.0174)

	
0.572725

(2.663) (0.0096)

	
0.519378

(1.876) (0.0649)




	
Event_15

	
0.922181

(24.736) (0.0000)

	
0.805822

(10.030) (0.0000)

	
0.721883

(7.294) (0.0000)




	
Event_16

	
0.818089

(6.929) (0.0000)

	
0.759383

(6.654) (0.0000)

	
0.731661

(6.516) (0.0000)




	
Event_17

	
0.595667

(5.679) (0.0000)

	
0.532475

(3.175) (0.0022)

	
0.949284

(10.404) (0.0000)




	
Event_18

	
0.855654

(9.661) (0.0000)

	
0.683732

(5.517) (0.0000)

	
1.017484

(13.920) (0.0000)




	
Event_19

	
1.311919

(11.012) (0.0000)

	
1.206142

(6.078) (0.0000)

	
1.035517

(8.432) (0.0000)




	
Event_20

	
0.517310

(7.865) (0.0000)

	
0.354545

(4.329) (0.0001)

	
0.415583

(6.222) (0.0000)




	
Event_21

	
0.856874

(11.889) (0.0000)

	
0.880564

(9.712) (0.0000)

	
0.840760

(8.921) (0.0000)




	
Event_22

	
1.077069

(15.344) (0.0000)

	
1.060922

(13.241) (0.0000)

	
1.009471

(20.085) (0.0000)




	
Event_23

	
1.010974

(15.654) (0.0000)

	
0.975651

(9.299) (0.0000)

	
0.756432

(2.879) (0.0053)




	
Event_24

	
0.975986

(23.390) (0.0000)

	
0.949111

(16.630) (0.0000)

	
0.966894

(28.721) (0.0000)




	
Event_25

	
0.802265

(8.134) (0.0000)

	
0.657127

(5.586) (0.0000)

	
3.111465

(3.207) (0.0013)








t-stat. and p-values parentheses.
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Table A2. Pooled regression results.






Table A2. Pooled regression results.










	Variable
	Pooled AR
	Pooled AR





	Constant
	−0.024887

(−6.604322) (0.0000)
	−0.027235

(−9.871251) (0.0000)



	GDP growth
	0.005188

(10.20047) (0.0000)
	0.005497

(13.52677) (0.0000)



	GDP/c
	8.44 × 10−7

(4.507790) (0.0000)
	8.36 × 10−7

(6.603492) (0.0000)



	Population Density
	−5.64 × 10−5

(−3.643325) (0.0003)
	−6.41 × 10−5

(−5.781233) (0.0000)



	FDI
	3.66 × 10−13

(5.470146) (0.0000)
	4.12 × 10−13

(9.534101) (0.0000)



	Household Consumption
	−6.21 × 10−14

(−7.121643) (0.0000)
	−6.46 × 10−14

(−10.71255) (0.0000)



	Imports
	1.02 × 10−13

(3.938239) (0.0001)
	1.10 × 10−13

(5.931378) (0.0000)



	Inflation
	−0.000355

(−0.842450) (0.3996)
	



	Tourism Expenditures
	4.76 × 10−12

(8.670022) (0.0000)
	4.87 × 10−12

(11.61634) (0.0000)



	Tourism Arrivals
	−4.52 × 10−10

(−2.937924) (0.0033)
	−4.10 × 10−10

(−3.352551) (0.0008)



	Exports
	−9.29 × 10−14

(−6.229301) (0.0000)
	−9.85 × 10−14

(−8.532868) (0.0000)



	Gov. Health Expenditures/c
	−4.89 × 10−6

(−2.065084) (0.0390)
	−4.61 × 10−6

(−3.023661) (0.0025)



	GDP growth*D
	−0.001366

(−2.419998) (0.0156)
	−0.001745

(−5.958745) (0.0000)



	GDP/c*D
	−6.04 × 10−8

(−0.270809) (0.7866)
	



	Population Density*D
	−0.000116

(−5.693055) (0.0000)
	−9.82 × 10−5

(−9.961197) (0.0000)



	FDI*D
	7.64 × 10−14

(0.900765) (0.3678)
	



	Household Consumption*D
	2.14 × 10−14

(1.925287) (0.0543)
	2.67 × 10−14

(6.228393) (0.0000)



	Imports*D
	1.60 × 10−13

(4.740005) (0.0000)
	1.44 × 10−13

(9.023375) (0.0000)



	Inflation*D
	0.004192

(9.399820) (0.0000)
	0.004057

(13.28318) (0.0000)



	Tourism Expenditures*D
	−4.92 × 10−12

(−7.071382) (0.0000)
	−5.17 × 10−12

(−12.58543) (0.0000)



	Tourism Arrivals*D
	1.63 × 10−9

(8.021313) (0.0000)
	1.61 × 10−9

(10.86971) (0.0000)



	Exports*D
	−7.00 × 10−14

(−3.673465) (0.0002)
	−6.02 × 10−14

(−5.329575) (0.0000)



	Gov. Health Expenditures/c*D
	−5.09 × 10−6

(−1.651309) (0.0988)
	−5.48 × 10−6

(−9.441656) (0.0000)



	R2
	0.28813
	0.288651



	F-statistics
	75.03277 (0.000000)
	98.15229 (0.000000)



	AIC
	−4.088925
	−4.090998







t-stat in parentheses and p-values in brackets.
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	1
	
Athukorala et al. (2018) investigated the impact caused by natural disasters regarding residential property pricing.





	2
	
A detailed review of terminology regarding disasters and all criteria taking into consideration when characterizing an event as a disaster is given in Halkos and Zisiadou (2018).





	3
	
Earthquakes are divided into two types of events, the “ground movement” which is the movement on the land caused by the tectonic plate movement, and the “tsunami” which is the waves caused by the movements at the seabed (Halkos and Zisiadou 2018).





	4
	
International Atomic Energy Agency (1998).





	5
	
Based on Kanamori (1972), all earthquakes that can create tsunamis can be classified as tsunamigenic earthquakes.





	6
	
Another well-known pricing model is the Fama–French three-factor model. The Fama–French three-factor model is a widespread asset pricing model that expands on the capital asset pricing model by adding size risk and value risk factors to the market risk factors. One of the factors included, though, is the “HML factor” which represents the “high minus low” book-to-market ratio. This ratio can be estimated for corporations’ shares, however, to our knowledge, it is not applicable to government bond cases. Our attempt mainly included government bonds, which as a result lacks information regarding the HML factor. Supplementary research to this topic with the inclusion of more corporations will definitely incorporate the Fama–French three-factor asset pricing model.





	7
	
It refers to the industrial disasters, which may have been caused by anthropogenic factors.





	8
	
The source of data is the website Investing.com: www.investing.com (accessed on 1 October 2018). We are familiar with that fact that this database is not the most accurate source due to the fact that provides data for delisted stocks nor it is adjusted for splits and dividends; however, to our knowledge, it is the only open source which provides the majority of the needed information. Sources such as Bloomberg and/or Thomson Reuters DataStream are preferable, however, no access was granted. The non-inclusion of dividend yield and/or stock spilt event certainly has an impact on our estimations. These non-adjustments may cause under/overestimation of the systematic risk. Further research would preferably include a more detailed data source which will give us the ability to include those adjustments in our estimations.





	9
	
Source of data is the website of the World Bank: https://data.worldbank.org (accessed on 5 October 2018).





	10
	
Many events occurred over multiple days. However, we consider the first day of the event as day zero due to the fact that at this moment the event was recognized as unexpected, while the aftershocks on the following days are assumed to be expected. Moreover, due to the time span of the 70-day ex-ante analysis, we included the possible reaction due to the multiple day occurrences that followed the first day of the events.





	11
	
It is crucial to test our estimations for autocorrelation and ARCH effect. In cases with such problems, appropriate correction methods have been used in solving them. Moreover, in case of ARCH effects, various estimations of the ARCH-family have been used and the most appropriate have been chosen based on AIC. Final estimates corrected for any econometric problems are presented in the tables with initial estimations and diagnostic tests available on request. The results strengthen our belief that all estimations must be tested for all possible violations of the hypotheses of OLS estimations.





	12
	
Relying on the coefficient of determination (R2), 5 out of 25 regressions have a really low goodness of fit (0.00–0.20), showing that less than 20% of the market returns can explain returns of assets. Similarly, 12 out of 25 regressions have low goodness of fit (0.20–0.50), and 5 out of 25 regressions have a mediocre goodness of fit (0.50–0.80), showing that less than 50% and 80%, respectively of market returns can explain assets returns. Finally, 3 out of 25 regressions have a high goodness of fit (over 0.80) with more than 80% of market returns explaining assets returns.





	13
	
Δ(β) = βpost-event − βpre-event.
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Figure 1. Maps of occurrence. (a) Geophysical hazards and (b) industrial hazards. Note: The scale of maps represents cumulative observations of event occurrences in each country over the years since 1900. 
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Figure 2. Pre-event and post-event estimations. 
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Table 1. Simple hypothesis testing results.






Table 1. Simple hypothesis testing results.





	Cumulative Abnormal Return
	t-Statistics
	Change of Systematic Risk
	t-Statistics





	Capital Asset Pricing Model (CAPM)
	−0.694372

(0.4941)
	Δ(β)
	1.312378

(0.2018)







p-values in brackets.
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