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1. Exploratory spatial-temporal data analysis (ESTDA) 
Based on the traditional Exploratory Spatial Data Analysis (ESDA) framework, Rey et al. [1] effectively integrated 

time and space to achieve spatiotemporal interaction analysis, and proposed the ESTDA, which further improved the 
comprehensive process and spatiotemporal pattern analysis of geographic objects. 
(1) LISA time path 

The LISA time path is integrated to incorporate the dynamic migration of LISA coordinates in the Moran’s I scatter 
plots. Through the pairwise movement of the attribute and spatial lag values of the carbon footprint of prefecture-level 
cities over time, the spatial-temporal interactions and dynamic characteristics of the carbon footprint at the local level 
within regions are thus explained. Expression of the local spatial dependence from the “instantaneous scene” to the 
“interactive dynamic scene” is continuously depicted [2]. The geometric characteristics of the LISA time path mainly 
include relative length (Li), curvature (Ci) and average moving direction (γi), and their respective expressions are as 
follows [3]: 𝐿௜ = ௡×∑ ௗ൫௏೔,೟,௏೔,೟శభ൯೅షభ೟సభ∑ ∑ ௗ൫௏೔,೟,௏೔,೟శభ൯೅షభ೟సభ೙೔సభ         (1) 

𝐶௜ = ∑ ௗ൫௏೔,೟,௏೔,೟శభ൯೅షభ೟సభௗ൫௏೔,೟,௏೔,೟൯               (2) 

𝛾௜ = arctan ∑ ୱ୧୬ఊೕೕ∑ ୡ୭ୱఊೕೕ               (3) 

where T is the interval for the time series, n is the number of city-level units, and Vi, t is the LISA coordinate position 
(carbon emission standardization value) of city-level unit i in year t. In other words, (yi, t, yVi, t), d(Vi, t, Vi, t+1) is the 
coordinate for the distance moved by city-level unit i in year t to t+1. If the length of the coordinate movement of city-
level unit i is greater than the national average in the studied time range, then the city’s Li is greater than 1. The larger 
the Li value, the more dynamic the local spatial dependence and spatial structure of the carbon footprint for city-level 
unit i, and vice versa. The larger the Ci, the more curved the LISA time path; namely, it is more affected by neighborhood 
space (spillover/polarization) in city i, and city i has a more volatile carbon footprint process and spatial dependent 
evolutionary process. In the opposite situation, the impact is less. 
(2) LISA spatiotemporal transition 

LISA first provides a local perspective to reveal the spatial dependencies between research units [4]. Rey then 
proposed the concept of spatial-temporal transition based on the transition of local spatial correlation types of each unit 
in Moran's I scatter plot in different periods [5]. The spatial-temporal transition of LISA reflects the transformation 
process of local spatial association types in the studied time range. There are four types of spatial-temporal transitions 
[6]. Type I is the diagonal type of transfer matrix, which means that there is neither spatial transfer within the city-level 
unit itself nor between the neighboring cities. Type II refers to a transition within the city-level unit itself, but the neigh-
borhood is unchanged, including HHt→LHt+1, HLt→LLt+1, LHt→HHt+1 and LLt→HLt+1. Type III refers to no change 
within the city-level unit itself, but its neighborhood has a transition, including HHt→HLt+1, HLt→HHt+1, LHt→LLt+1 and 
LLt→LHt+1. Type IV refers to a transition within the city-level unit and in its neighborhood, divided into type IVA and 
type IVB. Type IVA refers to the transition direction of the city unit itself and its neighborhood are the same, including 
HHt→LLt+1 and LLt→HHt+1. Type IVB indicated that the transition direction of the city unit itself and its neighborhood 
are opposite, including HLt→LHt+1 and LHt→HLt+1. In addition, Rey et al. [7] defined the concepts of spatial-temporal 
flux (flux) and spatial-temporal cohesion (cohesion), whose formulas are as follows: 

flux：SF = ௒మା௒య௠          (4) 
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cohesion：SC = ௒భା௒రಲ௠          (5) 

where Y1, Y2, Y3 and Y4 represents the number of city-level units where the transition of Type I, Type II, Type III 
and Type IVA has occurred in the research time, respectively, while m is the total number of research units. 
(3) Standard deviational ellipse (SDE) 

SDE is a spatial statistical method to measure the distribution characteristics and spatial-temporal evolution of 
geographic elements [8]. The main parameters include distribution center of gravity, major axis (long axis), minor axis 
(short axis) and azimuth etc., which refer to the researcher of Chen et al. [9] for the detailed calculation process. The 
spatial distribution range of SDE represents the main area of the spatial distribution of geographic elements, the center 
of gravity represents the relative position of the spatial distribution of geographic elements, and the azimuth reflects 
the main trend direction of geographic element distribution (that is, the angle formed by the clockwise rotation of the 
due north direction to the long axis of the ellipse), and the long axis and short axis represent the degree of dispersion of 
geographic features in the primary and secondary directions, respectively. 

 
2. GTWR model 

The GTWR model adds the time dimension and considers the non-stationary characteristics of time and space, 
which makes the estimation more accurate, and it can reflect the spatiotemporal heterogeneity of different regions [10]. 
The basic formula is as follows: Y௜ = 𝛽଴ሺ𝜇௜, 𝑣௜, 𝑡௜ሻ + ∑ 𝛽௞௞ ሺ𝜇௜, 𝑣௜, 𝑡௜ሻ𝑋௜௧ + 𝜀௜        (6) 

where Yi is the total carbon emission of city i; Xij represents the value of city i for the k-th explanatory variable of 
the level of economic development, ecological environment, population, industrial structure, technological progress, 
per capita energy consumption, and land use are used as core explanatory variables. μi and vi are the longitude and 
latitude coordinates of city i, and ti is the year t. β0(μi,vi,ti) is the intercept term, βk(μi,vi,ti) is the estimated coefficient of 
explanatory variable; εi is a random error term. The estimated value of each regression coefficient of city is: 𝛽መ൫𝜇𝑖, 𝑣𝑖, 𝑡𝑖൯ = ൣ𝑋௧𝑊൫𝜇𝑖, 𝑣𝑖, 𝑡𝑖൯𝑋൧ିଵ𝑋்𝑊൫𝜇𝑖, 𝑣𝑖, 𝑡𝑖൯𝑌        (7) 

where 𝛽መ൫𝜇𝑖, 𝑣𝑖, 𝑡𝑖൯ is the estimated value of βk(μi,vi,ti) and W(μi,vi,ti) is the space-time weight matrix. X is the matrix 
formed by independent variables; Xt is the transpose of the matrix; Y is the matrix of observed values. In order to avoid 
the “long tail effect” caused by data discreteness, this study combined the distance threshold method and Gaussian 
function method commonly used in weight determination, and adopted the finite Gaussian function, namely bi-square 
spatial weight function. The spatiotemporal distance between sample i and sample j is: 𝑑௜௝ = ට𝛿 ቂ൫𝑈௜ − 𝑢௝൯ଶ + ൫𝑣௜ − 𝑣௝൯ଶ + 𝜇൫𝑡௜ − 𝑡௝൯ଶቃ        (8) 

In Formula (8), Bandwidth B will affect the establishment of the space-time weight matrix. Considering the density 
of the data observation point distribution, adaptive bandwidth is adopted in this study, and the established criterion is 
AICc criterion. 
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