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Abstract: The article describes the use of multi-criteria optimization methods during the calibration
of digital multimeters. Currently, calibration is based on a single measurement of a specific value. The
aim of this research was to confirm the possibility of using a series of measurements in order to reduce
the measurement uncertainty without significantly extending the calibration time. The automatic
measurement loading laboratory stand used during the conducted experiments was essential to
obtain results that allowed confirming the thesis. This article presents the applied optimization
methods and the results of the calibration of sample digital multimeters obtained thanks to them. As
a result of the research, it was found that the use of a series of measurements increased the accuracy of
the calibration, reduced the measurement uncertainty, and shortened the calibration time compared
to traditional methods.
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1. Introduction

The calibration of measuring systems, as well as individual measuring instruments is
required in many fields of technology. The requirement to perform regular calibration is
described in many normative documents such as [1-3]. It is performed in laboratories in a
precisely defined manner. Both the measurement procedures according to which the cali-
bration is performed and the organization of the laboratory itself are strictly defined [4-8].
This allows an increase in the repeatability and reliability of the tests performed [9,10].
With the development of technology, more and more complex and accurate measuring
devices are used. Many of the new devices require completely new calibration proce-
dures [11,12]. On the other hand, work is still underway to improve the existing calibration
methods [13,14]. More and more methods are based on semi-automated or fully automatic
stations [15,16]. This allows both shortening the calibration time and eliminating at least
some personal errors. During calibration, the main task is to determine the error with
which the tested instrument made the measurement. This error can be estimated from a
single measurement [17]. It can also be determined by taking a series of measurements
and calculating the average value, which is more accurate, but also more time-consuming.
In addition, the appropriate number of measurements in the series should be determined.
A properly selected number of measurements can be described as “optimal”. What does
optimal mean?

In many areas of human activity, the best use of resources is sought to obtain the
maximum effect. The field of science supporting the making of this type of decision is
optimization. Due to the number of criteria, optimization can be divided into:

- Single-criterion—defining one function that describes a specific problem and finds its
extreme.

- Multi-criteria—finding the optimal solution that is appropriate from the point of view
of each criterion.
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The criterion is used to compare individual solutions [18].

Multi-criteria optimization methods are often used in economic, social, and technical
sciences. The scope of their application is very wide. In the literature, there are examples
of the use of optimization methods during titanium turning [19], transport issues [20],
furniture production [21], traffic [22], humanitarian aid [23], energy distribution [24],
logistic [25-28], etc. [29-32].

Currently, the procedures for calibrating digital multimeters are based on a single
measurement for a specific value. This is an approach that has been used for years; however,
there are situations in which the use of a single measurement does not allow for an accurate
estimation of the measurement error. Often, according to the authors’ research, in more
than 40% of cases, the results obtained using a digital multimeter are unstable. Although
instability occurs most often at the level of the last digit, such a situation makes it necessary
for the person performing the calibration to choose one of several possible measurement
results. In order to avoid a situation where the efficiency of the device is decided on the
basis of a randomly selected result, the authors propose changing the current approach.

It is possible to approach the problem differently.

In order to create a new method of calibrating multimeters, a digital multimeter cal-
ibration procedure was developed in which a single measurement was replaced with a
series of measurements for each measured value. A proprietary laboratory stand for the
automatic setting of values from the calibrator and automatic reading of measurement
results was developed [17]. The question is how many measurements should be taken dur-
ing the series to sufficiently increase the accuracy, reduce the uncertainty to an acceptable
level, and at the same time, not significantly increase the calibration time. According to the
authors, multi-criteria optimization methods are a perfect tool for determining the optimal
number of measurements for a series. The following part of the article presents how to use
the recently developed method and its benefits.

Section 2 of this article describes the calibration process and the multi-criteria opti-
mization methods used in the research. Section 3 presents the method of performing the
calculations for an example device using three optimization methods. Section 4 presents
the results of the tests carried out on several different types of multimeters. Section 5 shows
how the applied method affects the uncertainty of measurement and the change of the
decision about the efficiency of the instrument.

2. Materials and Methods
2.1. Calibration

The calibration of measuring instruments consists of determining the errors obtained
during the measurements of certain values of various physical quantities. These errors are
calculated on the basis of a comparison of the value measured with the tested device and
the reference value obtained from the control device. Measurements are made for strictly
defined values of the tested physical quantities. The number and values of individual
measurement points are specified in the calibration methodology. The methodologies are
specified either by the manufacturer of the instrument or by the testing laboratory. During
the full calibration procedure, depending on the type of instrument, it is necessary to
make several to over 100 measurements of different values. The most-common method is
measuring the same physical quantity with two instruments and comparing the obtained
results. The first device is the one whose efficiency is tested. The second is a control
device, the measurement uncertainty of which must be at least four-times lower than the
tested instrument [33].

In the case of measurements with analog instruments, the presence of a human is prac-
tically always required to read the measurement result. The obtained results are compared
with the readings from the reference instrument; the measurement error is determined; the
measurement uncertainty is estimated; the correct operation of the measuring instrument is
assessed. If a large number of measurements are required, this task is very time-consuming.
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The procedure is similar for digital instruments. Digital instruments are often equipped
with a communication interface that allows data to be transferred directly to a computer.
Thanks to this solution, it is possible to partially or completely automate the measurements.

During calibration at a specific measurement point, it is possible to determine the
error on the basis of a single measurement or on the basis of a series of measurements. The
series of measurements consists of making a specified number of measurements of the
same value of a physical quantity. The mean value after excluding gross errors is taken as
the result of the series. The measurement series improves the quality of the obtained results
and allows for a more reliable determination of the correct operation of the measuring
instrument. With the increase in the number of measurements performed in the series,
the result is closer to the real value, and the Type A uncertainty of such a measurement
decreases. On the other hand, increasing the number of measurements increases the time
and energy required to complete the entire calibration procedure.

This is where the problem begins: whether to evaluate an instrument on the basis
of a single measurement, perform the number of measurements proposed in the calibra-
tion procedure, or estimate the optimal number of points in a series using multi-criteria
optimization methods. At this point, one should look at the results obtained during the
measurement with a digital instrument. The measurement with a digital instrument is
performed at a certain resolution. The resolution is understood to be the smallest value
indicated by the instrument. For example, the measurement of the outer diameter with a
digital caliper is made at a resolution of 0.01 inches (Figure 1).

Figure 1. Measurement with a digital caliper [34].

If the measurement is unambiguous and the result on the display does not change, the
prediction of the efficiency on the basis of a single measurement is justified. However, it
often turns out that, during the measurements, the indication of the digit in the resolution
position is not constant. Changes from measuring the same value may change by one or
more digits. In this case, determining the efficiency of the instrument on the basis of an
ambiguous result is burdened with a large error (Figure 2).

Figure 2. Three measurement results of the same value [34].

During the research conducted on a group of over 150 digital instruments of various
types, it turned out that measurement ambiguity occurred in over 40% of cases. Approxi-
mately 30% were changed by one value in the position of the last significant digit, and in
10% of the cases, the changes amounted to 2, 3, or more values in the position of the last
significant digit.
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On the basis of the obtained results, it was found that it is reasonable to carry out
calibration on the basis of a series of measurements in order to avoid an error resulting
from the ambiguity of the reading.

Some digital measuring devices, especially those with higher accuracy, are designed to
be calibrated based on a series of measurements. In this case, the number of measurements
in the series is determined in a constant manner in the methodology for all measurement
points. As a standard, a series of measurements is used, consisting of 10 measurements,
regardless of the measured value. The conducted research, the results of which will be
presented later in the article, showed that the optimal number of measurements in a
series is different for individual physical quantities. In this case, the efficiency of the
calibration process can also be improved by changing the number of measurements in a
series depending on the type of instrument and the measured physical quantity.

The main question is: What number of measurements in the series should be made to
obtain a result that is sufficiently precise and, at the same time, does not cause a significant
extension of the entire procedure in time? At this point, multi-criteria optimization methods
should be used.

In the further part of the article, the use of three optimization methods will be pre-
sented. These methods allow both shortening the calibration time and increasing the
accuracy of the obtained results.

2.2. Optimization

In technical issues and economics, sociology, or politics, the decision-maker faces the
necessity to meet many needs, which in turn requires optimization in relation to many
criteria. From this type of problem was born a discipline of mathematics called multi-
criteria optimization. This discipline is used in a variety of subjects and under different
names. In mathematics, it is called vector optimization and, in the political economy,
“multi-criteria decision making”. In the literature, the terms Pareto optimization and poly-
optimization are also often used. The basic concept in multi-criteria optimization is the
Pareto solution, also known as the non-dominant solution, the effective solution, or the
preferential solution.

Each technical, technological, or manufacturing process of a given product should
constitute a compromise between the desire to ensure the product quality, increase its
reliability, and reduce the cost of the materials, manufacturing, and operation costs or
the time required to complete a given technology. Finding the most-favorable variant is
possible after conducting a properly prepared optimization analysis. The optimization
result largely depends on the formulation of the problem. It is particularly important
to select criteria against which the entire process will be judged. In the optimization of
technical processes, the most-frequently adopted criteria are:

- Performance criteria (functional, aesthetic);
- Technical criteria (general technical, manufacturing, material);
- Economic criteria (production costs and time, operating costs) [35].

It is difficult to find functional criteria in the calibration of measuring instruments,
while technical and economic ones are perfectly justified. In order to carry out the full
multi-criteria optimization process, three basic optimization criteria were adopted:

- The criterion related to the measurement error [f1(x)];
- The criterion related to the measurement uncertainty [f2(x)];
- The criterion of the total time of execution of the calibration [f3(x)].

All criteria described in detail in the further part of the article were developed on
the basis of verified and recognized literature data. In addition, the authors’'many years
of experience in laboratory practice during calibration allowed for the proper selection
and verification of the criteria. All considerations later in this article were based on the
calibration of a digital multimeter (DMM).
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2.2.1. Criterion Related to the Measurement Error [f7(x)]

The measurement error as defined in the document [36] is the measured quantity
value minus a reference quantity value.

E=yi—yx+yi — Oy, 1)

where:

E—measurement error;

y;—an indication of the measuring instrument (i symbolizes successive measuring points);
yx—value generated by the calibrator;

dy;—instrument reading correction due to finite resolution;

Syr—correction of the value generated by the calibrator, including the following factors:

- Drift since the last calibrator calibration;

- Changes caused by the effect of offset, non-linearity, and changes in the gain factor;
- Changes in ambient temperature;

- Supply voltage changes;

- Load effect resulting from the finite input resistance of the calibrated multimeter.

This is the classic approach when calibrating the multimeter with the assumption
that, due to the specific resolution level of the digital multimeter indications, the scatter
of the indicated values is not observed. As shown by the data presented in the previous
section, this assumption is not met in over 40% of cases. Therefore, a modified Equation (1)
was adopted for further research, replacing the value of a single measurement y; with a
measurement series.

E =¥i(x) — yx + yi — oy, )

¥i(x)—mean value from a series of x measurements.

For the optimization calculation, the objective function for the error criterion will
contain only the absolute error computation. The components of the measurement equa-
tion describing the uncertainty will be included in the objective function related to the
measurement uncertainty. During the calibration, the calculated error of measurement is
the result. To optimize this process to improve its quality, one should strive to increase the
precision of this error determination. Assuming that the average value of 30 measurements
is a sufficient basis for estimating the actual error, the related optimization criterion should
define how much we deviate from the actual value of the measurement error during the
performance of individual measurement series. The objective function resulting from the
absolute error takes the form:

X
fits) = w - (B2, ®
where:
x—the number of measurements in series;
y;—the result of the i-th measurement;
W—the mean value of the result from 30 measurements.

2.2.2. Criterion Related to the Measurement Uncertainty [f,(x)]

When presenting the result of measuring a physical quantity and the real value, it is
necessary to provide some quantitative information about the quality of this result, based
on which its credibility can be estimated. Without such information, the measurement
results can neither be compared with each other, nor with the reference values given in
specifications or standards. It is commonly known that, when all known or expected
error components are calculated and when they are made as appropriate corrections,
there is still uncertainty as to the correctness of the result obtained and doubts as to
how well the measurement result represents the value of the quantity resulting from the
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measurement [37]. To sum up, the given measurement result is complete only when it
contains both the measurand value and the measurement uncertainty related to this value.
The uncertainty of the measurement result consists of a series of components that can be
grouped into two categories, according to how their numerical values are calculated:

A—those that have been calculated by statistical methods;
B—those that have been calculated by other methods.

The A method is used when it is possible to carry out many independent observations
of one of the input quantities under the same measurement conditions. If the resolu-
tion of the measurement process is sufficient, the obtained results are characterized by a
noticeable dispersion.

The B method is the determination of the uncertainty associated with the estimate
y; and the input quantity Y; in a manner other than by statistical analysis of a series of
measurements. The standard uncertainty u(y;) is determined by an analysis based on all
available information on the possible variability of Y;. This information may include:

- Data from previous measurements;

- Experience and general knowledge of the behavior and properties of appropriate
measuring instruments;

- Manufacturer specifications;

- Data obtained from calibration certificates or other certificates;

- Uncertainties related to reference data obtained from the literature.

The components of the standard uncertainty involved in the uncertainty budget are:
u(yx)—the uncertainty related to the calibration of the standard, estimated on the basis of
the records of the last calibration certificate;
u(dy;)—uncertainty related to the resolution of the calibrated multimeter;
u(dyx)—the uncertainty related to the factors affecting the quantity generated by the
calibrator, estimated from the manufacturer’s data;
u(;(x))—uncertainty related to the dispersion of the series of measurements.

The general form of the formula for standard uncertainty is [36]:

4)

where:
j—successive component of uncertainty;
N—number of uncertainty components;
c—sensitivity coefficient.

For the calibration of a digital multimeter, assuming that the desired quantities are not
correlated with each other and the sensitivity coefficients take the value 1 or —1 will take
the form [36]:

u(y) = /()2 + u(By:)? + u(Gyi)? + u(Fi(x))?) 5)

As recommended in [36,37], the uncertainty in the laboratory is reported not as the
standard uncertainty, but as the expanded uncertainty U. This uncertainty is obtained by
multiplying the estimated standard uncertainty u(y) by the coverage factor k [36]:

U=k-u(y) (6)

When performing the calibration, the expansion factor is taken as the value k = 2, which
corresponds to a normal distribution, or k = 1.65, which corresponds to a rectangular
uncertainty distribution. When developing the uncertainty budget, it turns out that,
sometimes, some of the dominant components may have a rectangular distribution. In
other cases, the dominant distribution is the normal distribution. The determination of
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the parameter r in the proposed method is based on the fact that the distribution of the
output quantity converges to the distribution of the PN (PN distribution—a distribution
that is the convolution of a single normal distribution and a single rectangular distribution).
The parameter r of the PN distribution is determined by the measured component of
the rectangular distribution in all components of the uncertainty budget. The method
approximates the unknown coefficient of expansion by a factor for distribution: normal,
trapezoidal, and rectangular [38].

U(y) = \/;H(Hr—z,/r(l ~7):

@)
3£\ 2
VL () ),
where:
p—confidence level.
The parameter r is determined by the formula [38]:
. ui(y) , ®)

uZ(y) — u(y)

where u;(y) is the largest share in the uncertainty of the composite input quantity with a
rectangular distribution and u.(y) is the combined standard uncertainty. Detailed Equation (7)
will be used for calculations, and the utility function determined on its basis takes the form:

7o) = [ (14 r 2T ) o

Vulye)? + u(8y:)? + u(dy)? + u(yi(x))?

2.2.3. Criterion of the Total Time of Execution of the Calibration [f3(x)]

When performing the calibration for one measuring point, the time to complete the
full procedure is shorter than in a measuring series. Thanks to the solution that allows
for automatic reading of the measurement result, this time is significantly shortened,
and it is possible to perform a measurement series in a time close to or shorter than a
single measurement in manual mode. For optimization calculations, an objective function
should be formulated that includes the relationship between the number of measurements
performed in a series and the total time of the complete calibration procedure. In the case
of the calibration of digital multimeters, this function takes the form:

fa(x) = to+ ((ts - x) — ts)pp, (10)

where:

tp—automatic calibration time with one measurement;
ts—time of the next measurement in the series;
pp—total number of measurement points.

The adequate area of research is usually determined due to the technical possibilities
of research stands and the nature of the phenomena and processes under study. In the case
of the optimization of the calibration process, the variable parameter in all defined objective
functions is the number of measurements performed in the series. The limitations of the
possible values that this parameter can take result from the nature of the calibration itself.
The result is the measurement error and the uncertainty of its determination. Considering
that making at least three readings prevents coarse errors, this is the minimum number
of measurements in the series. Correct results are assumed if the readings are uniform
within the random error limits. The probability of a coarse error in the two readings is p?
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and in three readings is p}, where p; is the probability of a coarse error with one reading.
Hence, according to [39], the recipe for the correct reading of the results is as follows:
after bringing the reference quantity to the instrument to be calibrated, wait time ¢, then
take n readings at intervals t; and take the average value of n readings as the result. Due
to the assumption that the methodology described in the paper is to shorten the time of
performing the calibration, the maximum number of measurements performed in a series
should be assumed. In order to generalize the considerations, the permissible variability of
the number of measurements in the series within the range was assumed 3 < x < 30.

2.2.4. Multi-Criteria Optimization Methods

In single-criteria optimization problems, the objective function returns one specific
min or max value. In practice, it is difficult to formulate a single-criterion task as it is
often necessary to take into account a whole set of various conditions. Among the many
methods of multi-criteria optimization, the following seem to be the most useful for solving
technical problems:

- Weight objectives method;

- Hierarchical optimization method;
- Trade-off method,;

- Global criterion method;

- Method of distance functions;

- Min-max method,;

- Goal programming method.

In order to check whether the assumptions presented in the above part of the article
are correct, three methods were selected for practical verification (weight objectives, min—
max, and method of distance function). Other methods will be tested in further stages
of research [40].

3. Result

In order to check whether the use of a series of measurements with the help of an
automated calibration stand will allow improving the quality of the obtained results, a
series of tests were carried out using various types of digital multimeters. The research was
carried out in the years 2018-2020, and multi-criteria optimization methods were used to
determine the optimal number of measurements in the series.

The first step was to perform optimization calculations in accordance with the pre-
viously presented principles. These calculations were designed to determine the number
of measurements in a series appropriate for the selected criteria for each type of multime-
ter. Considering that the proposed solution is planned for practical implementation in
everyday laboratory practice, the results obtained for individual measurement points were
generalized for the entire calibration procedure of a given type of instrument. This article
presents the test results based on the example of the FLUKE 27 digital multimeter with
Serial Number 96000029.

To determine the optimal number of measurements performed in series, the criteria
described above should be taken into account. The random nature of the obtained re-
sults, which are also the input data for the optimization calculations, necessitates some
modification of the optimization methods. The classic approach consisting of carrying out
calculations once and determining optimal Pareto solutions is insufficient in calibration.
The calculations carried out in this way make it possible to determine the optimal number of
measurements for one specific set of input data. The tests showed that, during the device’s
test, the obtained results of measuring the same value of a given physical quantity, although
similar, differed from each other. Thus, for each data set, the results of the optimization
calculations may differ from each other. An example of the results obtained during a series
of 10 measurements performed with the FLUKE 27 multimeter connected to the FLUKE
5500 calibrator for 40 V DC is presented in Table 1.
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Table 1. Series of 10 measurements performed with the FLUKE 27 multimeter connected to the
FLUKE 5500 calibrator for 40 V DC.

Measurement Series 1 Series 2 Series 3 Series 4 Series 5
1 40.1 40.1 40.1 40.1 40.0
2 40.0 40.1 40.1 40.0 40.1
3 40.1 40.1 40.0 40.1 40.0
4 40.0 40.1 40.0 40.0 40.1
5 40.1 40.1 40.1 40.1 40.0
6 40.1 40.1 40.1 40.1 40.1
7 40.0 40.0 40.1 40.0 40.0
8 40.0 40.1 40.0 40.0 40.1
9 40.1 40.1 40.1 40.0 40.0
10 40.1 40.0 40.1 40.0 40.1
Average 40.06 40.08 40.07 40.04 40.05

The data in Table 1 show that the results obtained with the same measurement tool
showed a certain spread. This dispersion, despite the preserved character of the rectangular
distribution, was different each time. For the calculations, a Visual Basic program was
written, which works with a spreadsheet, in which the results of a series of 30 measurements
were randomly simulated. For the input data obtained in this way, optimization calculations
were carried out according to the rules of a given method. The result was saved in the
correct cell, and then, another set of input data was generated, then the calculations were
repeated. The entire procedure was repeated a certain number of times. During the
research, it was assumed that the procedure would be repeated 1000 times. According
to the decision-maker, from the set of 1000 Pareto-optimal solutions obtained in this way,
one should choose the most-appropriate one. Due to the fact that the proposed solution
is to be applied in practice, the way of making decisions should be simplified as much
as possible. Therefore, it was assumed that the most-appropriate solution would be the
solution that would occur the most significant number of times. For each measurement
point, a sheet was created to perform the calculations simultaneously for all selected
optimization methods. The adopted procedure for performing the simulation calculations
resulted from the assumption of a random distribution of the input data. For the results of
the calculations made with different optimization methods to be compared with each other,
it is obvious that they must be performed on the same set of input data. In order to test the
effectiveness of the proposed solution, three methods were used.

3.1. Weight Objectives Method

The method consists of reducing multi-criteria optimization to single-criteria optimiza-
tion by introducing a substitute criterion, which is a weighted sum of the criteria [40]:

k
F(x) = ) wifi(x), (11)
i=1

where:

k—number of objective criteria;
x—number of measurements in series;
w;—weights such that:

k
we[0,1]and ) w; =1 (12)
i=1

As a result of such transformation, we obtained a single objective function F(x), which
we optimized using methods typical for a single-criterion task. The choice of criteria
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weights is problematic in this method, which obviously may lead to different solutions. For
the calibration of DMMs, the objective function will be

F(x) = wyf1(x) +waf2(x) + w3 f3(x), (13)

where the objective functions are defined by Formulas (3), (9), and (10). Equation (12) takes
the form: :
F(x — (W* (Zi:xlpi))+

14)2\/ru+1 147, — 2\/rl[(1—p))~ (14)

Vu(yi)? +u(dy;)? + u(by)? + u(7i(x)) >+
w3 (to + ((ts) — ts)pp)

Due to the random nature of the obtained results for a single measurement point, the
method based on the simulation described above was used. For a specific measurement
point, a spread of one or two digits in the last position of the display was assumed.
Thirty results within the assumed range of variability were generated randomly. For the
adopted data set, calculations were performed in accordance with the rules applicable in
the weighted objectives method. For this purpose, the minimum value of the objective
function from Equation (14) was calculated for each value of x, where 3 < x < 30. For the
purposes of the article, the weighting factors at the level were adopted:

w1 = 0,1; Wy = 0,4,' w3 = 0,5. (15)

The weight factor values were selected in such a way so as to place the greatest
emphasis on the calibration time and measurement uncertainty. These values were adopted
arbitrarily by the authors.

The weighting factors determination is valid if all the objective functions are expressed
in the same units and with the same order of magnitude. In actual calculations, such a
comfortable situation usually does not occur. In order to eliminate the influence of various
units, in which particular functions’ criteria are typically expressed, it is aimed to ensure
that all functions result in the calculation of an order of magnitude of a similar order. Only
then does the objective function make sense. For this reason, the objective functions were
assumed in the normalized form for the calculations:

sz

|f° (16

where:
f2 = —minf;(x), when — minf;(x) > maxf;(x);
f? = maxfi(x), when — minf;(x) < maxf;(x); for every x in an adequate common area.

In this way, the calculated minimum of the objective function determines the optimal
number of measurements in the series for a given type of instrument and for a specific
measurement point. It should be remembered that the obtained number is optimal for a
specific set of 30 random input data. For a different dataset, this value may change. In
order to perform the calculations and simulations, a program in Visual Basic was written
based on the MS Excel spreadsheet. The results obtained for the three exemplary input data
sets obtained during the simulation of the 40V DC test point for the FLUKE 27 multimeter
are shown in Figure 3.
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Figure 3. Optimal solutions in the weighted objectives method for different sets of input data.

The graphs presented below show that the results of the optimization calculations
for individual sets of input data may differ. For four input data sets, the optimal solution
turned out to be the number of measurements in the series at a level of 5, 6, 7, or 9. For
the specified number of measurements in the series to be a value that reflects the optimal
number for different possible values of the measurement results, the calculation was
performed 1000 times. Each time, we redrew the results from a specific range of variability.
As a result of the simulation, we obtained 1000 results determining the optimal number of
measurements in a series for a specific measuring point. The sample results obtained from
the simulation are presented in the form of a histogram in Figure 4. The optimal solution is
the result that was repeated the greatest number of times.
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The number of optimal solution obtained
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Figure 4. Optimal solutions in the weighted criteria method for a simulated series of 1000 sets of
input data.

The histogram presented above shows that, for the 40V DC measuring point, the
most-frequently obtained result of optimization calculations using the weighted criteria
method was six measurements in a series. The presented calculation scheme should be
repeated for each measuring point specified in the calibration methodology for a given
type of measuring instrument.

3.2. Method of Distance Functions, Min—-Max Method

The necessary condition for determining the optimal solution is the definition of the
Pareto optimum [41]. According to the definition, the solution is optimal when determining
another one cannot improve the value of any criterion function without deteriorating any
other criterion functions’ value. An example of a Pareto optimum for two functions of one
and the same variable is shown in Figure 5.

N
fx) fi(x)

fa(x)

.

A1

A2

v

Xopt

Figure 5. Pareto optimum example for two functions of one variable.



Sensors 2023, 23, 2984 13 of 19

The min-max method consists of minimizing the maximum deviations from the
extreme values (optimal solutions) for all functions of the optimization criteria. The
formulas give the relative deviation for each i criterion function:

oo Mi(x) = F|
" i — Pz'O
8(x) = (Tj‘{)l | (1)

for F? # 0 and f?(x) # 0 released from the dimensionality of the objective functions,
which for the minimized objective functions determine the relative increments of the
function’s value, and for the maximized objective functions, they determine the relative
decreases in the value of these functions.

In the min—max method, one searches for such parameter values for which individual
objective functions give the values of the result parameters that are the same while, at the
same time, as small as possible, from the extremes of both objective functions (approximate
solution), i.e., those for which the increases and the decreases of both objective functions
are the same and as small as possible [42].

Use the formula for the calculations:

[ rw - (-]
i; <|F10|> +<|in> — MIN (19)

If the exponent P = 2 is used in the calculation, the distance between the approximate
and optimal solution is minimized, i.e., the distance function method will be implemented.
Increasing the value of the exponent to P = oo leads to the min-max method, i.e., mini-
mization of the maximum deviations of the optimal solution from the approximate one.

The value of the exponent from Equation (19) was assumed at the level of P = 100.

The results of the exemplary calculations for the min-max method and the same set of
input data as for the weighted criteria method are presented in Figure 6.

159
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o o i 1 1

. - o L
3 4 s 6 7 8 9 10 11 12 13 14

1 2 15 16 17 18 19 20

The number of optimal solution obtained

Number of measurements

Figure 6. Optimal solutions in the min—-max method for a simulated series of 1000 input data sets.

The histogram presented above shows that, for the 40 V DC measuring point, the
most-frequently obtained result of the optimization calculations using the weighted criteria
method was six measurements in a series. To perform calculations using the distance
function method, the value of the exponent P = 2 should be assumed. Similar to the
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previous method, calculations should be made according to Formula (19). Sample results
obtained for the same set of input data as in the previous methods are shown in Figure 7.

294

The number of optimal solution obtained

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of measurements

Figure 7. Optimal solutions with the distance function method for a simulated series of 1000 sets of
input data.

The histogram presented above shows that, for the 40V DC measuring point, the
most-frequently obtained result of optimization calculations using the weighted criteria
method was seven measurements in a series. The nature of the distribution of the obtained
results allows for an unambiguous statement of which variant occurs most often, and this
one was determined as the optimal solution according to the method used. Practice has
shown that the results obtained with different methods may differ from each other. In the
considered example, the results for the three methods used are:

x = 6—for the weight objectives method;
x = 6—for the min-max method;
x = 7—for the distance function method.

As during the calibration, one value of the number of measurements in the series
should be determined, the obtained results for individual methods were added up, and the
most-frequently repeated value obtained in this way was taken as the optimal (Figure 8).
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The number of optimal solution obtained

Number of measurements

Figure 8. The result of optimization calculations with three methods for the point 40 V DC.



Sensors 2023, 23, 2984

15 0f 19

This is, of course, the optimal solution for a specific measuring point. In the considered
example, it is the value of the number of measurements in the series for the 40 V DC test
point. The simulations should be performed for all measuring points in a given type
of measuring instrument in the calibration procedure. In the considered example, in
accordance with the procedure applicable at the time of writing the thesis at the 1st Military
Metrology Center in Gdynia, the number of measuring points was 55.

4. Practice

In order to compare the proposed methodology to the currently used method, sim-
ulation calculations were made for all measuring points of several types of multimeters
calibrated at the 1st Military Metrology Center. Detailed results obtained using an auto-
mated measuring station are presented in the example of the calibration of a FLUKE 27
multimeter. The basis for determining the measuring points was the procedure PP-07.10.01-
2-2018-1WOM [43]. The simulation calculations were performed using the three methods
described above:

- Weight objectives method;
- Min-max method,;
- Distance function method.

The optimal number of measurements in a series depends on the parameter being
measured and the level of variability of the last digit of the measured result. The research
carried out on various types of multimeters showed that the most-common situation will
be variation by one value at the level of the last digit. Therefore, to determine the optimal
number of measurements in the series, the simulation results obtained for assuming a
variability by one value were adopted.

For the specified number of measurements in a series, a calibration protocol was
created, and the automated calibration of the instrument was carried out. Then, manual
calibration was performed by making a single measurement at the same points. Calibration
was performed with the same standard calibrator by three different people. Another method
was to use the standard procedure in the MET/CAL program [44]. This procedure, like
manual calibration, is based on a single measurement at each point. This calibration also
was performed with the same standard calibrator by three different people. The effects
obtained as a result of process optimization and automation can be described as two
basic ones:

- Shortening the calibration time;
- Improving the quality of the results obtained.

The shortening of the calibration time of the FUKE 27 multimeter was on average
38% compared to the manual calibration performed for one measurement at each point.
The time reduction compared to the currently used semi-automatic method based on the
MET/CAL software and a single measurement at each point was on average 6% (Figure 9).
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Figure 9. The result of optimization calculations with three methods for the point 40 V DC.



Sensors 2023, 23, 2984

16 of 19

Please note that manual calibration, as well as calibration using the MET /CAL soft-
ware were performed based on one measurement (x = 1). Automatic calibration using the
optimal number of measurements was performed by making seven measurements in a
series (x = 7).

Similar studies were also carried out for other types of instruments. The obtained
results confirmed the effectiveness of the method. The graphs show the results for seven
sample multimeters. The reduction of the calibration time compared to manual calibration
was 24% to 45%. On the other hand, compared to the semi-automatic method based on the
MET/CAL software, the time reduction ranged from 6% to 37% (Figure 10).
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Figure 10. Reduced calibration time.

The second element of utilization as a result of the optimization is maintaining or
improving the quality of the obtained measurement results. Quality is understood as the
accuracy of determining the real value of the measured quantity and the uncertainty of the
obtained result. In the case of a single measurement result, the obtained value is correct
under the condition of a stable and unchanging reading from the instrument. As the results
from the data presented in the first part of the article, this situation does not occur in over
40% of the measurements. A better approximation of the actual measured value is the
average value from the series of measurements. In order to illustrate the influence of the
measurement series on the calibration result, an example from the protocols presented in
Figure 11 can be used.

DC voltage
. Uncertainty
Range g Set value | Measurement Error Maxdmum error U
a Omax
0.3 0200 | -0.001 0.0013 ;>
32 v 3 3001 | UODO—— 00040 | ooeee—]
-3.001 -0.001 0.0040 0.0006
4 4.00 0.00 0.014 0.006
10 10.00 0.00 0.020 0.006
15 15.00 0.00 0.025 0.006
32 v 25 25.00 0.00 0.035 0.006
30 30.00 0.00 0.040 0.006
-4 -3.09 0.01 0.014 0.006
-30 -30.00 ——6646————0-006 |
40 30.9 0.1 0.14 _>
320 | v 300 3000 | 88— 040 |  006—
-300 83000 | ge—rT— w0z | 00—
350 349 A 13 _>
1000 | V 900 901 —49———05 |
-900 -900 0 0.1 0.6

Figure 11. Manual calibration result for the point 40 V DC.
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In the measurement points marked in the tables, thanks to the use of a series, the
obtained result, being the average of seven measurements, differed from the values obtained
during a single measurement. Thus, despite a slight increase in measurement uncertainty,
which was caused by the addition of an additional factor to the uncertainty budget resulting
from the standard deviation, the sum of the error and expanded uncertainty did not exceed
the permissible error in any of the previously marked points. According to the valid rules of
adjudication of conformity [7,8], this is Case 2 when the calibrator cannot decide about the
conformity of the instrument with the requirements. It causes the necessity to calculate new
permissible error limits or change the class of the measuring device in the measuring ranges
in which this case occurred. The use of the proposed method of automatic calibration
with a series of measurements allows for obtaining the results presented in Figure 12. In
the measurement points marked in the tables, thanks to the use of a series, the obtained
result, being the average of seven measurements, differed from the values obtained during
a single measurement. Thus, despite a slight increase in measurement uncertainty, which
was caused by the factor added to the uncertainty budget resulting from the standard
deviation, the sum of the error and expanded uncertainty did not exceed the permissible
error in any of the previously marked points.

DC voltage

Maximum | Uncertainty
error

Unit

Range Set value Measurement Error

03 0.299 | 0.299 | 0.300 | 0.299 | 0.300 | 0.300 | 0.§00 | -0.0004 0.0013 0.0007 >
3.2 \% 3 3.001 | 3.000 | 3.001 | 3.000 | 3.000 | 3.001 | 3.001 | ~0VOE6——6-6040—
-3 -3.000 | -3.000 | -3.000 | -3.000 | -3.000 | -3.000 | -3.000 | 0.0000 0.0040 0.0005
4 4.00 4.00 4.00 4.00 4.00 4.00 4.00 0.0000 0.014 0.005
10 10.00 | 10.00 | 10.00 | 10.00 | 10.00 | 10.00 | 10.00 0.0000 0.020 0.005
15 15.00 | 15.00 | 15.00 | 15.00 | 15.00 | 15.00 | 15.00 0.0000 0.025 0.005
32 \Y 25 25.00 | 25.00 | 25.00 | 25.00 | 25.00 | 25.00 | 25.00 0.0000 0.035 0.005
30 30.00 | 30.00 | 30.00 | 30.00 | 30.00 | 30.00 | 30.00 0.0000 0.040 0.005
-4 -399 | -399 | -3.99 | -3.99 | -4.00 | -4.00 | -4.00 0.0057 0.014 0.007
-30 -30.00 | -30.00 | -30.00 | -30.00 | -30.00 | -30.00 | -30.00 wﬂ-—-——ﬂ-ﬂéw— 005
40 39.9 39.9 39.9 | 40.0 | 40.0 39.9 | 490 -0.06 0.14 0.07 >
320 \% 300 300.0 | 300.0 | 300.0 | 300.0 | 300.0 | 300.0 | 300.0 - 0.40 0
-300 -300.0 | -300.0 | -300.0 | -300.0 | -300.0 | -300.0 | -300.0 —6-46— 5
350 349 349 349 350 350 350 36 -0.4 1.3 0.7
1000 \% 900 901 901 901 901 901 901 901 6| 19 | 05— |
-900 -900 -900 | -900 | -900 | -900 -900 | -900 0.0 0.1 0.5

Figure 12. The result of optimization calculations with three methods for the point 40 V DC.

5. Conclusions

The calibration of digital instruments is a field that is constantly evolving. The pos-
sibility of using partially or fully automatic stations allows for significant simplification,
lowering measurement uncertainty, and speeding up the calibration process. The article
presented a proposal to replace the currently used method of calibrating digital multi-
meters based on a single measurement with a series of measurements. The automatic
measurement loading laboratory stand used during the conducted experiments enhanced
the entire calibration procedure. Of course, both the time and the accuracy of the obtained
results strongly depend on the assumed number of measurements in the series. Therefore,
a mathematical tool, which is represented by the multi-criteria optimization methods, was
used. The multi-criteria optimization method allows for determining the optimal number
of measurements in a series for a specific type of instrument. Optimization calculations
are only required when developing a new calibration procedure. The three methods pre-
sented in the article (weight objectives, min-max, and method of distance function) will be
expanded in further work, in order to check their suitability in the proposed method. The
tests carried out on several different types of multimeters, presented in this article, initially
confirmed the effectiveness of the proposed method. Currently, the method is being tested
on a wide group of instruments at Polish Military Metrology Centers. We believe that the
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proposed new approach to the calibration of digital multimeters will be implemented in
subsequent laboratories.
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