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Abstract: This article outlines the design and implementation of an internet-of-things (IoT) platform
for the monitoring of soil carbon dioxide (CO;) concentrations. As atmospheric CO, continues to rise,
accurate accounting of major carbon sources, such as soil, is essential to inform land management
and government policy. Thus, a batch of IoT-connected CO, sensor probes were developed for soil
measurement. These sensors were designed to capture spatial distribution of CO, concentrations
across a site and communicate to a central gateway using LoRa. CO; concentration and other environ-
mental parameters, including temperature, humidity and volatile organic compound concentration,
were logged locally and communicated to the user through a mobile (GSM) connection to a hosted
website. Following three field deployments in summer and autumn, we observed clear depth and
diurnal variation of soil CO, concentration within woodland systems. We determined that the unit
had the capacity to log data continuously for a maximum of 14 days. These low-cost systems have
great potential for better accounting of soil CO, sources over temporal and spatial gradients and
possibly flux estimations. Future testing will focus on divergent landscapes and soil conditions.

Keywords: soil measurements; Wireless Sensor Networks (WSNs); environmental monitoring;
internet-of-things (IoT)

1. Introduction

Anthropogenic activities, including intensive agriculture and land-use changes, have
contributed to the exponential rise in atmospheric carbon dioxide (CO;) [1]. Evidence
suggests that these two factors may account for 25% of all CO; emissions since 2007 [2].
Gross soil respiration, which is the positive flux of CO; from the soil to the atmosphere, is
estimated at 60 Gt CO,-C yr~!—representing one of the largest carbon sources. Between
60-90% of this CO, is sourced from microbial activity in soil [3]. Practices that lead to soil
disturbance, such as tillage for crop production and deforestation, can stimulate microbial
activity, leading to pulses of CO; flux. Current methods for measuring soil respiration com-
monly utilise headspace sampling of small chambers placed on the soil surface. Air within
the headspace is sampled over a set period of time, analysed using a gas chromatograph
or infrared gas analyser, and then the concentration is regressed over sampling time to
calculate flux [4]. More modern systems utilise headspace recirculation to automatically
calculate CO, flux [5]. While well-represented in the literature, these methods are time-
intensive and generally lack spatial resolution. Furthermore, the analytical components can
be cost-prohibitive. Thus, there is a pressing need to develop systems that are cost-effective,
can provide spatial and temporal resolution, can be utilized for flux estimation, and have
data acquisition programs that are easily accessible.

The increased development and availability of the internet has spawned the technol-
ogy of connected devices and the Internet of Things (IOT). IOT describes the integration
and communication between intelligent objects, commonly referred to as “Things” [6].

Sensors 2023, 23, 2580. https://doi.org/10.3390/s23052580

https:/ /www.mdpi.com/journal /sensors


https://doi.org/10.3390/s23052580
https://doi.org/10.3390/s23052580
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0001-6658-2224
https://orcid.org/0000-0002-9740-5244
https://orcid.org/0000-0003-1307-6488
https://doi.org/10.3390/s23052580
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s23052580?type=check_update&version=3

Sensors 2023, 23, 2580

20f18

Similarly, the advancement of embedded computing, downsizing of electronic devices and
the development of IOT has contributed to the technology of Wireless Sensor Networks
(WSNSs) [7-10]. WSNs form a large component of IOT systems and have found applications
in environmental monitoring, healthcare, safety applications, air quality applications, gas
monitoring and agriculture [6,8,10-15]. WSNs usually consist of a series of static or mobile
nodes that transmit data to single or multiple base stations, which themselves can be static
or mobile. There is also no specific definition of the technology that can be used to transmit
data to a base station. However, common techniques include Wi-Fi, GSM, Bluetooth and
LoRa [16-23].

With the increasing impact of WSNSs, it is not surprising that such systems have
been used in applications linked with agriculture, including soil analysis. To this end, a
number of research groups have reported the development of different WSNs specifically
targeted towards precision agriculture [24-28]. Even within the agricultural sector, the
range of different potential applications of WSNss is considerable. These range from smart
fertilisation systems [24,29] to pest control [30-32] and early detection of disease [32,33].
For the latter two systems, the most common approach is to use some form of optical
system to take readings of the crop, which can be used to inform the farmer/grower of any
issues [25,34]. This is sometimes combined with UAVs that act as both a base station and
as a means of capturing additional information on the crop [35-37]. More closely related
to the work presented here is linkage to soil irrigation. Researchers have investigated the
use of soil probes for smart irrigation systems using soil moisture to control the watering
system [21,22,38]. This is similar to the majority of WSN networks for soil, where most
researchers measure soil parameters including temperature, humidity, pH and moisture to
monitor crop health [18,21,22,27]. For example, a recent paper described a system deploying
soil measurement probes detecting temperature, humidity and pH in a WSN network,
communicating to a central hub via Wi-Fi. The data subsequently were transmitted through
the internet to a cloud server and provided results from different agricultural sites [22].

The measurement of CO, using WSN has almost solely been for air quality mon-
itoring [13,15,23,39], with some agriculture-based applications, including smart cattle
sheds [40]. However, work on the direct measurement of soil-specific CO, with a WSN
is much more limited. Most research in this sector lacks direct soil CO, measurements,
using only air CO, measurements along with ancillary soil sensors, such as temperature
and humidity [16,21,22,25]. For in situ soil CO, concentration measurements, there are
two main commercial systems. These are produced by Vaisala (GMP343) [41] and Eosense
(e0osGPCOy) [42] and offer a means to monitor in situ CO, levels at different soil depths.
These units are relatively expensive (including supplementary costs associated with sep-
arate waterproofing components), require a continuous power supply and need to be
wired to a base station (or other communication module), making them less user-friendly
for a range of soil-monitoring applications. Furthermore, these commercial units offer
no information regarding the inner working of their devices and the CO; sensors used.
Therefore, the aim of this project was to create a battery-powered/portable monitoring
system for measuring soil CO; concentration and related environmental parameters to
address the spatial coverage, connectivity and cost limitations of current systems. In this
paper, we describe the development of, to our knowledge, the first reported wireless and
battery-powered IOT WSN unit that can measure CO, concentration and other directly
related environmental parameters of soil. We then present the results collected from three
different field measurement scenarios to show the functionality of the unit.

2. Materials and Methods

Our main design requirement was for the probes to operate under environmental
conditions of a wide range of terrestrial landscapes, providing spatial coverage across any
given site. In use, the probes would be placed into the soil at different depths, vertically
up to a maximum of 15 cm, or horizontally into a soil profile. Having sensors at various
depths within a single location would facilitate post hoc flux calculation of CO; transport
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through the soil profile using the flux gradient method [43]. Each probe would measure
CO, concentrations at the expected levels found in soil [44] for an extended duration
running on batteries. The probes would also be required to measure environmental factors
(temperature and humidity), which are key factors that regulate soil microbial activity
and associated respiration. Soil-atmosphere carbon flux can also occur via loss of volatile
organic compounds (VOC) originating from litter, plants and soil microbes, and furthermore
VOCs may provide a convenient means of measuring soil microbial activity [45]. Therefore,
the capacity to include measurement of soil VOC concentrations was also considered. Based
on this requirement, we developed a system based on an array of sensor probes and nodes
to collect local soil CO, concentrations, which can then be transmitted to a single gateway.
The gateway then transmits the data to a server/database that can be accessed at any time
by users. The basic concept of our system is shown in Figure 1, with the sub-systems
described in the following sections.
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Figure 1. Distributed network concept.

2.1. Sensor Probe

The sensor probe is the main measurement component of the monitoring system. It
comprises of sensors to measure CO, and environmental parameters, a microcontroller, a
real-time clock, SD card back-up and communication module. A block diagram overview
of the system is shown in Figure 2 with data flow arrows.

vVOC < Real Time
Sensor Clock
4 " LoRa
v g Module
Carbon Dioxide | > ARM - ¢
Sensor N Microcontroller |~
External
v Connections
Temp/Hum |
B +— SD Card

Figure 2. System block diagram.
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For CO, monitoring, the most common approach is to use a sensor based on non-
dispersive infra-red (NDIR) technology. There are many different commercial NDIR CO,
sensors currently available on the market. The sensors described here use an LED illumina-
tion, rather than an incandescent source, making the power consumption significantly lower.
The LED CO; sensors were sourced from GSS Ltd. (Cumbernauld, UK) due to their very
low power consumption (< 4 mW) compared with typical NDIR CO, sensors (>10 mW).
It was also considered important to measure environmental factors, and so a combined
temperature and humidity sensor was added, along with a total VOC sensor, sourced
from Sensirion (Zurich, Switzerland). Communication with the main control system was
performed using I?°C and UART. Details of the sensors and main design components are
provided in Table 1.

Table 1. Main components used in the sensor probe.

Part/Supplier Specification Purpose

0-5% CO,
£(70 ppm, +5%)

ExplorIR-M, GSS, UK Carbon dioxide NDIR Sensor

SHT31, Sensirion, =2 @0-100% RH Temperature and humidity sensor
Switzerland +£0.2 @0-90 °C P Y
SGP4Q Sensirion, 0 to 1000 Rpm of ethanol Total VOC sensor
Switzerland equivalents
ATSAMD?21G, Microchip ARM MO+ Microcontroller
PCF8523T/NXP Year, month, day, weekday, Real-time clock

hours, minutes, and seconds
RFM96W, Sparkfun LoRa 433 MHz Communication unit

The main control board used a Microchip SAMD21G ARM M0+ microcontroller. This
was chosen due to its reliability, common use and available software libraries. Communica-
tion between the probe and the main gateway was undertaken using LoRa. This was chosen
over methods such as Bluetooth, as the distances between probes could be considerable
(100 s of m) and the data rates are low, and thus do not require high-speed transfer. The
units were fitted with external aerials to help communication across a field. As stated
earlier, the unit was also fitted with a real-time clock, with separate back-up battery, to
ensure that the timing of the probes was the same across the field and would not be lost
in case of battery discharge. The main control system also contained a SD card for storing
data in case of issues surrounding communication with the gateway system.

The main probe unit was divided into three printed circuit boards (PCBs), with one
for the sensors, one for the main control electronics and one for communication and
connections. The communication PCB contained the aerial connection, USB connector and
a tri-colour LED to indicate the status of the unit. This solution ensured that the PCBs would
fit into the selected housing for this project. The housing was a three-piece plastic unit,
which was re-purposed from an Alphasense (Essex, UK) Electronic Diffusion Tube unit.
The housing also contained a battery holder for 2 off 3.7 V 14,500 rechargeable batteries. A
photograph of the casing and of the internal configuration are shown in Figures 3 and 4. A
3D-printed protective cover was made for both ends of the probe to reduce water ingress
while also allowing air movement into and out of the unit. The probe was 230 mm long
and a maximum of 35 mm in diameter, and with batteries weighed 172 g.

The temperature, humidity and VOC sensor was used as received and calibrated by
the manufacturer. The CO, sensor also used the manufacturer’s calibration. However,
a N re-calibration of the baseline was undertaken before the start of the experiments to
ensure that all the sensors gave the same value (within measurement error provided by
the manufacturer). Furthermore, the probes were checked against a reference CO, monitor
used to monitor our lab environment, and the readings were also within the manufacturer’s
tolerance. Finally, the probes were programmed so that the microcontroller entered a
low-power mode in between each measurement to reduce power consumption. Due to
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their lower power consumption, we were able to keep all the sensors fully powered when
the unit was in operation to ensure the continual stability of the system.

Figure 3. Probe casing with end caps designed for soil submersion.

Figure 4. Internals configuration of the sensor probe.

2.2. Gateway

The purpose of the gateway is to connect to the sensor probes and receive data.
Each probe was given a unique address, and therefore the gateway can communicate
independently with each probe. In our solution, a Raspberry Pi 4 (Cambridge, UK) was
used as a gateway, fitted with an Adafruit LoRa bonnet (model RFM96 @ 433 MHz, for
Europe). Additionally, a mobile 4G cellular module was used that allowed the Raspberry
Pi to upload data to a server without relying on a Wi-Fi or wired connection (Raspberry
Pi hat). The setup required two programming scripts: one to manage the LoRa module
(written in Python) and one to manage the cellular connection (Bash shell script), which
were both executed at start-up. This setup is shown in Figure 5 below.

To protect the unit from the elements, the Raspberry Pi and associated hardware were
fitted into a metal case (as shown in Figure 5, dimensions 55 x 105 x 165 mm and weight
700 g). This was fitted with an OLED screen to provide a visual indication of the status of
the sensor probes and of the communication link.
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Figure 5. Gateway block diagram and physical setup.

2.3. Data storage and Dashboard

Here, we used a data storage platform that allowed remote input/output of data and
could be seated on a server. Hosting was undertaken with Fasthosts (UK), which provided
a simple means to set up a database, host background services such as APIs and host
websites that can be used to view and access data. On the server, a MySQL database was
used. Additionally, we used a Python framework (Flask) to build the API and manage the
data being entered into the database. The benefit of using a remote database is that large
amounts of data can be stored, sorted and made available to multiple users.

Table 2 summarises the programs we have implemented, where they were imple-
mented, if they were managed by other software and how we accessed them for modifica-
tion/development.

Table 2. Table summary of programs.

Device Program Function Access
Probe Data logger Log dati.i from sensor Local, USB—serial port
Send using Lora comms
To receive data from probes
LoRa To separate data into headings and One-way, updated by downloading remote repository
Gateway . . )
transceiver data types Secure shell terminal, LAN connection
Send data using http request to API
Internet Monitor internet connection One-way, updated by downloading remote repository
Gateway . . . .
connection Renew IP lease upon expiry Secure shell terminal, LAN connection
Check legitimacy of incoming data
Server AP Send conformation back to gateway Secure shell login. wan
Insert data to correct table g
Manage data requests from website
Terminal login
Server g[a}:cige}se Store data DBeaver user interface
MySQL workbench
Secure shell login
Server Website View data from database ftp server

Fasthosts dashboard
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The dashboard pulls data directly from the database, in real time, so any issues can be
flagged rapidly. The dashboard can be configured to display any part of the recorded data
from any time. Figure 6 shows the time series alongside the latest recorded value (shown
here rewound to the experiment dates). The website was hosted on a Virtual Private Server
(VPS) provided by the UK company Fasthosts. The dashboard visuals were created using
the Grafana web application running on the server.

latest 02 values

Figure 6. Live data dashboard viewed through Chrome internet browser.

2.4. Experimental Method

The probes were loaded with a program that takes a reading from every sensor, saves
the data to an SD card and sends the data over LoRa radio when triggered. The trigger
was set to go off once every minute; this was increased to two minutes after the initial
deployment to prolong battery life. Two minutes was chosen as a compromise between
saving power and maintaining high sample frequency. To protect the device from excess
water ingress from above and the surrounding soil, a top cap was fitted with an umbrella-
style cover, as shown in Figure 7. In total, eight probes were used in three deployments.
No additional reference CO, soil monitor was used within the experiments.

Figure 7. CO; probes driven to different soil depths.
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2.4.1. Deployment 1

This deployment was undertaken over October—-November 2021. For this deployment
the probes were inserted into woodland soil (coordinates: 52.376134, —1.557528) within
the University of Warwick grounds and were spread within a 10 m? area (Figure 8). Soil
here was freely draining, slightly acid loam, with texture ranging from clay loam to sandy
loam. Overstory vegetation was dominated by secondary growth Quercus robur with a
patchy understory of Pteridium spp. In this case, 4 probes were used for 5 days as part of an
initial /first trial.

Gateway

Figure 8. Satellite image of device location [Google Maps, accessed 29 March 2022]. Probes A&B in
open woodland, C&D placed under tree.

2.4.2. Deployment 2

On the 13 July 2022, eight probes were deployed in a woodland at the Wellesbourne
campus of the University of Warwick (coordinates: 52.211069, —1.610663). Soil here was
the same composition as deployment 1, a freely draining, slightly acid loam, with texture
ranging from clay loam to sandy loam. Overstory vegetation was an equal mix of Quercus
robur and Acer pseudoplatanus was the understory dominated by Hedera spp. Two devices
were placed at 5 cm and 10 cm every 5 m along a 20 m transect. After 6 days, the device’s
driven depth was swapped (5 cm became 10 cm and vice versa). Additionally, an Onset
HOBO data logger was placed adjacent to each pair and was placed 5 cm below the surface.
The HOBO units are available off the shelf and offer commercial-grade data logging and
wireless connectivity. These devices serve as a suitable comparison for our probes.

2.4.3. Deployment 3

Nine probes were deployed on the 26 August at 4 pm at the same location as de-
ployment 2; three groups of three devices were placed at 3, 10 and 15 cm depths. One
device failed to take any readings (position 2, 5 cm) and another device failed after 3 days
(position 3, 15 cm). The latter device was suspected to have suffered excess water ingress
from flooding.

3. Results
3.1. Deployment 1

To show the ability of the probes to monitor CO; temperature, humidity and VOC
index over the five-day experimental period, the dynamic responses of two pairs of sensors
(one at 5 cm and the other at 10 cm) are shown in Figures 9-12. Figure 9 shows the CO,
response from a pair of probes in open woodland (A and B) and under a tree (C and
D), respectively.
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Figure 9. CO, measurements for the deployment in Warwick campus woodland. Data collection
commenced on 11 November 2021 at 12:40 (24 h time).
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Figure 10. Humidity measurements for the deployment in Warwick campus woodland. Data
collection commenced on 11 November 2021 at 12:40 (24 h time).
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Figure 11. Temperature measurements for the deployment in Warwick campus woodland. Data

collection commenced on 11 November 2021 at 12:40 (24 h time).
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Figure 12. VOC measurements for the deployment in Warwick campus woodland. Data collection
commenced on 11 November 2021 at 12:40 (24 h time).

All sensors showed initial CO; readings that were close to ambient above-ground
levels and then rapidly increased over a short period of time. There was a universal increase
in concentration through the period of the experiment, which is likely related to the soil
restabilizing from the disturbance associated with fitting the probes. Constructing a hole is
likely to disturb soil and increase aeration, stimulating microbial activity and production of
CO; [46]. We expected the physical removal of a soil core and replacement with our sensor
to stimulate CO, emissions due to enhanced microbial activity at the soil-sensor interface.
However, CO, concentrations were depressed at initial insertion, followed by gradual
increase to a baseline over 24 h. One possible explanation is that soil at the interface had
been compacted by the corer, inhibiting gas exchange at the onset. Future applications of
this system (e.g., calculating flux) will need to take this potential interference into account,
likely via soil texture corrections [43].

Once the soil ecosystem re-stabilized, the CO; level increased back to a normal state.
It was also observed that the CO; levels in the open land were higher than from under the
tree. Furthermore, the CO, levels were higher closer to the surface for open measurements
and the opposite for under the tree. It is possible that tree root concentrations at 10 cm
generated CO,, resulting in higher concentration relative to 10 cm probes in the open
area. Furthermore, in probes located under the tree, there was evidence of a dip in CO,
concentration during the night across all days for probe D, and for probe C across days 3-5.
This could reflect diurnal changes in tree root and root-associated microbial community
respiration associated with diurnal change in carbon fixation and root exudation. Readings
were also taken using the humidity (Figure 10) and temperature (Figure 11) sensors. The
humidity sensors showed a slow increase in humidity levels before stabilizing around 90%
RH. The temperature readings dropped rapidly down to ambient temperatures (around
12 °C), which was appropriate for autumn in the UK. The temperature sensors also mea-
sured the daily cycle in temperature (the probes were fitted at 11 am GMT time). It can be
seen that the temperature cycles were more pronounced with the probes located closer to
the surface over those embedded further into the ground.

The SGP40 VOC sensor was set to a low-power mode. This low-power mode limits
the output to a raw sensor reading only, meaning the readings will not be adjusted to take
into account the effect of temperature and humidity on the sensor. To make use of the
readings, we pre-processed the raw VOC readings, which is the resistance of the sensing
material of the sensor. The formula used for pre-processing is shown in Equation (1), where
the “Average’ is the average of all the data collected. This allows easier comparisons of the
data without the effect of the wide variation of raw sensor resistances.

Fractional Change = (Raw VOC — Average)/Average D
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3.2. Deployment 2

The decrease in sample frequency from one per minute to one per two minutes for
deployment 2 considerably improved the lifespan of the device, as we were able to gather
up to 14 days of data compared with only 5 days in the first deployment. Additionally,
Figures 13-16 show that the switchover procedure resulted in a step change towards the
partnering probe. This demonstrates the probe’s reliability and accuracy. Furthermore, we
can see in all measurements that there is a diurnal pattern. The high temperature peak
observed in Figure 15 was from the hottest day on record in the UK (at the time of this
publication), where daytime temperatures reached close to 40 °C at the deployment.
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Figure 13. CO, measurements for the 2nd deployment in Wellesbourne campus woodland. Data

collection commenced on 12 February 2022 at 12:45 (24 h time).
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Figure 14. Humidity measurements for the 2nd deployment in Wellesbourne campus woodland.

Data collection commenced on 12 July 2022 at 12:45 (24 h time).
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Figure 15. Temperature measurements for the second deployment in Wellesbourne campus woodland.
Data collection commenced on 12 July 2022 at 12:45 (24 h time).
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Figure 16. VOC measurements for the second deployment in Wellesbourne campus woodland. Data
collection commenced on 12 July 2022 at 12:45 (24 h time).

3.3. Deployment 3

The results from the third deployment (Figures 17-20) again show a diurnal pattern
for all parameters. Perhaps most notable are the results shown in Figure 17, where on day 7
we can see a shift in flux between the 3 and 5 cm probes. As with the other deployments,
apart from the open woodland set in the first deployment, there was evidence of higher
CO3, levels deeper beneath the surface. For CO, concentrations, humidity, and temperature,
there were well-defined diurnal patterns, which were dampened at 15 cm relative to 3 and
5 cm. At 3 and 5 cm depth, peak CO, concentrations were recorded at approximately 3 pm,
while the lowest concentrations were measured at approximately 6 am. At 15 cm depths,
peak CO, concentrations were detected at midnight and the lowest concentrations were
found at midday. The highest humidity was recorded at 6 am at 3 and 5 cm depth, and at
midday at 15 cm depth, while the lowest humidity was measured at approximately 6 pm
at 3 and 5 cm depths, and approximately 4 am at 15 cm depth. Diurnal rhythmicity of
humidity persisted between days 1 and 8 but was not detected subsequently. Temperature
patterns were conserved across 3, 5, and 15 cm depths, peaking at 4 pm and reaching
their minimum between 2 and 4 am, with higher temperatures and greater diurnal range
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at 3 and 5 cm depth relative to 15 cm depth. VOC concentrations were not consistently
different across soil depths, but there were diurnal differences in concentration across all
depths, with the highest concentrations at 5-7 am and lowest concentrations at 2-3 pm.
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Figure 17. CO, measurements for the third deployment in Wellesbourne campus woodland. Data
collection commenced on 26 August 2022 at 16:00 (24 h time).
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Figure 18. Humidity measurements for the third deployment in Wellesbourne campus woodland.
Data collection commenced on 26 August 2022 at 16:00 (24 h time).
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Figure 19. Temperature measurements for the third deployment in Wellesbourne campus woodland.
Data collection commenced on 26 August 2022 at 16:00 (24 h time).
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Figure 20. VOC measurements for the third deployment in Wellesbourne campus woodland. Data
collection commenced on 26 August 2022 at 16:00 (24 h time).

The use of commercial CO, probes in soils research is best highlighted by the National
Ecological Observatory Network (NEON) throughout North America. In conjunction with
other environmental measurements, Vaisala GMP-343 NDIR CO; probes have been placed
at various soil depths from 0 to 20 cm, replicated across 46 sites in continental USA, Hawaii,
and Puerto Rico. To assess our probes against a commercial system, we compared publicly
available soil CO; data from three eastern USA NEON sites, with similar vegetation to
the Wellesbourne woodland, against our concentrations from deployment three. NEON
data was taken from the same time period (26 September—6 October 2022) [47]. We can see
that when all CO, concentration datapoints from within this timeframe are plotted as a
function of soil depth, there is a clear trend of increasing CO; concentration with depth
(Figure 21). This is regardless of probe type, illustrating that our system compares well
with commercial systems. Further, it could be argued that our system exceeds the capacity
of the Vaisala GMP-343 by being completely wireless.
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Figure 21. Box plot data comparisons between research institutes at similar times of year.

4. Discussion

In this paper, we describe the development of an IoT CO; soil measurement system
that is able to collect soil CO; concentrations and other environmental parameters over
an extended period and over a wide spatial area. Furthermore, our system is able to
send back the data through a central gateway to an external site where the data can be
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downloaded and viewed, up to a distance of 300 m from the probes to the gateway. We
have successfully demonstrated the functionality of our units within a woodland location
in both open ground and under a tree. Our system here comprised of eight probes, but this
could be increased significantly whilst still using a single gateway due to the low data rates
of long-term monitoring. Current commercial systems cost in the order of USD 2 k-3 k per
sensor module, thus an equivalent system to our array of eight units would cost in excess
of USD 16 k. This does not include any costs associated with communication or the power
system. The bill of materials for our system is currently around USD 250 per unit, but this
does not take in account the cost of assembly and calibration, which is likely to add an
extra USD 100 to the cost. To our knowledge, these are the first-battery powered WSN soil
CO, sensors currently reported. Our system also measures a wider range of environmental
parameters (including VOCs) that are not available in existing commercial or previous
research devices. Though water ingress in this set of experiments was not found to be a
significant issue (beyond a single flooding event), further work will be needed to protect
the sensors and the electronics from very harsh environments. In addition, the main LoRa
gateway requires power to operate and therefore this component of the system is limited
by this need. Our next version may have the gateway powered by a separate battery (or
solar power) to produce a fully independent system, relying only on mobile phone signal
to operate. Furthermore, our current unit is limited to only 14-20 days of use. For longer
running, it may be necessary to replace the microcontroller with a lower-power version,
reduce SD card writing and add an option for solar charging. With such changes, continual
operation across several months should be achievable and will be limited by the drift in the
CO;, sensor. Table 3 gives a comparison of our unit compared to the current commercial
systems on the market.

Table 3. Comparison of our reported soil probe system to commercial systems.

eosGP CO, [48] Vaisala GMP343 [47] Warwick CO, Probe
Dimensions [Len, Dia] 216 mm x 51 mm 194 mm x 55 mm 230 mm x 32 mm
Weight 400 g 360 g 172 g
Operating power 400 mW <3500 mW ~20 mW
Sensor technology NDIR NDIR NDIR
Sensor Range 0-30,000 ppm 0-20,000 ppm 0-50,000 ppm
Accuracy £3.5% of reading +5 ppm 2% of reading +70 ppm
Communication Interface RS485/analogue 0-5 v RS485/RS232 LoRa/UART USB
Battery life Mains Mains 14 Days
Response time T90 <90s 82s 22s

Our system has the capacity to detect spatial and temporal changes in CO, and VOC
concentrations, humidity, and temperature, and these were clearest in deployment three.
CO; concentrations in soil reflect plant root respiration and the respiration of heterotrophic
soil biota utilising plant root exudates and organic matter as substrates. Plant root respi-
ration is known to exhibit diurnal rhythmicity associated with diurnal cycles of carbon
fixation and the subsequent translocation of assimilate to roots [48]. Similarly, exudation of
soluble sugars and organic acids by roots may also be diurnally rhythmic, driving diurnal
changes in microbial community composition and activity in the root zone [49]. Addition-
ally, temperature will exert control over both root and microbial metabolism. The systems
therefore had the capacity to detect temporal and vertical CO, concentration differences
arising from root distribution profiles, microbial activity, and temperature gradients. In
these experiments the probes were deployed at depths less than 20 cm to align with the NSF
Neon Soil CO, measurement specifications. However, the probes could equally be used at
much greater depths which would allow their use in monitoring other ecosystems, with
minimal modification (for example, extending the aerial and adding a method of recovering
the probe). Finally, the focus here was on the development of the unit and to show its
functionality across a common habitat in the UK: woodland. In our next steps, we will first
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make in situ comparisons between our probes and a validated CO, monitoring system,
exploring both passive concentration comparisons and our ability to estimate CO; flux
from the soil to the atmosphere. Similarly, we will investigate the long-term performance
and resilience of the probes for both functionality and accuracy under various experimental
conditions. Finally, we will undertake more experiments in an agricultural context, where
we focus on the data generated by the system and align it with soil health.

5. Conclusions

Here, we have successfully demonstrated the design, development, and deployment
of a CO; IoT system for monitoring soil health. We have produced eight sensor probes that
were able to measure soil CO, for a period up to 14 days and send the data back through
a LoRa gateway/mobile phone network to an external site. The units also successfully
measured soil temperature and humidity and were able to measure the daily changes in
temperature close to the surface. The probes were placed at a range of depths underneath
the surface and were able to measure distinct diurnal differences in CO, levels. In open
ground, the CO, was higher towards the surface, whilst under trees, the CO, was higher
deeper into the ground. Our next steps are to use these probes in an agricultural setting to
understand more about soil health in these environments.

Author Contributions: Conceptualization, G.D.B.,, RM.M,, J.A.C. and T.A.; methodology, G.D.B.,
RM.M,, J.A.C. and T.A; software, ].A.C. and S.H.; formal analysis, S.H., G.D.B.,, RM.M. and ].A.C.;
investigation, S.H., G.D.B., RM.M. and J.A.C.; resources, G.D.B.,, RM.M,, JJA.C. and T.A.; data
curation, S.H. and J.A.C.; writing—original draft preparation, S.H. and J.A.C.; writing—review and
editing, G.D.B. and R.M.M,; visualization, S.H. and ]J.A.C.; supervision, ].A.C.; funding acquisition,
G.D.B, RMM,, JLAC. and T.A. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by Global Challenges Research Funding from Research England,
and from the Natural Environment Research Council grant NE/S010270/1.

Data Availability Statement: The raw data is available at: http://wrap.warwick.ac.uk/view/
author_id/9191.html, accessed on 7 December 2022.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Malhi, Y. The concept of the Anthropocene. Annu. Rev. Environ. Resour. 2017, 42, 77-104. [CrossRef]

2. Shukla, PR; Skeg, J.; Buendia, E.C.; Masson-Delmotte, V.; Portner, H.O.; Roberts, D.C.; Zhai, P; Slade, R.; Connors, S.; Van
Diemen, S.; et al. Climate Change and Land: An IPCC Special Report on Climate Change, Desertification, Land Degradation, Sustainable
Land Management, Food Security, and Greenhouse Gas Fluxes in Terrestrial Ecosystems; IPCC: Geneva, Switzerland, 2019.

3. Kuzyakov, Y. Sources of CO2 efflux from soil and review of partitioning methods. Soil Biol. Biochem. 2006, 38, 425-448. [CrossRef]

4. Pumpanen, ].; Kolari, P; Ilvesniemi, H.; Minkkinen, K.; Vesala, T.; Niinisto, S.; Lohila, A.; Larmola, T.; Morero, M.; Pihlatie,
M.; et al. Comparison of different chamber techniques for measuring soil CO, efflux. Agric. For. Meteorol. 2004, 123, 159-176.
[CrossRef]

5. Anthony, T.L; Silver, W.L. Hot moments drive extreme nitrous oxide and methane emissions from agricultural peatlands. Glob.
Change Biol. 2021, 27, 5141-5153. [CrossRef]

6. Gulati, K.; Boddu, R.S.K,; Kapila, D.; Bangare, S.L.; Chandnani, N.; Saravanan, G. A review paper on wireless sensor network
techniques in Internet of Things (IoT). Mater. Today Proc. 2021, 51, 161-165. [CrossRef]

7. Al-Qurabat, A.K.M.; Abdulzahra, S.A. An overview of periodic wireless sensor networks to the internet of things. IOP Conf. Ser.
Mater. Sci. Eng. 2020, 928, 032055. [CrossRef]

8. Antolin, D.; Medrano, N.; Calvo, B.; Pérez, F. A wearable wireless sensor network for indoor smart environment monitoring in
safety applications. Sensors 2017, 17, 365. [CrossRef]

9.  Al-Qurabat, A K.M.; Abou Jaoude, C.; Idrees, A.K. Two tier data reduction technique for reducing data transmission in IoT
sensors. In Proceedings of the 15th International Wireless Communications & Mobile Computing Conference IWCMC), Tangjier,
Morocco, 24-28 June 2019; pp. 168-173. [CrossRef]

10. Mohammad, G.B.; Shitharth, S. Wireless sensor network and IoT based systems for healthcare application. Mater. Today Proc.

2020, 63, 20827-20837. [CrossRef]


http://wrap.warwick.ac.uk/view/author_id/9191.html
http://wrap.warwick.ac.uk/view/author_id/9191.html
http://doi.org/10.1146/annurev-environ-102016-060854
http://doi.org/10.1016/j.soilbio.2005.08.020
http://doi.org/10.1016/j.agrformet.2003.12.001
http://doi.org/10.1111/gcb.15802
http://doi.org/10.1016/j.matpr.2021.05.067
http://doi.org/10.1088/1757-899X/928/3/032055
http://doi.org/10.3390/s17020365
http://doi.org/10.1109/IWCMC.2019.8766590
http://doi.org/10.1016/j.matpr.2020.11.801

Sensors 2023, 23, 2580 17 of 18

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Vijayalakshmi, J.; Puthilibhai, G.; Siddarth, S.L. Implementation of Ammonia Gas Leakage Detection & Monitoring System
using Internet of Things. In Proceedings of the Third International conference on I-SMAC (IoT in Social, Mobile, Analytics and
Cloud)(I-SMAC), Palladam, India, 12-14 December 2019; pp. 778-781. [CrossRef]

Jelicic, V.; Magno, M.; Brunelli, D.; Paci, G.; Benini, L. Context-adaptive multimodal wireless sensor network for energy-efficient
gas monitoring. IEEE Sens. ]. 2012, 13, 328-338. [CrossRef]

Raghuveera, E.; Kanakaraja, P.; Kishore, K.H.; Sriya, C.T.; Lalith, B.S.K.T. An IoT Enabled Air Quality Monitoring System Using
LoRa and LPWAN. In Proceedings of the 5th International Conference on Computing Methodologies and Communication
(ICCMCQ), Erode, India, 8-10 April 2021; pp. 453—459. [CrossRef]

Wu, E; Ridiger, C.; Redouté, ].M.; Yuce, M.R. WE-Safe: A wearable IoT sensor node for safety applications via LoRa. In
Proceedings of the IEEE 4th World Forum on Internet of Things (WF-IoT), Singapore, 5-8 February 2018; pp. 144-148. [CrossRef]
Moharana, B.K.; Anand, P.; Kumar, S.; Kodali, P. Development of an IoT-based real-time air quality monitoring device. In
Proceedings of the International Conference on Communication and Signal Processing (ICCSP), Chennai, India, 28-30 July 2020;
pp. 191-194. [CrossRef]

Jia, Y. LoRa-based WSNs construction and low-power data collection strategy for wetland environmental monitoring. Wirel. Pers.
Commun. 2020, 114, 1533-1555. [CrossRef]

Rachmani, A.F,; Zulkifli, EY. Design of iot monitoring system based on lora technology for starfruit plantation. In Proceedings of
the TENCON IEEE Region 10 Conference, Jeju, Republic of Korea, 28-31 October 2018; pp. 1241-1245. [CrossRef]

Ramson, S.J.; Leén-Salas, W.D.; Brecheisen, Z.; Foster, E.J.; Johnston, C.T.; Schulze, D.G; Filley, T.; Rahimi, R.; Soto, M.].C.V,;
Bolivar, J.A.L.; et al. A self-powered, real-time, LoORaWAN IoT-based soil health monitoring system. IEEE Internet Things |. 2021, 8,
9278-9293. [CrossRef]

Toschke, Y.; Lusmoeller, J.; Otte, L.; Schmidt, J.; Meyer, S.; Tessmer, A.; Brockmann, C.; Ahuis, M.; Hiier, E.; Kirberger, C.; et al.
Distributed LoRa based CO2 monitoring network—A standalone open source system for contagion prevention by controlled
ventilation. HardwareX 2022, 11, e00261. [CrossRef]

Wu, F; Wu, T.; Yuce, M.R. An internet-of-things (IoT) network system for connected safety and health monitoring applications.
Sensors 2018, 19, 21. [CrossRef]

Muosa, A.H.; Hamed, A.M. Remote Monitoring and Smart Control System for Greenhouse Environmental and Automation
Irrigations Based on WSNs and GSM Module. IOP Conf. Ser. Mater. Sci. Eng. 2020, 928, 032037. [CrossRef]

Garcia, L.; Parra, L.; Jimenez, ] M.; Parra, M.; Lloret, J.; Mauri, P.V,; Lorenz, P. Deployment strategies of soil monitoring WSN for
precision agriculture irrigation scheduling in rural areas. Sensors 2021, 21, 1693. [CrossRef]

Parmar, G.; Lakhani, S.; Chattopadhyay, M.K. An IoT based low cost air pollution monitoring system. In Proceedings of the
International Conference on Recent Innovations in Signal processing and Embedded Systems (RISE), Bhopal, India, 27-29 October
2017; pp. 524-528. [CrossRef]

Fastellini, G.; Schillaci, C. Precision farming and IoT case studies across the world. In Agricultural Internet of Things and Decision
Support for Precision Smart Farming; Elsevier: Amsterdam, The Netherlands, 2020; pp. 331-415. [CrossRef]

Fahmi, N.; Prayitno, E.; Fitriani, S. Web of Thing Application for Monitoring Precision Agriculture Using Wireless Sensor Network.
J. Infotel 2019, 11, 22-28. [CrossRef]

Gaikwad, S.V.; Vibhute, A.D.; Kale, K.V.,; Mehrotra, S.C. An innovative IoT based system for precision farming. Comput. Electron.
Agric. 2021, 187, 106291. [CrossRef]

Xu, J.; Zhang, J.; Zheng, X.; Wei, X.; Han, J. Wireless sensors in farmland environmental monitoring. In Proceedings of the
International Conference on Cyber-Enabled Distributed Computing and Knowledge Discovery, Xi’an, China, 17-19 September
2015; pp. 372-379. [CrossRef]

Diaz, S.E.; Pérez, ].C.; Mateos, A.C.; Marinescu, M.C.; Guerra, B.B. A novel methodology for the monitoring of the agricultural
production process based on wireless sensor networks. Comput. Electron. Agric. 2011, 76, 252-265. [CrossRef]

Geetha, D.M.; Chitra, P; Umamaheswari, M.; Naveen, P.; Nagaraj, V. Smart fertilizer management system based on IoT chlorophyll
meter. Mater. Today Proc. 2020. [CrossRef]

Ramadhan, A.S.; Abdurohman, M.; Putrada, A.G. WSN based agricultural bird pest control with buzzer and a mesh network. In
Proceedings of the 8th International Conference on Information and Communication Technology (ICoICT), Yogyakarta, Indonesia,
24-26 June 2020; pp. 1-5. [CrossRef]

Azfar, S.; Nadeem, A.; Basit, A. Pest detection and control techniques using wireless sensor network: A review. J. Entomol. Zool.
Stud. 2015, 3, 92-99.

AdelineSneha, J.; Chakravarthi, R.; Glenn, J.A. A review on energy efficient image feature transmission in WSN for micro region
pest control. In Proceedings of the International Conference on Electrical, Electronics, and Optimization Techniques (ICEEOT),
Chennai, India, 3-5 March 2016; pp. 4859—4862. [CrossRef]

Wani, H.; Ashtankar, N. An appropriate model predicting pest/diseases of crops using machine learning algorithms. In
Proceedings of the 4th International Conference on Advanced Computing and Communication Systems (ICACCS), Coimbatore,
India, 6-7 January 2017; pp. 1-4. [CrossRef]

Ligiang, Z.; Shouyi, Y.; Leibo, L.; Zhen, Z.; Shaojun, W. A crop monitoring system based on wireless sensor network. Procedia
Environ. Sci. 2011, 11, 558-565. [CrossRef]


http://doi.org/10.1109/I-SMAC47947.2019.9032577
http://doi.org/10.1109/JSEN.2012.2215733
http://doi.org/10.1109/ICCMC51019.2021.9418440
http://doi.org/10.1109/WF-IOT.2018.8355234
http://doi.org/10.1109/ICCSP48568.2020.9182330
http://doi.org/10.1007/s11277-020-07437-5
http://doi.org/10.1109/TENCON.2018.8650052
http://doi.org/10.1109/JIOT.2021.3056586
http://doi.org/10.1016/j.ohx.2022.e00261
http://doi.org/10.3390/s19010021
http://doi.org/10.1088/1757-899X/928/3/032037
http://doi.org/10.3390/s21051693
http://doi.org/10.1109/RISE.2017.8378212
http://doi.org/10.1016/B978-0-12-818373-1.00007-X
http://doi.org/10.20895/infotel.v11i1.421
http://doi.org/10.1016/j.compag.2021.106291
http://doi.org/10.1109/CYBERC.2015.17
http://doi.org/10.1016/j.compag.2011.02.004
http://doi.org/10.1016/J.MATPR.2020.11.030
http://doi.org/10.1109/ICOICT49345.2020.9166304
http://doi.org/10.1109/ICEEOT.2016.7755643
http://doi.org/10.1109/ICACCS.2017.8014714
http://doi.org/10.1016/j.proenv.2011.12.088

Sensors 2023, 23, 2580 18 of 18

35.

36.

37.

38.

39.

40.

41.

42.
43.

44.

45.

46.

47.

48.

49.

Maimaitijiang, M.; Sagan, V.; Sidike, P.; Daloye, A.M.; Erkbol, H.; Fritschi, F.B. Crop monitoring using satellite/UAV data fusion
and machine learning. Remote Sens. 2020, 12, 1357. [CrossRef]

Schirrmann, M.; Giebel, A.; Gleiniger, F.; Pflanz, M.; Lentschke, J.; Dammer, K.H. Monitoring agronomic parameters of winter
wheat crops with low-cost UAV imagery. Remote Sens. 2016, 8, 706. [CrossRef]

Chebrolu, N.; Lédbe, T.; Stachniss, C. Robust long-term registration of UAV images of crop fields for precision agriculture. IEEE
Robot. Autom. Lett. 2018, 3, 3097-3104. [CrossRef]

Mahmud, M.A.; Buyamin, S.; Mokji, M.M.; Abidin, M.Z. Internet of things based smart environmental monitoring for mushroom
cultivation. Indones. ]. Electr. Eng. Comput. Sci. 2020, 10, 847-852. [CrossRef]

Faiazuddin, S.; Lakshmaiah, M.V.; Alam, K.T.; Ravikiran, M. IoT based Indoor Air Quality Monitoring system using Raspberry
Pi4. In Proceedings of the 4th International Conference on Electronics, Communication and Aerospace Technology (ICECA),
Coimbatore, India, 5-7 November 2020; pp. 714-719. [CrossRef]

Lee, M.; Kim, HK.; Yoe, H. Smart Cattle Shed Monitoring System in LoRa Network. In Software Engineering in IoT, Big Data, Cloud
and Mobile Computing; Springer: Berlin/Heidelberg, Germany, 2020; pp. 141-152. [CrossRef]

Available online: https://www.vaisala.com/en/products/instruments-sensors-and-other-measurement-devices/instruments-
industrial-measurements/gmp343 (accessed on 23 November 2022).

Available online: https://eosense.com/products/ (accessed on 23 November 2022).

Maier, M.; Schack-Kirchner, H. Using the gradient method to determine soil gas flux: A review. Agric. For. Meteorol. 2014, 192,
78-95. [CrossRef]

Nakadai, T.; Yokozawa, M.; Ikeda, H.; Koizumi, H. Diurnal changes of carbon dioxide flux from bare soil in agricultural field in
Japan. Appl. Soil Ecol. 2002, 19, 161-171. [CrossRef]

Choudoir, M.; Rossabi, S.; Gebert, M.; Helmig, D.; Fierer, N. A phylogenetic and functional perspective on volatile organic
compound production by actinobacteria. MSystems 2019, 4, €00295-18. [CrossRef]

Zaman, M.; Kleineidam, K.; Bakken, L.; Berendt, J.; Bracken, C.; Butterbach-Bahl, K.; Cai, Z.; Chang, S.X.; Clough, T.; Dawar, K,;
et al. Methodology for measuring greenhouse gas emissions from agricultural soils using non-isotopic techniques. In Measuring
Emission of Agricultural Greenhouse Gases and Developing Mitigation Options Using Nuclear and Related Techniques; Springer Nature:
Berlin/Heidelberg, Germany, 2021; pp. 11-108.

NEON (National Ecological Observatory Network). Soil CO2 Concentration (DP1.00095.001), RELEASE-2022. Available online:
https://data.neonscience.org (accessed on 21 November 2022).

Makita, N.; Kosugi, Y.; Sakabe, A.; Kanazawa, A.; Ohkubo, S.; Tani, M. Seasonal and diurnal patterns of soil respiration in an
evergreen coniferous forest: Evidence from six years of observation with automatic chambers. PLoS ONE 2018, 13, e0192622.
[CrossRef]

Newman, A.; Picot, E.; Davies, S.; Hilton, S.; Carré, I.A.; Bending, G.D. Circadian rhythms in the plant host influence rhythmicity
of rhizosphere microbiota. BMC Biol. 2022, 20, 235. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://doi.org/10.3390/rs12091357
http://doi.org/10.3390/rs8090706
http://doi.org/10.1109/LRA.2018.2849603
http://doi.org/10.11591/ijeecs.v10.i3.pp847-852
http://doi.org/10.1109/ICECA49313.2020.9297442
http://doi.org/10.1007/978-3-030-64773-5_12
https://www.vaisala.com/en/products/instruments-sensors-and-other-measurement-devices/instruments-industrial-measurements/gmp343
https://www.vaisala.com/en/products/instruments-sensors-and-other-measurement-devices/instruments-industrial-measurements/gmp343
https://eosense.com/products/
http://doi.org/10.1016/j.agrformet.2014.03.006
http://doi.org/10.1016/S0929-1393(01)00180-9
http://doi.org/10.1128/mSystems.00295-18
https://data.neonscience.org
http://doi.org/10.1371/journal.pone.0192622
http://doi.org/10.1186/s12915-022-01430-z

	Introduction 
	Materials and Methods 
	Sensor Probe 
	Gateway 
	Data storage and Dashboard 
	Experimental Method 
	Deployment 1 
	Deployment 2 
	Deployment 3 


	Results 
	Deployment 1 
	Deployment 2 
	Deployment 3 

	Discussion 
	Conclusions 
	References

