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Abstract: Heart rate variability (HRV) serves as a significant physiological measure that mirrors the
regulatory capacity of the cardiac autonomic nervous system. It not only indicates the extent of the
autonomic nervous system’s influence on heart function but also unveils the connection between
emotions and psychological disorders. Currently, in the field of emotion recognition using HRV, most
methods focus on feature extraction through the comprehensive analysis of signal characteristics;
however, these methods lack in-depth analysis of the local features in the HRV signal and cannot
fully utilize the information of the HRV signal. Therefore, we propose the HRV Emotion Recognition
(HER) method, utilizing the amplitude level quantization (ALQ) technique for feature extraction.
First, we employ the emotion quantification analysis (EQA) technique to impartially assess the
semantic resemblance of emotions within the domain of emotional arousal. Then, we use the ALQ
method to extract rich local information features by analyzing the local information in each frequency
range of the HRV signal. Finally, the extracted features are classified using a logistic regression (LR)
classification algorithm, which can achieve efficient and accurate emotion recognition. According to
the experiment findings, the approach surpasses existing techniques in emotion recognition accuracy,
achieving an average accuracy rate of 84.3%. Therefore, the HER method proposed in this paper
can effectively utilize the local features in HRV signals to achieve efficient and accurate emotion
recognition. This will provide strong support for emotion research in psychology, medicine, and
other fields.

Keywords: heart rate variability; emotion recognition; amplitude level quantization; feature extraction;
logistic regression

1. Introduction

Emotions are innate physiological responses designed to maintain or restore home-
ostasis by altering the environment for more appropriate interactions [1]. Emotions are not
only significant in the realm of social understanding and interaction, but they also trigger
physiological mechanisms in order to proficiently recognize and address a diverse range of
challenges and opportunities, thus contributing to our survival and growth [2]. Emotional
experiences are closely linked to bodily perceptions, and they help direct attention to
critical events, such as physical needs, potential threats, and social interactions. Emotional
experiences play a role in coordinating behavioral and physiological responses during
these critical occasions [3].

The autonomic nervous system (ANS) plays a significant role in conveying extensive
data on emotional states, is tightly connected to emotional arousal, and at the same time,
dominates the function of the lungs, heart, and numerous other organ systems [4]. Various
mood-related physiological variables are often easily measured and thus detect altered
states of the ANS [5]. Such changes usually occur unknowingly. For some stimuli and
unconscious responses, the state of the response changes more rapidly than the conscious
response. These physical aspects include facial expression, movement and gait, voice
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characteristics, electrocardiogram, electroencephalogram, electrooculogram, and galvanic
skin response [6–9]. Of particular interest is the fact that the core area of our focus, the
electrocardiogram (ECG), has been shown to have a strong correlation with emotional
characteristics as well as with ECG waveforms. Numerous scholars have explored the
feasibility and limitations of utilizing ECG signals for emotion detection [10]. Furthermore,
recent developments in machine learning and deep learning have shown that emotion
recognition systems can reliably derive information from ECG data [11]. Most sentiment
recognition tasks involving machine learning or deep learning predominantly employ a
fully supervised learning paradigm [12]. There are several limitations to this approach. First,
in a typical fully supervised learning scenario, each classification or regression task requires
re-training the model from scratch, which requires significant computational resources and
time. In addition, features obtained from a fully supervised trained model are usually too
task-specific to generalize well to other tasks. Finally, typical fully supervised learning
usually requires training with large-scale manually labeled datasets, as small datasets
usually lead to the performance degradation of deep networks. In this context, we will
focus on extracting relevant features for different emotions and classifying them with the
help of relevant machine learning algorithms to achieve reliable accuracy. There are many
available features, among which the heart rate variability (HRV) signal is the most typical.

The autonomic nervous system (ANS) consists of the sympathetic and parasympathetic
branches, working in harmony to oversee the functioning of target organs and tissues,
ensuring the preservation of homeostasis [13]. Emotion is closely connected to these
branches as they all provide nerve signals to the heart, with a particular emphasis on
the AV node. This node collaborates with neuromodulation to facilitate the coordination
of neurotransmitters, ensuring they work in harmony to regulate their functions and
generate a distinct response to emotional conditions. Sympathetic overactivity may result in
additional cardiac contractions or a rapid heartbeat. In contrast, parasympathetic responses
to negative emotions are often influenced by olfactory or visual stimuli, which may result
in a slowed heartbeat or even cardiac arrest [14]. The spectral examination of heart rate
variability (HRV) is considered a non-intrusive technique to assess the balance between
the two principal branches of the autonomic nervous system (ANS), which has been
suggested for detecting and characterizing emotional states [15]. A set of guidelines
has been formulated for evaluating, physiologically interpreting, and clinically applying
resting heart rate variability (HRV), which includes the delineation of three distinct spectral
components: an ultra-low-frequency (ULF) spectrum ranging from 0 to 0.04 Hz, a low-
frequency (LF) spectrum covering the range from 0.04 to 0.15 Hz, and a high-frequency
(HF) spectrum spanning from 0.15 to 0.4 Hz. HF band power is regarded as an indicator of
parasympathetic activity, primarily attributed to respiratory sinus arrhythmia. The power
within the low-frequency range is regarded as an indicator of both the sympathetic and
parasympathetic activity of the heart. HRV serves as a mirror to the fluctuations in the
autonomic nervous system, which, in turn, can mirror the accompanying emotional states.

Therefore, the purpose of this paper is to study the interconnection between emotions
and HRV signals in ECG signals and to explore the differences in the HRV features between
different emotions by extracting the relevant features of HRV signals, so as to recognize
and classify high-dimensional emotions.

The paper is organized as follows: Section 1 presents the background of current
research on emotion recognition; Section 2 introduces the current state of research; Section 3
presents the materials and methods, as well as the motivation for the study; Section 4
presents a detailed description of the computational process of the HER model; Section 5
presents the experimental analyses and the presentation of the results; Section 6 presents a
detailed discussion; and Section 7 concludes the study.

2. Related Work

Presently, the primary focus in emotion recognition through ECG revolves around the
utilization of classification algorithms alongside the selection of pertinent features and the
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scope of identifiable emotions. Machine learning algorithms have proven to be effective
for emotion recognition based on ECG data. Axel and his team employed the wavelet
scattering method for the extraction of unique characteristics from ECG data. This method
facilitated the acquisition of signal features spanning varying time scales to assess their per-
formance. The outcomes of this study demonstrated that the proposed feature-extraction
and signal classification algorithm, within the realm of emotional dimensions, achieved
an accuracy rate of 88.8% for arousal, 90.2% for valence, and an impressive 95.3% for two-
dimensional classification [16]. Theekshana et al. presented a machine learning approach
utilizing an ensemble learning method to identify core emotions, including anger, sadness,
happiness, and the combination of happiness with electrocardiogram (ECG) data. They
utilized spectral analysis as a novel approach to extract features and assessed the efficacy
of a widely recognized collection of ensemble learners for emotion classification through
a machine learning process. The ensemble learners exhibited a 10.77% enhancement in
accuracy when compared to the top-performing individual biosensor-based model [17].
Yan et al. introduced the X-GWO-SVM approach to analyze sentiments from ECG data.
They conducted single-subject cross-validation and achieved an impressive average ac-
curacy rate of 95.93% when utilizing the WESAD dataset. This result demonstrates its
superior reliability compared to previous implementations of supervised machine learning
techniques [18].

Deep learning algorithms are commonly employed in the realm of emotion recognition
as well. Pritam et al. devised a novel approach using a self-supervised deep multitask
learning framework to detect emotions based on electrocardiogram (ECG) data. In this
process, the convolutional layer remained fixed, while the dense layer was fine-tuned using
labeled ECG data. Notably, this innovative solution yielded state-of-the-art results in classi-
fying arousal, mood, emotional state, and stress across four distinct datasets [19]. Xu et al.
introduced an emotion detection technique rooted in deep learning tailored for healthcare
data analysis. Their approach incorporated a multichannel convolutional neural network
to extract distinctive features from ECG data and textual content related to emotions, par-
ticularly for detecting emotional fatigue. Ultimately, this method amalgamated the features
derived from multiple data sources to ascertain emotional states. The experimental findings
demonstrated that the proposed model consistently achieved an accuracy rate exceeding
85% in the prediction of emotional fatigue [20]. Chen et al. introduced a novel approach
to emotion recognition, which involved combining multiple sensory modalities using the
Dempster–Shafer evidence theory. They utilized an SVM classifier to categorize EEG signal
features. The results of the experiment demonstrated that the multimodal fusion model
outperformed the unimodal emotion detection method, resulting in a significant increase
in accuracy by 7.37% and 8.73% as compared to the emotion recognition model based
on ECG signals [21]. Hammad et al. applied the PETSFCNN model in their research on
emotion recognition, achieving an impressive maximum classification accuracy of 97.56%.
They employed a deep neural network in combination with grid search optimization to
enhance accuracy in classification tasks. The results of their study indicated that the sug-
gested method surpasses existing techniques in precisely identifying emotions from ECG
signals. This implies the possibility of utilizing it as an intelligent system for emotion
recognition [22].

When it comes to selecting features for emotion recognition, HRV-related character-
istics have gained widespread usage. Guo et al. conducted an analysis of ECG signals
to extract heart rate variability (HRV) features, employing techniques encompassing fre-
quency domain, time domain, statistical methods, and Poincaré. The HRV characteristics
were later utilized for categorizing different emotional states, utilizing principal component
analysis, and then employing a support vector machine to reduce the feature set. Notably,
they achieved classification accuracies of 71.4% for distinguishing two emotional states
(positive/negative) and 56.9% for classifying five emotional states [23]. Ferdinando et al.
employed K-nearest neighbors (KNN) as a classifier in their study. They combined su-
pervised dimensionality reduction using neighborhood component analysis (NCA) with
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feature-extraction techniques, which included capturing standard HRV features and statis-
tical distributions of instantaneous frequencies. These methods were applied to address
the classification of three distinct emotion and arousal categories. The findings suggested
that, in most instances, integrating NCA resulted in a significant performance boost of
74% when compared to the absence of NCA in the implementation [24]. Singson et al.
harnessed a ResNet-based CNN to analyze both facial expressions and physiological data,
with a particular focus on heart rate variability (HRV) features. Their aim was to discern
and validate emotions, achieving an accuracy rate of 68.42% through the analysis of ECG
signals [25].

In previous studies, although it has been demonstrated that ECG-based emotion
recognition is feasible, many works have been able to identify fewer kinds of emotions,
mostly based on low-dimensional labels in the valence-arousal domain, which are not
sufficiently refined or less diverse. Some of the recognition accuracy can also be limited.
Therefore, emotion recognition based on ECG signals still needs further research.

3. Materials and Methods
3.1. Motivation

In our study, combined emotional changes are better to express the real status of
negative or positive emotions. Moreover, negative emotions combined with some kinds
of positive emotions produce unexpected results, such as reinforced positive emotions.
That means emotional expression is multidimensional, as are the changes in the autonomic
nervous system between the main sympathetic nerve and the parasympathetic nerve.
So, we performed multidimensional emotion recognition by collecting ECG signals and
extracting HRV signals from a portable device to realize the accurate classification of
emotions, as shown in Figure 1.
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Figure 1. Multi-Emotion Recognition Flowchart.

Based on the feature of the correlation of change patterns between HRV signals and
the autonomic nervous system, we propose the HRV emotion recognition (HER) method
to deeply explore the unique HRV signal fluctuation patterns between different emotions.
We use algorithms such as rule extraction to explore the potential fluctuation patterns and
other rules and also propose the amplitude level quantization (ALQ) feature-extraction
method to extract and analyze the corresponding frequency band features of HRV signals
of different emotion categories. Finally, we identify and classify them through the logistic
regression classification algorithm (LR), which achieves good results and high accuracy.
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3.2. Dataset

The DREAMER dataset was used in the experiments, which is a multimodal dataset
consisting of EEG and ECG signals captured when emotions are elicited by audiovisual
stimuli. Self-ratings of the emotional state after each stimulus were also captured, including
the dimensions of valence, arousal, and dominance. All data were collected using an off-the-
shelf, cost-effective wireless wearable device; for details on the DREAMER dataset, see [26].
The confirmed categorization results of this database on mood, arousal, and dominance are
very close to those achieved by other databases using expensive, non-portable, medical-
grade devices.

3.3. HRV-Based Emotion Recognition Model

To further explore the relationship between HRV responses and emotions, we objec-
tively mapped emotions onto a valence-arousal two-dimensional domain using the emotion
quantification analysis (EQA) method proposed in our previous work [27]. Since the pre-
vious work was based on EEG signals for emotion recognition, we utilized multimodal
datasets with both EEG and ECG signals and used the EEG signals as an over-signal for the
quantification of ECG signal labels to improve their accuracy. We propose the HRV emotion
recognition model (HER model) to enhance the precision of emotional state detection.
Figure 2 illustrates the general framework. First, data preprocessing is carried out for
wavelet denoising, then extraction utilizes the R-peak extraction algorithm to extract and
compute the HRV signal; this is followed by frequency band decomposition and feature
extraction, and finally recognition classification.
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4. HRV Emotional Recognition Model (HER Model)

Our proposed HER model identifies 17 emotions with high dimensionality based on
disaggregating emotions to objectively detect changes in emotions. We have previously
studied the core emotion types, which are trained on the basis of a large amount of Weibo
social big data. The number variety reached more than 20 types, and these core emotions
were calculated by similarity and perspective [28]. In addition, we tested these 20 emotion
types by EEG signals, and all of them showed significant arousal rates [27]. Simultaneously,
the trustworthiness of the emotion assessments was affirmed by aligning emotional content
in EEG signals with music audio signals and delving further into potential connections
between emotional and music responses [29]. Figure 2 illustrates how these emotions are
distributed within the arousal value model, which reflects the outcomes derived from
semantic computation. We generated these labels using our proprietary emotion dictionary,
employing semantic similarity measurements across over 20 emotion descriptors, each
of which encompasses a range of more than 10,000 emotional variations. This semantic
method of computation is also key to improving the recognition accuracy. Then, we refined
the labels to 17 emotions according to their valence-arousal labels using the EQA method,
including surprise, sadness, anxiety, passion, joy, shame, hope, tired, fear, disgust, anger,
gratitude, intimacy, trust, pain, confidence and relaxation. Four of these emotions were not
found in the DREAMER dataset. Figure 3 illustrates how these emotions are distributed
within the arousal-value spectrum.
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4.1. Data Denoising

Since the common denoising methods can only remove information frequencies with
specific cutoff frequencies in the ECG signal, we use the DWT-based wavelet denoising
method to pre-process the ECG signal to remove noise, artifacts, external interference, etc.
The wavelet denoising method does not need to specify the cutoff frequency and sampling
frequency, which is more convenient and reliable. Here we choose the “sym8” wavelet base
and perform five-layer wavelet decomposition. In the pre-processing process, we chose a
compromise between hard and soft thresholding, which is more suitable for ECG denoising
and is better for retaining R-peaks and other key parameter information, which is beneficial
for subsequent calculations. The threshold selection is calculated as follows:

θ = δ×
√

2× loge(H) (1)

In this context, H represents the length of the signal, θ signifies the threshold value,
and δ stands for the noise’s standard deviation coefficient. The noise standard deviation
coefficient is calculated as follows:

δ = (1/0.6745)× ∑n
i=1|wi|

n
(2)

The wi sequence represents the detailed coefficient sequence decomposed by the
“sym8” wavelet basis, and δ represents the noise standard deviation coefficient. The
denoising equation is as follows:

γ =

{
ϕw × |w− 0.5× θ|, |w| ≥ θ
0, |w| < θ

(3)

In the context of wavelet coefficient processing, γ represents the wavelet coefficients
post-noise reduction, while w signifies the wavelet coefficients prior to noise reduction.
Additionally, φw stands for the symbolic evaluation formula applied to these wavelet
coefficients, as follows:

φw =


1, w > 0
0, w = 0
−1, w < 0

(4)
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4.2. HRV Signal Extraction

HRV, often assessed by analyzing changes in RR intervals derived from electrocardio-
gram (ECG) recordings, pertains to the fluctuations observed in consecutive heartbeats.
The normal waveform of the ECG signal consists of the most prominent characteristic
waves such as the T-wave, QRS-wave cluster, and P-wave, which reflect the activity state
of the heart. Among them, the QRS wave cluster reflects the potential changes during
the depolarization of ventricular muscle, while the RR interval feature, consisting of two
adjacent R peaks, is mostly used for mood recognition. In the process of HRV signal ex-
traction, accurately recognizing the consecutive R peaks in the ECG signal is of paramount
importance, which provides a reliable basis for the subsequent calculation. In summary,
the extraction of the HRV signal includes two parts: firstly, the R peaks of ECG signal are
extracted, and then the time distance between adjacent R peaks is calculated to finally
obtain the HRV signal. Among them, the results of identifying R peaks are shown in
Figure 4.
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4.3. HRV Signal Extraction Algorithm

The parameters of the HRV signal extraction algorithm are shown in the following
figure (Table 1):

Table 1. Notations for HRV signal extraction algorithm.

Parameters Definition

EC Raw ECG signal
TM Threshold method

WAVE Wavelet basis functions used
WEC ECG signal after denoising
WL Wavelet decomposition level

QRSF Filters used
TH Similarity threshold
PK Timestamp with similarity greater than the threshold
PG Detected R peak group
RRI HRV signal sequence

In the process of detecting R peaks in QRS wave groups for ECG signals, the signals
have certain measurement errors, resulting in an incomplete display of QRS wave groups
and thus the inaccurate identification of R peaks. The R-peak detection algorithm proposed
in this paper can filter out the QRS wave groups that do not match a specific QRS wave
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group according to a specific QRS filter—as shown in Figure 3, a case of non-compliant
R-peaks was not detected. In the subsequent interval calculation, the temporal distance of
the non-conforming adjacent R peaks is filtered according to the threshold value, which
makes the extracted HRV signal more consistent with the actual situation.

R-peak detection was performed by calculating the intercorrelation, where the QRS
filter was selected with the following equation:

qrs_ f ilt = sin(t), t ∈ (1.5π, 3.5π) (5)

where qrs_ f ilt is the filter function. The similarity is calculated as follows:

simi = correlate(WEC, qrs_ f ilt) (6)

simi is the similarity and the correlate function is a function used to calculate the
correlation value of two one-dimensional sequences. The formula for discriminating by a
specific threshold value and extracting the R-peak interval values is as follows:

PK =

{
index(WEC), simi > TH
0, simi ≤ TH

(7)

PK is the R-peak interval value, which is the interval where the R-peak time value is
located. index function is the time label of the returned series. Based on the R-peak interval
values, the median is used to determine the final R-peak, and the formula is as follows:

PG = median(PK) (8)

where PG is the final R peak and median is the median finding function. In the PG sequence,
the difference between two adjacent values is found in turn to obtain the HRV signal, with
the following equation:

RRI = xi+1 − xi, x ∈ PG, i ∈ (0, n− 1) (9)

The details of the HRV signal extraction algorithm are shown below (Algorithm 1):

Algorithm 1: HER Model—HRV Signal Extraction Algorithm

Input:
EC
Output:
RRI sequence
1: Begin
2: import EC to Python
3: X← EC; TM← Soft and hard threshold compromise; WAVE← sym8; WL← 5
4: for each of EC do
5: WEC = wave_noising (X, TM, WAVE, WL)
6: end for
7: X←WEC; QRSF← sin (linspace(1.5*π , 3.5*π , 15)); TH← 0.3
7: for each of WEC do
8: similarity = correlate (X, QRSF)
9: if similarity > TH then
10: PK += WEC.index
11: PG += median (PK)
12: end if
13: for i = 0, i < length (PG), i++ do
14: RRI += [PG (i + 1) − PG(i)]
15: end for
16: end for
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4.4. Rule Extraction

After the HRV signal is extracted, because its different frequency bands are related to
different autonomic nervous system indicators—as an example, the parasympathetic ner-
vous system (PNS) is correlated with the higher frequency range (0.15–0.5 Hz), whereas the
sympathetic nervous system (SNS) is connected to the lower frequency range (0.04–0.15 Hz)
of the HRV signal—we have further processed the HRV signal here. Using wavelet packet
frequency band decomposition technology, it is subdivided into four different frequency
bands, namely LF, HF1, HF2, and HF3. The specific frequency band range is shown in
Table 2. After frequency band decomposition, we performed amplitude level quantization
(ALQ) feature extraction for each frequency band signal, as we believe that for similar
emotions, their amplitudes have similar transformation methods. Firstly, we conducted
a hierarchical quantization of the amplitude and classified it into “F” levels based on the
maximum amplitude of each band as a whole; divided into “E” levels between 10% and
20%; divided into “D” levels between 20% and 40%; divided into “C” levels between
40% and 60%; divided into “B” levels between 60% and 80%; and divided into “A” levels
between 80% and 100%. According to the above division rules, we quantified and extracted
each frequency band to obtain the corresponding level sequence.

Table 2. HRV signal frequency band decomposition.

Frequency Band Frequency Range (Hz)

LF 0–0.15
HF1 0.15–0.25
HF2 0.25–0.35
HF3 0.35–0.4

According to what has been described above, in the valence-arousal domain, the
emotion label of the HRV signal is quantified into the one emotion that is closest to it by
calculating the distance with the emotion label in the emotion map. Thus, the amplitude
quantization sequences of each of the 17 emotion categories are obtained. In order to
count the most representative rank arrangement combinations of each emotion, we use the
sliding window, and the lengths of the sliding window are taken as 2, 3, 4 and 5 in turn.
According to the different lengths, multiple combining sequences of each band of the heart
rate variability signal are computed sequentially, so as to further extract the combining
sequence rules for each emotion.

In the process of calculating the rules of combination sequences, the FP-growth algo-
rithm in association rules is used to mine the set of frequent items. First, the frequency
of occurrence of each combination sequence in each emotion is calculated and the lower
frequency ones are discarded. Then, the association rule set is generated for the retained
combination sequences and the reliability of the newly generated combinations is calcu-
lated, again discarding the ones with lower reliability, whose reliability is considered as the
strength value of each combination rule. Finally, the correlation value of two neighboring
permutations in the association rule set is calculated, which refers to the possibility of both
existing at the same time. If the correlation value is high and the former combination exists
in the existing rules, the two neighboring combinations are categorized into the potential
rule set, whose strength value is the product of the reliability of the former combination
and the correlation value of the two, which, along with the set of frequent items, forms
the standard rule set. An example diagram of this process is shown in Figure 5, where the
length of the sliding window is taken as 2 units of length. From the figure, it can be seen
that the standard rule set has a high-intensity value, which represents its applicability.

Since there are sequence combination rules common to multiple emotions, at this point,
such rules with multiple emotion labels will no longer be applicable in the subsequent
matching work. Therefore, the rule set needs to be further processed, and we combine
the rules of all emotions together and perform clustering to find out all emotion labels
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common to each combination rule, thus filtering out the sequence combinations common
to all emotions, i.e., filtering out the universal rules. The workflow of rule extraction is
shown in Figure 6.

Sensors 2023, 23, 8636 10 of 22 
 

 

calculating the distance with the emotion label in the emotion map. Thus, the amplitude 
quantization sequences of each of the 17 emotion categories are obtained. In order to 
count the most representative rank arrangement combinations of each emotion, we use 
the sliding window, and the lengths of the sliding window are taken as 2, 3, 4 and 5 in 
turn. According to the different lengths, multiple combining sequences of each band of 
the heart rate variability signal are computed sequentially, so as to further extract the 
combining sequence rules for each emotion. 

In the process of calculating the rules of combination sequences, the FP-growth 
algorithm in association rules is used to mine the set of frequent items. First, the 
frequency of occurrence of each combination sequence in each emotion is calculated and 
the lower frequency ones are discarded. Then, the association rule set is generated for the 
retained combination sequences and the reliability of the newly generated combinations 
is calculated, again discarding the ones with lower reliability, whose reliability is 
considered as the strength value of each combination rule. Finally, the correlation value 
of two neighboring permutations in the association rule set is calculated, which refers to 
the possibility of both existing at the same time. If the correlation value is high and the 
former combination exists in the existing rules, the two neighboring combinations are 
categorized into the potential rule set, whose strength value is the product of the 
reliability of the former combination and the correlation value of the two, which, along 
with the set of frequent items, forms the standard rule set. An example diagram of this 
process is shown in Figure 5, where the length of the sliding window is taken as 2 units of 
length. From the figure, it can be seen that the standard rule set has a high-intensity 
value, which represents its applicability. 

CDDDBAAABDDDDCCEDDCBBCDCDCDEDEDEEECCDCDEEEEFFFDDDBAADDDDEDDCBBDDDBBBDFDDCCBCDCCD
CCDEDCBABAAAAACDDBABCDEDDDCCDCBCDCCCBCCAACDCCCDDDDFEEDCBBDBAABDBABDDDEFEDBCCBBDFFDCD
CCBBCCCBABCDDCCBCCBBAABCDCCBABCCDBECDCDEDDDDBBCDEDDCDDDCBABCDCCDDCBCCDBAACCBCCD
………

………

………

CCDDCABBCBBBCCDCDCCDDEEEFDDDCABDDCEEDDBCDDCCCDBCADCDCDCCBDBCACCCBCCCBDCDCDCCD

Itemset:
CD
CB
……

CC,CB
……

CD,DC,CC
……

frequency:
0.9642
0.9564
……

0.9464
……

0.9107
……

antecedents:
{'CB'}
{'CC'}
……

{'CC', 'CB'}
……

{'CD', 'CC'}
……

consequents:
{'CD'}
{'CB'}
……

{'AB'}
……

{'CB', 'DD'}
……

reliability:
0.9622
0.9464
……

0.9245
……

0.8888
……

pattern:
CB,CC,AB
CD,AB,CB
……

CC,CB,AB,CD
……

CD,CC,CB,DD,DC
……

strength:
0.8749
0.8392
……

0.8132
……

0.8214
……

pattern:
CD
CB
……

CC,CB,AB,CD
……

CD,CC,CB,DD,DC
……

strength::
0.9642
0.9564
……

0.8132
……

0.8214
……

sliding window

 
Figure 5. Rule Extraction Example Diagram.
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4.5. Rule Extraction Algorithm

The rule extraction algorithm parameters are presented in Table 3.

Table 3. Notations for rule extraction algorithm.

Parameters Definition

RRI HRV signal sequence
WAVE Wavelet basis functions used

WL Wavelet decomposition level
WRRI HRV signal after frequency division

RA Amplitude value of wave crest and trough
Amax Maximum absolute value of amplitude
AQ Amplitude level quantization sequence
FI Frequent item set
PR Association rule set
RU Standard rule set

The wavelet packet decomposition technique was used to perform the frequency band
decomposition with the following equation:

WRRI = reconstruct(WaveletPacket(RRI)) (10)

where RRI is the HRV signal sequence, WRRI is the signal sequence after band decomposi-
tion, WaveletPacket and reconstruct functions are the band decomposition and reconstruct
functions of wavelet packet, respectively. The formula for quantization of the amplitude
level is as follows:

AQ =



A, |RA| ∈ (0 .8×Amax, Amax)
B, |RA| ∈ (0 .6×Amax, 0.8× Amax)
C, |RA| ∈ (0 .4×Amax, 0.6× Amax)
D, |RA| ∈ (0 .2×Amax, 0.4× Amax)
E, |RA| ∈ (0 .1×Amax, 0.2× Amax)
F, |RA| ∈ (0 , 0.1× Amax)

(11)

AQ is the sequence after amplitude level quantization, RA is the amplitude value of
the wave crest and trough, and Amax is the absolute value of the maximum amplitude
value in the sequence. The formula for mining frequent item sets using the frequent pattern
growth algorithm is as follows:

FI = f pgrowth(AQ) (12)

where FI is the frequent itemset and the fpgrowth function is used to mine the frequent
itemset. The calculation frequency is the core calculation formula:

frequency(X) =
Transactions containing X

Total transactions
(13)

where frequency(X) denotes the support level of itemset X. Transactions containing X denotes
the number of transactions containing itemset X. Total transactions denotes the total number
of transactions. The formula for mining association rules is as follows:

PR = association_rules(FI) (14)

where PR is the potential rule set, the association_rules function is used to mine the associa-
tion rule set in the frequent itemset. The formula for calculating reliability is shown below:

reliability(X → Y) =
frequency(X ∪Y)

frequency(X)
(15)
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where: reliability(X→ Y) denotes the reliability of rule X→ Y. frequency(X∪Y) denotes the
frequency of transactions that contain both item sets X and Y. frequency(X) denotes the
support of item set X. The formula for mining potential rule sets is as follows:

RU = mine(FI, PR) (16)

where RU is the merged ruleset, and the mine function is used to mine the potential rule
set in the frequent item set and the association rule set and generate the standard rule set.

The details of the rule extraction algorithm are shown below (Algorithm 2):

Algorithm 2: HER Model—Rule Extraction Algorithm

Input:
RRI
Output:
RU
1: Begin
2: import RRI to Python
3: X← RRI, WAVE← db10, WL← 12
4: for each of RRI do
5: WRRI = reconstruct (WaveletPacket (X, WAVE, WL))
6: The WRRI is divided into amplitude classes to obtain the class sequence AQ
7: end for
8: Clustering of AQ’s labels
9: for each of labels do
10: FI = fpgrowth (AQ)
11: PR = association_rules (FI)
12: RU = mine (FI, PR)
13: for each rule of RU do
14: if rule has all the emotional labels then
15: RU −= rule
16: end if
17: end for
18: end for

4.6. Extraction of Amplitude Level Quantitative Features

While conducting emotion recognition through physiological signals, the pivotal
stage lies in feature extraction, and a significant portion of research is dedicated to this
aspect. In this paper, after extracting the rule set of all emotions, the amplitude level
quantization (ALQ) features are extracted based on this rule set, and this feature-extraction
method provides a good basis for the subsequent high recognition accuracy. Since the
HRV signals of each frequency band are independent of each other, the obtained amplitude
level sequences are also different, so the sliding window is also used to extract several
combinations of sequences from each HRV signal for the amplitude level sequences in
each frequency band and match them with the rule set. For each of the four frequency
bands of the HRV signal, four features of the ALQ were extracted, which are the number of
matches, total strength, frequency, and polynomial rate. After feature extraction, a total
of 16 features in four frequency bands are placed into a logistic regression classifier for
training and recognition. The flow of the related work is shown in Figure 7.
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4.7. Amplitude Level Quantitative Algorithm

The parameters of the amplitude level quantization algorithm are shown in the fol-
lowing figure (Table 4):

Table 4. Notations for amplitude level quantitative algorithm.

Parameters Definition

AQi The i-th sequence in the amplitude level quantization sequence
RUi The i-th rule in the rule set
MA The number of matches
TC Total strength
FR Frequency
PR Polynomial rate
COi Strength of the i-th rule in the rule set
LE Total number of grade quantization series

Lmax The maximum length of the matched sequence

MNli
The number of sequences of length i in the matched quantized

sequence
Acc Final recognition accuracy

MA is the number of times each quantized sequence matches the rule set, which is
calculated as follows:

MA =

{
MA + 1, AQi = RUi
MA, AQi 6= RUi

(17)

where AQ is the new combined sequence of amplitude rank quantization sequences ex-
tracted by sliding window and RU is the rule set. The total strength TC value is calculated
as follows:

TC =

{
TC + COi, AQi = RUi
TC, AQi 6= RUi

(18)

where COi is the strength value of each rule in the rule set. The frequency FR by using the
following formula:

FR =
MA
LE

(19)
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where LE is the total number of new sequences extracted by the sliding window for the
rank quantized sequences. The polynomial ratio PR can be determined using the following
mathematical expression:

PR =
∑Lmax

i=1 MNli −MNl1
MA

(20)

where MNLi is the number of matched combinatorial sequences of length i and Lmax is
the maximum length of the combinatorial sequence. After the extraction of the features is
finished, they are put into a logistic regression classifier for training and recognition tests
with the following equation:

Acc = LogisticRegression(MA, TC, FR, PR) (21)

where Acc is the final recognition accuracy and LogisticRegression function is used for logistic
regression for recognition classification.

Details of the amplitude level quantization algorithm are shown below (Algorithm 3):

Algorithm 3: HER Model—Amplitude Level Quantitative Algorithm

Input: AQ, RU
Output: Acc
1: Begin
2: import AQ, RU to Python
3: for each sequence of AQ do
4: for i = 0, i < length (sequence), i++ do
5: for j = 0, j < length (RU), j++ do
6: if sequence(i) = RU (j) then
7: MA += 1
8: TC += CO(i)
9: if length(sequence (i)) != 1 then
10: Add the sequence (i) to the MNL set
11: end if
12: end if
13: end for
14: end for
15: LE = length (AQ)
16: FR = MA/LE
17: PR = length (MNL)/MA
18: end for
19: model = LogisticRegressionTrain (train_label, train(MA, TC, FR, PR))
20: Acc = LogisticRegressionPredict (model, test_label, test(MA, TC, FR, PR))

5. Experiment and Results

The computer utilized for the experiment is equipped with a Core8750H CPU with a
main frequency of 2.2 GHz and the software is PyCharm Community Edition 2020. The
programming environment is Python 3.8.

5.1. Dataset

In our experiments, the dataset we chose is the DREAMER public dataset [26], a
multimodal dataset with EEG and ECG signals, as detailed in Section 3.2. The dataset is
composed of the ECG signals acquired with a frequency of 256 Hz using the SHIMMER
sensor, which contains 23 groups with over 21.09 million volumes. Moreover, 80% of the
dataset is partitioned into the training set and 20% into the test set.

5.2. HER Model Test

After conducting the experiments, we tested the HER model, and the results showed
that it was effective for the classification of 17 dimensional emotions. We compared the
experiments using the PETSFCNN model [22], the WAVE-SCATTER model [16] and the
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LSTM-CNN model [30]. Among them, the HER model’s impressive performance is evident,
achieving an 84.3% accuracy rate, as illustrated in Figure 8 with detailed experimental
findings.
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Figure 8. Accuracy results of classification models.

Meanwhile, in order to detect the corresponding processing effect of the denoising
algorithm, we utilized the non-denoised raw data to conduct relevant experiments, and
the experimental effects of the four models are shown in Figure 9. As can be seen from
the figure, in the original data, the maximum accuracy of the HER model is only 80.4%,
and compared with Figure 8, the accuracy is lower than that of the denoising process, and
the other models cannot reach this accuracy after denoising. This shows that extracting
the HRV signal in the non-denoised raw data is unreasonable, which will lead to the
existence of a large bias, seriously affecting the subsequent recognition process. The effect
of the denoising algorithm mentioned in this paper is very significant in terms of the
accuracy comparison.
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The essence of the HER model lies in the ALQ feature-extraction approach, and after
extracting a total of 16 features in 4 frequency bands using this feature-extraction method,
we applied other traditional feature-extraction models for feature-extraction algorithm
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comparison experiments: power spectral density (PSD) features, time domain features, non-
linear features, and frequency domain features. We used four other classification algorithms
for classification comparison experiments, which are the long short-term memory network
(LSTM) model, support vector machine (SVM) model, decision trees (DT) model, and
Bayesian networks (BAYES) model to assess the impacts of various classification algorithms
on ALQ feature-extraction methods. The results show that the highest power spectral
density feature-extraction model is 28.3%, the highest frequency domain feature-extraction
model is 24.1%, the highest time domain feature-extraction model is 21.4%, the highest
nonlinear feature-extraction model is 26.2%, and the highest ALQ method is 84.3%, which
is the best result obtained by logistic regression model (LR), while the accuracy of SVM
model is 68.6%, the accuracy of DT model is 69.2%, the accuracy of BAYES model is 71.1%,
and the LSTM model has the worst result, with an accuracy of 53.4%. This indicates that the
LR classification model is more suitable for classifying and identifying multi-band features.
In the comparison experiments, the LR classification model demonstrates strong perfor-
mance in both power spectral density and frequency domain feature models, as evident
from the results, which also indicates that the LR classification model is more suitable for
the classification recognition of frequency-related features. The ALQ feature-extraction
algorithm proved to be more effective compared to the traditional feature-extraction model.
Figure 10 illustrates the particular findings obtained from the experiment.
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We also conducted comparative experiments on the running time of the five algo-
rithms of the ALQ feature-extraction method, in which the LR algorithm has the shortest
time and proves to be more efficient, as shown in Figure 11, with units accurate to the
microsecond level.

After obtaining the accuracy, other evaluation metrics of the HER model and the
comparison model, such as F1 score, precision recall and specificity, were also analyzed, as
shown in Table 5. We used a five-fold experimental design to debug the ratio of the training
to the test set and obtained the values of the corresponding metrics with the box-whisker
plot shown in Figure 12. The HER model achieves an F1-score of 0.8437, a Recall score of
0.8487, a Specificity score of 0.8602, and an AUC score of 0.8708, respectively. As evident
from the results, this demonstrates its remarkable effectiveness.
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Table 5. Overall performance of the model.

Model F1-Score Recall Specificity AUC

HER 0.8437 0.8487 0.8602 0.8708
PETSFCNN 0.2962 0.3275 0.4571 0.5735
LSTM-CNN 0.4608 0.5001 0.6688 0.7803

WAVE-SCATTER 0.2953 0.3393 0.5091 0.5946
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The assessment of the HER model’s recognition performance is based on the utiliza-
tion of a confusion matrix, as depicted in Figure 13. It was found that six of the emotions
achieved more than 80% recognition accuracy, namely “surprise”, “shame”, “tired”, “anger”
and “intimacy”. Seven emotions achieved more than 90% accuracy, namely “sadness”,
“passion”, “hope”, “fear”, “disgust”, “confidence” and “relaxation”. It can be seen that
the HER model achieves higher accuracy classification, which fully reflects the recogni-
tion classification performance of this model. However, the analysis reveals a significant
recognition discrepancy between “gratitude” and “confidence”, potentially attributed to
their relatively low semantic distance within the EQA methodology, which is computed
at approximately 0.22. The accuracy of gratitude is only 63%, while 23% probability is
predicted as “confidence”. This also indicates that the two emotions are relatively similar.
The recognition results for “hope” and “confidence” may be over-fitted because of the small
amount of raw data for these two emotions.
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6. Discussion

The classification results of this experiment show that the recognition of emotions
using the HRV signal of ECG is very reliable, and the extracted ALQ features achieve high
accuracy in the recognition of emotions in 17 categories. This indicates that the R-peak
extraction algorithm mentioned in this paper is more suitable for the HRV signal feature
extraction of ECG signals, and it also provides a reliable basis for obtaining high accuracy in
this experiment. Another key point is that the rule sets of different emotions are extracted
by using association rules, and the extracted rule sets possess the difference between
different emotion categories, which promotes the good performance of the ALQ feature-
extraction method; this point is also very important. Also, for the results related to the
proposed comparison experiments, it is very useful to perform a multi-band decomposition
of the HRV signals of ECG signal species, where different frequency ranges correspond
to different physiological indicators. The logistic regression (LR) classification algorithm
is more suitable for classifying and identifying multi-band features, especially for multi-
classification identification, and it has the shortest time and is most efficient compared to
other classification algorithms.

The capacity to categorize 17 emotional types based on HRV signals underscores
the reflection of the human autonomic nervous system’s activity level and its intimate
connection with emotional states. Due to the non-invasive and easy-to-use nature of HRV
signal acquisition, this research holds significant practical implications and is poised to
have a crucial impact across the realms of healthcare, psychological therapy, and human–
computer interfaces.

In our experiments, the accuracy in detecting the EEG signal associated with the
emotion “gratitude” was notably low. This can be attributed to the close semantic proximity
between “gratitude” and “confidence”, which often leads to misinterpretation. Analyzing
their positions within the two-dimensional emotional model, we observed their significant
proximity, resulting in frequent confusion between these two emotions.

The HRV signal and its related features extracted in this paper can realize high-
performance recognition and classification, and its main core advantage lies in the following:
at the theoretical level, HRV is closely related to the response patterns of the autonomic
nervous system species of the main sympathetic nerve and the parasympathetic nerve,
and based on this, the advantage of the ALQ algorithm proposed in this paper is to be
able to excavate specific fluctuation patterns between each emotion and to decompose the
fluctuation patterns into various frequency ranges. Moreover, because the HRV signals
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in different frequency ranges represent the change patterns of the autonomic nervous
system when generating different emotions, the use of these differential frequency band
characteristics can achieve high-dimensional emotion classification, which has been proved
to be effective by the experimental results. At the application level, the HER model
proposed in this paper can be used for the portable detection of emotions by using HRV
and does not require complex signal acquisition equipment, which can be realized by using
HRV. It does not require complex signal acquisition equipment to realize high-precision
emotion recognition, which reflects its convenient and fast application characteristics and
is one of its advantages compared with other emotion detection methods.

7. Conclusions

This study employed ECG-derived HRV signals for the classification and analysis of a
variety of emotions. The experimental findings in the domain of HRV signal-based emotion
recognition indicated the successful identification of 17 distinct emotions. Moreover, the
research involved analyzing the frequency band decomposition range to assess its utility in
emotion classification. Consequently, the HER model demonstrated strong performance in
semantically analyzing ECG-derived HRV sentiments, achieving an average accuracy rate
of 84.3%. This underscores the effectiveness of the proposed frequency band decomposition
range in emotion identification.

Future research endeavors will delve deeper into investigating the correlation between
the assessment of HRV signals and emotions, with the aim of enhancing the precision
and consistency of emotion categorization. Concurrently, we can explore the impact of
incorporating HRV signals alongside other physiological indicators on the recognition of
emotions, thus bolstering the precision and dependability of emotion recognition. This
will have wide application prospects. In the medical field, using HRV signals for emotion
recognition can help doctors better diagnose the emotional state of patients and guide the
formulation of treatment plans. Leveraging HRV signals in the realm of human–computer
interaction can lead to an enhanced user experience and more effective human–computer
interaction outcomes. In addition, emotion recognition can also be applied to smart homes
and psychological counseling to provide more convenient services to users.
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9. Jemioło, P.; Storman, D.; Mamica, M.; Szymkowski, M.; Żabicka, W.; Wojtaszek-Główka, M.; Ligęza, A. Datasets for Automated
Affect and Emotion Recognition from Cardiovascular Signals Using Artificial Intelligence—A Systematic Review. Sensors 2022,
22, 2538. [CrossRef]

10. Hasnul, M.A.; Aziz, N.A.A.; Alelyani, S.; Mohana, M.; Aziz, A.A. Electrocardiogram-based emotion recognition systems and
their applications in healthcare—A review. Sensors 2021, 21, 5015. [CrossRef]

11. Saganowski, S. Bringing emotion recognition out of the lab into real life: Recent advances in sensors and machine learning.
Electronics 2022, 11, 496. [CrossRef]

12. Ferdinando, H.; Seppänen, T.; Alasaarela, E. Enhancing Emotion Recognition from ECG Signals using Supervised Dimensionality
Reduction. In Proceedings of the Pattern Recognition Applications and Methods: 6th International Conference, ICPRAM 2017,
Porto, Portugal, 24–26 February 2017; pp. 112–118.

13. Rowe, J.A.; McMurphy, R.M.; Lutjemeier, B.J.; Kenney, M.J. Introduction to the Autonomic Nervous System and Autonomic
Pharmacology. In Veterinary Pharmacology and Therapeutics; Wiley Blackwell: Hoboken, NJ, USA, 2018; pp. 113–130.

14. Valderas, M.T.; Bolea, J.; Laguna, P.; Vallverdú, M.; Bailón, R. Human emotion recognition using heart rate variability analysis with
spectral bands based on respiration. In Proceedings of the 2015 37th Annual International Conference of the IEEE Engineering in
Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp. 6134–6137.

15. Zhu, J.; Ji, L.; Liu, C. Heart rate variability monitoring for emotion and disorders of emotion. Physiol. Meas. 2019, 40, 064004.
[CrossRef] [PubMed]

16. Sepúlveda, A.; Castillo, F.; Palma, C.; Rodriguez-Fernandez, M. Emotion recognition from ECG signals using wavelet scattering
and machine learning. Appl. Sci. 2021, 11, 4945. [CrossRef]

17. Dissanayake, T.; Rajapaksha, Y.; Ragel, R.; Nawinne, I. An ensemble learning approach for electrocardiogram sensor based human
emotion recognition. Sensors 2019, 19, 4495. [CrossRef] [PubMed]

18. Yan, X.; Lin, Z.; Lin, Z.; Vucetic, B. A Novel Exploitative and Explorative GWO-SVM Algorithm for Smart Emotion Recognition.
IEEE Internet Things J. 2023, 10, 9999–10011. [CrossRef]

19. Sarkar, P.; Etemad, A. Self-supervised ECG representation learning for emotion recognition. IEEE Trans. Affect. Comput. 2020, 13,
1541–1554. [CrossRef]

20. Xu, J.; Hu, Z.; Zou, J.; Bi, A. Intelligent emotion detection method based on deep learning in medical and health data. IEEE Access
2019, 8, 3802–3811. [CrossRef]

21. Chen, T.; Yin, H.; Yuan, X.; Gu, Y.; Ren, F.; Sun, X. Emotion recognition based on fusion of long short-term memory networks and
SVMs. Digit. Signal Prog. 2021, 117, 103153. [CrossRef]

22. Hammad, D.S.; Monkaresi, H. ECG-Based Emotion Detection via Parallel-Extraction of Temporal and Spatial Features Using
Convolutional Neural Network. Trait. Signal 2022, 39, 43. [CrossRef]

23. Guo, H.-W.; Huang, Y.-S.; Lin, C.-H.; Chien, J.-C.; Haraikawa, K.; Shieh, J.-S. Heart rate variability signal features for emotion recog-
nition by using principal component analysis and support vectors machine. In Proceedings of the 2016 IEEE 16th International
Conference on Bioinformatics and Bioengineering (BIBE), Taichung, Taiwan, 31 October–2 November 2016; pp. 274–277.

24. Ferdinando, H.; Seppänen, T.; Alasaarela, E. Emotion recognition using neighborhood components analysis and ecg/hrv-based
features. In Proceedings of the Pattern Recognition Applications and Methods: 6th International Conference, ICPRAM 2017,
Porto, Portugal, 24–26 February 2017; Revised Selected Papers 6. Springer International Publishing: Cham, Switzerland, 2018;
pp. 99–113.

25. Singson, L.N.B.; Sanchez, M.T.U.R.; Villaverde, J.F. Emotion recognition using short-term analysis of heart rate variability and
resnet architecture. In Proceedings of the 2021 13th International Conference on Computer and Automation Engineering (ICCAE),
Melbourne, Australia, 20–22 March 2021; pp. 15–18.

26. Katsigiannis, S.; Ramzan, N. DREAMER: A database for emotion recognition through EEG and ECG signals from wireless
low-cost off-the-shelf devices. IEEE J. Biomed. Health Inform. 2017, 22, 98–107. [CrossRef]

27. Wang, L.; Liu, H.; Zhou, T.; Liang, W.; Shan, M. Multidimensional emotion recognition based on semantic analysis of biomedical
eeg signal for knowledge discovery in psychological healthcare. Appl. Sci. 2021, 11, 1338. [CrossRef]

28. Wang, L.; Liu, H.; Zhou, T. A sequential emotion approach for diagnosing mental disorder on social media. Appl. Sci. 2020,
10, 1647. [CrossRef]

https://doi.org/10.1073/pnas.2119599119
https://www.ncbi.nlm.nih.gov/pubmed/35588453
https://doi.org/10.1038/s41390-018-0155-0
https://doi.org/10.3390/s20144037
https://doi.org/10.1016/j.ijpsycho.2012.08.012
https://doi.org/10.3390/s22072538
https://doi.org/10.3390/s21155015
https://doi.org/10.3390/electronics11030496
https://doi.org/10.1088/1361-6579/ab1887
https://www.ncbi.nlm.nih.gov/pubmed/30974428
https://doi.org/10.3390/app11114945
https://doi.org/10.3390/s19204495
https://www.ncbi.nlm.nih.gov/pubmed/31623279
https://doi.org/10.1109/JIOT.2023.3235356
https://doi.org/10.1109/TAFFC.2020.3014842
https://doi.org/10.1109/ACCESS.2019.2961139
https://doi.org/10.1016/j.dsp.2021.103153
https://doi.org/10.18280/ts.390105
https://doi.org/10.1109/JBHI.2017.2688239
https://doi.org/10.3390/app11031338
https://doi.org/10.3390/app10051647


Sensors 2023, 23, 8636 21 of 21

29. Zhou, T.H.; Liang, W.; Liu, H.; Wang, L.; Ryu, K.H.; Nam, K.W. EEG Emotion Recognition Applied to the Effect Analysis of Music
on Emotion Changes in Psychological Healthcare. Int. J. Environ. Res. Public Health 2022, 20, 378. [CrossRef] [PubMed]

30. Dar, M.N.; Akram, M.U.; Khawaja, S.G.; Pujari, A.N. CNN and LSTM-based emotion charting using physiological signals. Sensors
2020, 20, 4551. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.3390/ijerph20010378
https://www.ncbi.nlm.nih.gov/pubmed/36612700
https://doi.org/10.3390/s20164551
https://www.ncbi.nlm.nih.gov/pubmed/32823807

	Introduction 
	Related Work 
	Materials and Methods 
	Motivation 
	Dataset 
	HRV-Based Emotion Recognition Model 

	HRV Emotional Recognition Model (HER Model) 
	Data Denoising 
	HRV Signal Extraction 
	HRV Signal Extraction Algorithm 
	Rule Extraction 
	Rule Extraction Algorithm 
	Extraction of Amplitude Level Quantitative Features 
	Amplitude Level Quantitative Algorithm 

	Experiment and Results 
	Dataset 
	HER Model Test 

	Discussion 
	Conclusions 
	References

