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S1. Super Feature Attention

Therefore, we iteratively run the algorithm, divided into the following steps:
At iteration i, We extract the 3× 3 surrounding super features S̄ ∈ Rmn×C×9 corre-

sponding to each token via unroll function. We limit the association computations from
each token to only 9 surrounding super features, which speeds up the running process and
reduces the amount of computation. Next, we need to compute sparse associations Qi. In
this work, we apply a strategy similar to attention guidance to compute it and the formula
is defined as:

Qi = Softmax

(
TSi−1T

√
C

)
(S1)

Where C is the number of channel.
Moreover, we continuously update S̄ and combine the surrounding tokens to S via

the roll function to prepare for association normalization. To be specific, super features are
updated as a weighted sum of tokens, defined as follows:

Si =
(

Norm(Qi)
)T

T (S2)

Where Norm(·) stands for normalization operation. At this point, we can capture the super
features.

Since super features mainly focus on local features of visual content, we need to apply
multi-head self-attention (MHSA) to pay more attention to global long-range dependencies.
The attention mechanism can be defined as:

Attention(Q, K, V) = softmax

(
QKT
√

C

)
V (S3)

Our use of multi-head self-attention mechanism can consider different attention distri-
butions, so that the network can obtain meaningful information from different perspectives.
We apply the MHSA to the super features S ∈ RC×m×n. Thus, the full process of MHSA for
S is formulated as:

Attention(S) = softmax
(

Q(S)KT(S)√
C

)
V(S)

s.t. {Q, K, V} =
{

SWQ, SWK, SWV
} (S4)
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Although super feature can capture global features well through multi-head self-
attention, it also loses local details in the sampling process. So it is necessary to map super
features back to the token space. Specifically, we perform the sparse multiplication of Q
and S via unroll operation to upsample tokens, which can be formulated as:

(S5)FSF = Up(Attention(S)) = Q Attention(S) 

Where Up(·) represents upsample operation.

S2. Comparative Experiments

(c) DenseFuse(a) Infrared (b) Visible
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(h) CUFD (i) MUFusion (j) AEFusion (k) Ours

Figure S1. Qualitative comparison of our method with 8 state-of-the-art methods on the MSRS dataset.
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Figure S2. Qualitative comparison of our method with 8 state-of-the-art methods on the TNO dataset.
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