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Abstract: In this paper, we investigate the problem of a dynamic event-triggered robust controller
design for flexible robotic arm systems with continuous-time phase-type semi-Markov jump process.
In particular, the change in moment of inertia is first considered in the flexible robotic arm system,
which is necessary for ensuring the security and stability control of special robots employed under
special circumstances, such as surgical robots and assisted-living robots which have strict lightweight
requirements. To handle this problem, a semi-Markov chain is conducted to model this process.
Furthermore, the dynamic event-triggered scheme is used to solve the problem of limited bandwidth
in the network transmission environment, while considering the impact of DoS attacks. With regard
to the challenging circumstances and negative elements previously mentioned, the adequate criteria
for the existence of the resilient H∞ controller are obtained using the Lyapunov function approach,
and the controller gains, Lyapunov parameters and event-triggered parameters are co-designed.
Finally, the effectiveness of the designed controller is demonstrated via numerical simulation using
the LMI toolbox in MATLAB.

Keywords: flexible robotic arm; dynamic event-triggered scheme; phase-type semi-Markov chain;
robust control; DoS attacks

1. Introduction

With the development of information technology, physical systems in practical ap-
plications are often composed of a large number of interacting elements, which are called
complex systems, such as robotic arm control [1], power system [2], and multi-agent
system [3,4]. As a special class of complex systems, Markov jump systems (MJSs) are
widely studied by scholars for their superior modeling capacity to deal with unexpected
changes, which may include environmental disruptions, random component mistakes,
or even human influences during regular operation [5,6]. The authors in [7–9] reviewed
recent advancements in modeling, stability analysis, filter design and sliding model control
of MJSs. A new controller was proposed to ensure the stabilization of generalized MJSs
in [10] to solve the random stabilization problem. Zhuang et al. [11] considered both the
stability analysis and stabilization of generalized Markov jump time-delay systems, with
the relevant state-feedback controller derived by means of LMI.

However, there exists a limitation in practical applications whereby the sojourn time
of the Markov chain follows an exponential probability distribution, that is, results on MJSs
are unfortunately conservative for the constant transition rates as a memoryless property
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of the exponential distribution. To solve this problem, a new model referred to as semi-
Markov chain with less conservative sojourn time was proposed in [12–14]. Phase-type
semi-Markov jump systems, which present a special class of semi-Markov jump systems,
are increasingly attracting the attention of researchers, since the corresponding sojourn time
obeys the characteristics of PH distribution. The problem of positive L1 filters designed for
nonlinear stochastic-switched systems, which are sensitive to the phase-type semi-Markov
jump process, was explored in [15]. The work in [16] was extended to solve the problem
of positive L1 fuzzy filters designed for phase-type semi-Markov jump singular systems,
which can be translated into a corresponding Markov jump singular system using an
equivalent transformation [15].

Benefiting from the technology developed for the rapid growth of network communi-
cations, NCSs (network control systems) have gradually replaced physical transmission
media with their unique advantages: low construction cost, small required space, low
physical failure rate [17]. These advantages have recently attracted significant research
interest from scholars. However, the introduction of network control systems has also
created new difficulties for networked system analysis and synthesis [18]. We consider
the inevitable shortcomings (packet mis-order, transmission delay, and data packet loss)
of the network itself when designing a controller. On one hand, cyber-attacks will reduce
the stability of networked systems. The basic goal of deception assaults is to alter the true
signal while introducing fake signals. On the other hand, the occurrence of a time-delay
phenomenon also causes instability or oscillation of the system, thus increasing the diffi-
culty of system stability analysis. For a type of discrete Markovian jump system that suffers
from random packet loss and time-varying delays, Zhao et al. addressed the finite time
H∞ robust control issue in their work [19]. Regarding the uncertain discrete Markov jump
time-varying delay polyhedron system, Shi et al. [20] used Lyapunov functional theory
and convex polyhedron technique, to provide the random admissibility of the generalized
model error augment system. In addition, the actual system may suffer from sudden
changes in internal structure or the external environment.

In 1999, Arzen K proposed the concept of an event trigger for the first time in [21],
which subsequently attracted wide attention due to its superiority in network communica-
tion. In 2013, Dong Y built an event flip-flop and NCSs into a unified time-delay system
model [22]. Compared to a static event trigger, by introducing an internal function to
reduce the conservatism of the trigger condition in the form of a dynamic event trigger, this
internal function can store part of the system information which allows further reduction
in resource consumption under the premise of safety and control. In [23], for linear time-
invariant systems, a unique dynamic event-triggered control mechanism is described. By
deriving criteria for this control strategy that provide asymptotic stability and L2 stability,
the triggering parameters and feedback gain may be jointly constructed. Dynamic event-
triggering mechanism is the suggested name for this class in [24] due to the introduction
of an internal dynamic variable being a defining feature of it. In [25], multiple types of
network attack signals are considered in multi-agent systems with multiple cyber-attacks.
According to Lyapunov stability theory and the linear matrix inequalities (LMIs) method,
exponentially mean-square finite-time stability is derived from these systems. The annular
finite-time bounded and adaptive event-triggered control issues of networked switched
systems with deception attacks are examined in [26]; however, no concrete engineering
application is given in the paper. To the extent of the authors’ knowledge, however, there is
scarce literature on the robust properties of semi-Markov jump systems with a dynamic
event-triggering mechanism.

Due to the project needs and the hardware situation of the laboratory, a flexible robot
arm is used as the research object. The flexible robotic arm systems proposed in this
paper takes the change in moment of inertia into account for the first time. This is a
necessary requirement for ensuring the safety and stability control of special robots that
are applied under certain circumstances, e.g., surgical robots and assisted-living robots
which have strict lightweight requirements. The main contributions of this paper are
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as follows: (1) We consider the H∞ performance of the flexible robotic arm with phase-
type semi-Markov process; (2) The necessary conditions are found for robust controllers
to exist by using the Lyapunov function method, furthermore, the controller and the
dynamic event-triggering scheme are co-designed; (3) A simulation is conducted on the
flexible robotic arm using the LMI toolbox in MATLAB, to estimate the usefulness of the
designed controller gain with the comparison diagram of the time-trigger mechanism and
the dynamic event-trigger mechanism.

The remainder of this paper is structured as follows. Section 2 provides a description
of the system and a statement of the problem, along with some fundamental ideas and
lemmas. Principal conclusions from a stability analysis and time-/event-triggered robust
controller for flexible robotic arm systems with semi-Markov jump process are rendered in
Section 3. In Section 4, a numerical simulation method is used to demonstrate the functional
operation of the suggested controller design process.

Notation. There are various notations used throughout this paper. In the upper-right
section of the matrix, −1 and T represent the inverse and transpose of matrix, respectively,
and ∗ in the symmetric matrix denotes the omitted term, and diag{·} means a block diago-
nal matrix. Notation 0n×m represents the zero matrix of dimension n×m. Furthermore, the
2−norm of vectors in this paper are represented by || ∗ ||2, and R0+ denotes the set of posi-
tive real numbers. Finally, E{·} represents the mathematical expectation. The remaining
notations are less general in nature and are shown after their respective formula.

2. System Description and Preliminaries
2.1. Physical Model of Flexible Robotic Arm

In this paper, a single link manipulator driven by DC motor with flexible joint is used
as the controlled object (as shown in Figure 1a). The dynamic characteristics of a flexible
joint can be approximated by a linear torsion spring with an elastic coefficient k. Inspired
by [27], the structure is shown in Figure 1b. The ideal dynamic equations of the flexible
robotic arm systems are given by

Iq̈(t) + MgH sin q(t) = k(θ(t)− q(t)) + µ1(t) (1)

Jθ̈(t) + k(θ(t)− q(t)) = u0(t) + µ2(t)

where θ(t) is the rotation angle, J is the equivalent moment, µ1(t) represents external
disturbance of motor; q(t), I, µ2(t) represent the same parameters of the connecting rod.
k represents the equivalent spring elastic coefficient; u0(t) is the input torque of the motor;
M is the weight of the connecting rod; H is the center of mass and the distance between the
axis of rotation, the acceleration of gravity is represented by g.

(a) (b)

Figure 1. Model Overview. (a) Physical model of flexible robotic arm; (b) Dynamical model of
flexible joint.
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Let us define the following state variables:

x1(t) = q(t), x2(t) = q̇(t), x3(t) = θ(t), x4(t) = θ̇(t) (2)

where x1(t) denotes the rotation angle of the DC motor, x2(t) is the angular velocity of the
motor, x3(t) is the rotation angle of connecting rod, and x4(t) denotes the angular velocity
of the connecting rod.

Assumption 1. The nonlinear term sin q(t) is presented in the dynamic equation mentioned above.
We make the assumption that sin q(t) = q(t), q(t) ∈ (−π

2 , π
2 ) to remove the nonlinear term’s

influence. In other words, the connecting rod’s accessible range is partially constrained.

It is well known that the moment of inertia depends on: (a) the shape of the object,
(b) the position of the axis of rotation, and (c) the distribution of mass. When grasping
objects of different masses, where (a,b) remain unchanged and (c) changes with the end-
effector grasping different objects, the moment of inertia of the connecting rod has different
modes in Figure 2. A flexible joint manipulator system is a complex system with continuous
time and discrete state.

(a) (b)

(c) (d)

Figure 2. Moment of inertia under different working conditions. (a) I1 of State 1; (b) I1 of State 2;
(c) I1 of State 3; (d) I1 of State 4.

Take into consideration the subsequent continuous-time stochastic systems over a
probability space (f,F ,Pr) with Semi-Markov properties, add the dynamical equation as
shown below. {

ẋ(t) = Â(t, r̂(t))x(t) + B̂1(r̂(t))ω(t) + B2u(t),
z(t) = Cx(t),

(3)

where x(t) = [x1(t) x2(t) x3(t) x4(t)]
T, ω(t) means the external disturbance and ωT(t)ω(t)

≤ I, u(t) represents the input signal of the closed-loop system, and
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Â(t, r̂(t)) =


0 1 0 0

−MgH+k
I(t,r̂(t)) 0 k

I(t,r̂(t)) 0
0 0 0 1
k
J 0 − k

J 0

, B̂1(t, r̂(t)) =


0
1

I(t,r̂(t))
0
1
J

, B2 =


0
0
0
1
J

,

and C = [1 0 0 0]. r̂(t) represents a finite state semi-Markov jump process, which accepts
discrete values inside the specified finite set {1, 2, · · · , m + 1}, the state m + 1 is absorbing
and other states are transient. Abbreviated symbols, Âi for Â(t, r(t)), B̂1i for B̂1(t, r(t)).
The infinitesimal generator is

Ξ =

[
Tm×m T0

m×1
T1×m 0

]
(4)

where matrix Tm×m = (Tij) satisfies Tij < 0, Tij ≥ 0, i 6= j, the non-negative column vector
T0 meets Te + T0 = 0. While (a, m + 1) is represented as the initial distribution vector,
where a = (a1, a2, . . . , am), ae+ am+1 = 1, and e stands for an m-dimensional column vector
made up only of 1.

Before moving on, let us review the following fundamental claims and definitions:

Proposition 1. The rate at which r̂(t) is absorbed in r̂(t) is distributed as

F(t) = 1− a exp(Tt)e, t ≥ 0. (5)

Definition 1. The phase of the distribution F(·) at time t is the state that r̂(t) reaches at that
instant. Its representation of order m is (a, e), and the distribution F(·) described in version (5) on
[0, ∞) is known as a phase-type (PH) distribution.

If G is a finite set, then, Markov chain is the denumerable phase semi-Markov process,
where Fi(t)(i ∈ G) has a negative exponential distribution. However, the characteristic
of Markov chain that the sojourn time obey negative exponential distribution can be
overcome by a denumerable phase semi-Markov process. The main issue is whether or
not the denumerable phase semi-Markov process can be changed into a Markov chain.
Moreover, a finite Markov chain can be created from a finite phase semi-Markov process.
The remainder of this paragraph will provide evidence supporting the validity of the
aforementioned statement.

Let r̂(t) be a denumberable phase semi-Markov process on the state space G. Denote
the nth jump point of process r̂(t) by ιn(n = 0, 1, 2, · · · ), where ι0 ≡ 0 < ι1 < ι2, · · · ,<
ιn, · · · . Let (ai, Ti)(i ∈ G) stand for the representation of Fi(t) in the mi order, where

Fi(t) = P(ιn+1 − ιn ≤ t | r̂(ιn) = i) (i ∈ G),
ai = (ai

1, ai
2, · · · , ai

mi ), Ti = (Ti
jk, j, k ∈ G).

Let

λij = P(r̂(ιn+1) = j | r̂(ιn = i)) (i, j ∈ G),

P = (λij, i, j ∈ G), (6)

(a, T) = {(ai, Ti), i ∈ G}. (7)

It is clear that only {(P, (a, T))} can predict the probability distribution of r̂(t).
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Definition 2. The pair of the semi-Markov process r̂(t) is referred to as {P, (a, T)}. Define
χ(t) = the phase of Fr̂(t)(·) at time t− ιn for every n(n = 0, 1, · · · ), ιn ≤ t < ιn+1. For any i ∈ G,
we define

Ti,0
j = 1−

m(i)

∑
k=1

Ti
jk (j = 1, 2, · · · , mi),

U = {(i, ki) | i ∈ G, ki = 1, 2, · · · , mi}.

We can readily obtain the following conclusions from the aforementioned analysis.

Lemma 1. Markov chain Z(t) = (r̂(t), χ(t)) has state space U . The pair of r̂(t) given by P, (a, T)
determines the infinitesimal generator of Z(t) exclusively, as shown in the following

β(i,ki)(i,ki) = Ti
kiki , (i, ki ∈ U ),

β(i,ki)(i,k̄i) = Ti
ki k̄i , ki 6= k̄i, (i, ki) ∈ U and (i, k̄i) ∈ U ,

β(i,ki)(j,kj) = λijT
(i,0)
ki aj

kj , i 6= j, (i, ki) ∈ U and (j, kj) ∈ U .

Suppose that U has s = ∑i∈G mi elements, which results in s elements in the state
space of Z(t). The s elements are numbered using the following procedure: the number of
(i, k) by ∑i−1

r=1 mr + k(1 ≤ k ≤ mi). Adding the letter ψ to this transformation as well, and
one has

ψ((i, k)) =
i−1

∑
r=1

mr + k (i ∈ G, 1 ≤ k ≤ mi). (8)

Furthermore, we define

υψ((i,k))ψ((i′ ,k′)) = β(i,k)(i′ ,k′), (9)

r(t) = ψ(Z(t)).

The infinitesimal generator Ξ = (υim, 1 ≤ i, m ≤ s) with a state space S = {1, 2, · · · , s}
make r(t) be a Markov chain. Above all, the associated Markov chain of r̂(t) is the name
given by the Markov chain r(t). The latest transition probability matrix satisfies that

Pr{r(t + δ) = j | r(t) = i} =
{

πijδ + o(δ), i 6= j
1 + πiiδ + o(δ), i = j

(10)

where πij ≥ 0 (i 6= j) and ∑s
j=1,i 6=j πij = −πii (i ∈ S) and o(δ)/δ → 0 for δ > 0. When

δ→ 0, r0 ∈ S is the initial condition for the continuous state.

2.2. Network Control Based on Dynamic Event-Triggered Scheme

Benefit from the rapid development and wide application of network communication
technology, the combination of control system and network transmission has attracting
more and more attentions of scholars [28,29]. The traditional time-triggered/periodic-
triggered control scheme has the shortcoming of wasting network resources (CPU for
computing) which information are less important, the static event-triggered control in
Figure 3 is introduced to solve this problem, which greatly alleviates the pressure of net-
work bandwidth and reduces the waste of communication resources while implementing
effective control. In this article, a dynamic event-triggered scheme in Figure 4 is proposed
to further save the network bandwidth.
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Figure 3. Static event-triggered control model.

Figure 4. Dynamic event-triggered control model.

An intelligent sensor is composed of a sensor, sampler, event generator and memory.
The sensor is responsible for collecting the sensitive information of the controlled object,
and the sampler collects the continuous signals transmitted by the sensor at a fixed period.
The event generator screens the received sampled data according to the preset event trigger
conditions, and the sampled signals that meet the trigger conditions will be sent to the
controller, otherwise they will not be sent. Sampling sequence H1 = {0, h, 2h, · · · , kh},
k ∈ {0, 1, 2, 3, · · · }, the time series of successful signal release is H2 = {t1, t2, t3, · · · , tk}, k ∈
{0, 1, 2, 3, · · · }. Clearly H2 ∈ H1, the real control signal u(t) for the controller is provided by

u(t) = Kix(tk), t ∈ [tk, tk+1), (11)

For t ∈
[
tk + τtk , tk+1 + τtk+1

]
, motivated by [30], we can easily prove that there must be a

positive integer dM(≥ 1) such that

tk + dMh + τ̄ < rk+1 + τrk+1 ≤ tk + (dM + 1)h + τ̄[
tk + τtk , tk+1 + τtk+1

]
is divided into the following dM + 1 subintervals, where ti

k = tk + ih,
i = 0, 1, 2, · · · , dM, we define

∆0 =
[
tk + τtk , t1

k + τ̄
]

∆i =
[
ti
k + τ̄, ti

k + h + τ̄
]
, i = 1, 2, · · · , dM − 1

∆dM =
[
tdM
k + τ̄, tk+1h + τtk+1

] (12)



Sensors 2023, 23, 5523 8 of 21

easy to know
[
tk + τtk , tk+1 + τtk+1

]
= ∪dM

i=0∆i. Define a function τ(t):

τ(t) = t− ti
k, t ∈ ∆i, i = 0, 1, 2, · · · , dM (13)

According to the above equation:
τtk ≤ τ(t) ≤ h + τ̄ t ∈ ∆0
τtk ≤ τ̄ ≤ τ(t) ≤ h + τ̄ t ∈ ∆i
τtk ≤ τ̄ ≤ τ(t) ≤ h + τ̄ t ∈ ∆dM

(14)

when t ∈
[
tk + τtk , tk+1 + τtk+1

]
, τ(t) ∈ [τ1, τ2], where τ2 = h + τ̄. Furthermore, let us

define an error vector as following:

e(t) =


0, t ∈ ∆0,

x(ti
k)− x(tk), t ∈ ∆i, i = 1, 2, · · · , dM − 1,

x(t∆M
k )− x(tk), t ∈ ∆M.

(15)

Then, dynamic event-triggered conditions will be written as follows.

$κ(t) + σxT(t− τ(t))WX(t− τ(t))− eT(t)We(t) ≤ 0 (16)

where σ ∈ (0, 1), $ ∈ R+
0 are parameters to be designed; W > 0 is an undetermined matrix

with appropriate dimensions.
Furthermore, the internal variable κ(t) that fulfills the following differential equation is{

κ̇(t) = −ς(κ(t))− eT(t)We(t) + σxT(t− τ(t))Wx(t− τ(t))

κ(0) = κ0
(17)

where κ0 ≥ 0, ς is a function of class K∞ with Lipschitz continuous [24]. Compared with
static event triggering scheme, dynamic event triggering scheme is less conservative that
do not have to satisfy σxT(t)Wx(t)− eT(t)We(t) ≥ 0.

Remark 1. Notably, several factors that need to be carefully chosen for the communication strategy
may be found in the event-triggered mechanism (16). Firstly, a bigger σ may accept a larger measured
error e(t), which results in fewer data packets being triggered for the controller update. σ describes
how tight the triggering process is. The internal dynamic variable κ(t) participation is then described
by the parameter ρ.

Remark 2. The internal variable κ(t) under the starting κ0 ≥ 0 meets the following criterion for
the dynamic event-triggered scheme (16)

κ(t) ≥ 0, ρ > 0.

For the rest of this paper, we will consider the flexible manipulator subject to the semi-
Markov jump process in the network environment, through the design of the corresponding
event-trigger controller to make the system state asymptotically stable and meet theH∞
performance of parameter γ. The event-trigger controller is selected as follows:

u(t) = Ki(x(t− τ(t))− e(t)) (18)

Remark 3. Compared with the traditional static ETM, there are two advantages on the proposed
DETM. First, the DETM can effectively avoid the transmission of redundant data and reduce the
number of triggering compared with static ETM. Second, the event-triggered parameter ς(κ(t))
can be dynamically selected adaptively, which provides greater potential for optimization of the
event-trigger mechanism. In this paper, the parameter ς(κ(t)) is assumed to be a direct proportional
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function which belongs to a function of class K∞ with Lipschitz continuous. Furthermore, more
options for the event-trigger parameter can be seen in existing results [31,32].

In the development of network technology, some hackers seek personal gains by
launching network attacks, which represents both an immoral and illegal act. In this article,
we consider a common form of network attack: DoS attacks. The Bernoulli process is used
to describe the phenomena, the following is suggested for the affected controller:

ū(t) = h(t)u(t), (19)

where the Bernoulli distributed variables h(t) display the frequency of DoS assaults and
E{h(t) = h1}. Introduce into switch matrix L to describe DoS attacks:

L =

{
1 No attack,
0 DoS attack,

In summary, the manipulator’s closed-loop control system is stated as
ẋ(t) = Aix(t) + B1iω(t) + B2LKix(t− τ(t))− B2LKie(t)

z(t) = Cx(t), t ∈
[
tkh + τtk , tk+1h + τtk+1

]
x(t) = ϑ(t), t ∈ [−τ2, 0]

(20)

where ϑ(t) is the initial function of x(t).
Some necessary lemmas are presented to complete the following theorem.

Problem Statement: For a given semi-Markov flexible robotic arm system suffering from DoS
attacks in (5), the dynamic event-triggered controller is designed in (19), so that the resulting system
in (20) is asymptotically stable with aH∞ performance.

Lemma 2. [33] For matrix R > 0, scalar a, b, satisfy a < b. The function x(s) : [a, b] → Rn is
continuously differentiable, and the following integral inequality is true

−(b− a)
∫ b

a
ẋT(s)Rẋ(s)ds ≤ −

[∫ b

a
ẋ(s)ds

]T

R
[∫ b

a
ẋ(s)ds

]
(21)

Lemma 3. [34] For a given scalar 0 ≤ α ≤ 1,the matrix W1, W2 ∈ Rn ×m, the positive matrix

R ∈ Rn, if there is a matrix N ∈ Rn, satisfies
[

S N
∗ S

]
> 0, then the following inequality is true

− 1
α

WT
1 RW1 −

1
1− α

WT
2 RW2 ≤ −

[
W1
W2

]T[ R N
∗ R

][
W1
W2

]
(22)

3. Main Results
3.1. Stability Analysis

In this section, a sufficient condition of asymptotically stable is presented for the
proposed flexible robotic arm system with an event-triggered controller in (20).

Theorem 1. For given scalars τ1, τ2, σ ∈ (0, 1), the closed-loop system in (20) is asymptotically
stable with aH∞ performance γ if a matrix N can be found, in addition to positive definite symmetric
matrices Pi, Q1, Q2, Rj(j = 1, 2, 3), Wi(i = 1, 2, 3, 4) satisfying the following inequalities
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Ωi =

 Ω1i Ω2i Ω3i
∗ Ω4 0
∗ ∗ Ω5

− ς(κ(t)) < 0, i ∈ S . (23)

where

Ω1i =


Φ11i PiB2LKi R1 R2
∗ Φ22 R3 − NT R3 − N
∗ ∗ Φ33 N
∗ ∗ ∗ Φ44

,

Ω2i =
[
−Pi B̂2LKi Pi B̂1i Ĉ

]
, B̂2 = [ BT

2 0n 0n 0n ]T , B̂1i = [ BT
1i 0n 0n 0n ]T ,

Ω3i = [τ1AT
i (t) τ2AT

i (t) τ12AT
i (t)], Ĉ = [ C 0n 0n 0n ]T , τ12 = τ2 − τ1,

Ω4 =−diag{W, γ2 I, I}, Ω5 = −diag{R−1
1 , R−1

2 , R−1
3 }, P̂i =

s

∑
j=1

πijPj,

Φ11i = AT
i Pi + Pi Ai + Q1 + Q2 − R1 − R2 + P̂i, Φ22 = N + NT − 2R3 + σW,

Φ33 =−R3 − R1 −Q1, Φ44 = −R3 − R2 −Q2,

Ai(t) = [Ar(t) B2LKi 0n 0n − B2LKi B1i].

Proof. Let us build a Lyapunov–Krasovskii Functional (LKF) as follows:

V(x(t), r(t), κ(t)) = V1(x(t), r(t) = i) + V2(x(t)) + V3(x(t)) + κ(t) (24)

where

V1(x(t), i) = xT((t)Pix(t),

V2(x(t)) =
∫ t

t−τ1

xT(s)Q1x(s)ds +
∫ t

t−τ2

xT(s)Q2x(s)ds

V3(x(t)) = τ1

∫ 0

−τ1

∫ t

t+θ
ẋT(s)R1 ẋ(s)dsdθ

+τ2

∫ 0

−τ2

∫ t

t+θ
ẋT(s)R2 ẋ(s)dsdθ

+τ12

∫ −τ1

−τ2

∫ t

t+θ
ẋT(s)R3 ẋ(s)dsdθ

Taking the derivative of t ∈
[
tk + τtk , tk+1 + τtk+1

)
along the system track, we get

LV1(x(t), i) = lim
4→0

E{V(x(t + ∆), r(t + ∆)} −V(x, i)
4

= ẋT(t)Pix(t) + xT(t)Pi ẋ(t) + xT(t)P̂ix(t) (25)

where P̂i = ∑s
j=1 πijPj, and

V̇2(x(t)) = xT(t)Q1x(t)− xT(t− τ1)Q1x(t− τ1)

+xT(t)Q2x(t)− xT(t− τ2)Q2x(t− τ2) (26)

V̇3(x(t)) = ẋT(t)R̄ẋ(t)− τ1

∫ t

t−τ1

ẋT(s)R1 ẋ(s)ds

−τ2

∫ t

t−τ2

ẋT(s)R2 ẋ(s)ds− τ12

∫ t−τ1

t−τ2

ẋT(s)R3 ẋ(s)ds

κ̇(t) =−ς(κ(t))− eT(t)We(t) + σxT(t− τ(t))WX(t− τ(t)) (27)
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where R̄ = τ2
1 R1 + τ2

2 R2 + τ2
12R3. If we define ξ(t) = [ xT(t) xT(t− τ(t)) xT(t− τ1) xT(t−

τ2) eT(t) ωT(t) ]T , the ẋ(t) = Aiξ(t) satisfies Ai(t) = [ Ar(t) B2LKi 0n 0n − B2Ki B1i ].
Using Lemmas 2 and 3, we can obtain the following inequalities with l = 1, 2:

−τl

∫ t

t−τl

ẋT(s)Rl ẋ(s)ds≤−GT
l

[
Rl −Rl
∗ Rl

]
Gl (28)

−τ12

∫ t−τ1

t−τ2

ẋT(s)R3 ẋ(s)ds≤−GT
3

[
R3 N
∗ R3

]
G3 (29)

where Gl = [ xT(t) xT(t− τl) ]
T , (l = 1, 2), G3 = [ xT(t− τ1)− xT(t− τ(t)) xT(t− τ(t))−

xT(t− τ2) ]
T .

Combining (25)–(29) with the event-triggered condition in (16), we have

LV(x(t), r(t), k(t)) = ξT(t)Υ1ξ(t) + ξT(t)Υ2ξ(t) + ξT(t)Υ3ξ(t)− ς(κ(t)) (30)

where

Υ1 =

[
Υ111 Υ112
∗ 05×5

]
, Υ111 = AT

i Pi + Pi Ai + P̂i,

Υ112 =
[

PiB2LKi 0n 0n −PiB2LKi PiB1i
]
,

Υ2 =

[
Υ211 02×4
∗ Υ222

]
, Υ211 =

[
Q1 + Q2 0
∗ 0

]
,

Υ222 =

 −Q1 0 01×2
∗ −Q2 01×2
∗ ∗ 02×2

, Υ3 = AT
i R̄Ai +

[
Υ311 04×2
∗ 02×2

]
,

Υ311 =


−R1 − R2 0 R1 R2
∗ N + NT − 2R3 R3 − NT R3 − N
∗ ∗ −R1 − R3 N
∗ ∗ ∗ −R2 − R3

.

where R̄ and Ai are defined in (23).
For theH∞ performance, let us define

JT(x(t), r(t)) , E
{∫ T

0

[
zT(t)z(t)− γ2wT(t)w(t)

]
dt
}

,

under the zero initial condition ν0 = 0 for t ∈ [−τ2, 0]. Using the Dynkin’s citation formula
mentioned in [35] and V(ν0, r0) = 0, we have

E{V(x(T), r(T)} = E
{∫ T

0
LV(x(s), r(s))ds

}
the following statement is true for any nonzero ω(t) ∈ L2[0, ∞):

JT = E
{∫ T

0

[
zT(t)z(t)− γ2ωT(t)ω(t)

]
dt
}

= E
{∫ T

0

[
zT(t)z(t)− γ2ωT(t)ω(t)

]
dt + LV(x(t), r(t))

}
−E{V(x(T), r(T))}

≤ E
{∫ T

0

[
zT(t)z(t)− γ2wT(t)w(t) + LV(x(t), r(t))

]
dt
}

= E
{∫ T

0

(
ξT(t)(Υ1 + Υ2 + Υ3)ξ(t) + zT(t)z(t)− γ2wT(t)w(t)− ς(κ(t))

)
dt
}

.
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according to Schur complement lemma, ξT(t)(Υ1 +Υ2 +Υ3)ξ(t)+ zT(t)z(t)−γ2wT(t)w(t)
− ς(κ(t)) can be equivalent to (23). If Ωi < 0, then

LV(x(t), r(t)) ≤ −zT(t)z(t) + γ2ωT(t)ω(t)

integrate both sides of equation from [tkh + τtk , tk+1h + τtk+1), where
⋃∞

k=1[tkh + τtk , tk+1h +
τtk+1 ] = [t0, ∞), then LV(x(∞), r(∞))−LV(x(t0), r(t0)) ≤

∫ ∞
t0
[−zT(s)z(s)− γ2ωT(s)ω(s)]ds

satisfies under zero initial condition, namely ‖z(t)‖2 ≤ γ‖ω(t)‖2. The proof is finished.

Remark 4. In this section, the delay-dependent condition based on the LKF is construct. This is
our first attempt to apply the stochastic theory and LMI technology directly to the control of flexible
robotic arm systems in network communication. The LKF method has a more mature theoretical
system and has been proved to be feasible. Furthermore, this method also can be easily extended to
dissipative analysis, exponential stability and so on.

3.2. Co-Design of the Event-Triggered and Controller Parameters

In this section, the state controller of the proposed flexible robotic arm system using
dynamic event-triggered scheme is presented in (20).

Theorem 2. For given scalars τ1, τ2, v, σ ∈ (0, 1) and ϕj(j = 1, 2, 3, 4), if there exist matrices N,
and positive definite symmetric matrices Yi, Q̃1, Q̃2, R̃j(j = 1, 2, 3), Wi, Xi(i = 1, 2, 3, 4), scalar
γ > 0 satisfying the following inequalities

Πi =


Π11i Π12i Π13i Π14i
∗ Π22i 0 0
∗ ∗ Π33i 0
∗ ∗ ∗ Π44i

 < 0, i ∈ S (31)

where

Π11i =


Γ11 B2Yi R̃1 R̃2
∗ Γ22 R̃3 − ÑT R̃3 − Ñ
∗ ∗ Γ33 Ñ
∗ ∗ ∗ Γ44

, Π12i =
[
−B̂2LYi B̂1i XiĈ

]
,

Π13i = [τ1ÃT
i (t) τ2ÃT

i (t) τ12ÃT
i (t)], Π22i = −diag{2ϕ4Xi − ϕ2

4W, γ2 I, I},

Π33i = diag
{

ϕ2
1R̃1 − 2ϕ1Xi, ϕ2

2R̃2 − 2ϕ2Xi, ϕ2
3R̃3 − 2ϕ3Xi

}
,

Π14i = [
√

πi,1Xi · · ·
√

πi,i−1Xi
√

πi,i+1Xi · · ·
√

πi,sXi Xi],

Π44i =−diag
{

X1, · · · , Xi−1, Xi+1, · · · , Xs, v−1 I
}

Γ11 = Xi AT
i + AiXi + Q̃1 + Q̃2 − R̃1 − R̃2 + πiiXi,

Γ22 = Ñ + ÑT − 2R̃3 + 2σϕ4Xi − σϕ2
4W,

Γ33 =−R̃3 − R̃1 − Q̃1, Γ44 = −R̃3 − R̃2 − Q̃2,

Ãi(t) = [ Ar(t)Xi B2LYi 0n 0n − B2LYi B1i ],

and Ỹ = XYX, Y ∈ {N, NT , Q1, Q2, Ri}(i = 1, 2, 3); B̂2, B̂1i, Ĉ, τ12 are defined in Theorem 23,
and then the closed loop system in (20) with the event-triggered controller in (18) is asymptotically
stable with a H∞ performance γ, namely ‖z(t)‖2 ≤ γ‖ω(t)‖2, the corresponding controller is
Ki = YiX−1

i .
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Proof. Choose an LKF V(x, i, κ) as in (24). Note that when the external disturbance ω(t) =
0, according to Theorem 1, we can get LV(x, i, κ) < 0 naturally, this shows the asymptotic
stability of the closed-loop system. ς(κ(t)) is a function of class K∞, ς(κ(t)) = vκ(t), v ∈
R0+ clearly satisfies this requirement.

Ω̃i =


Ω1i Ω2i Ω3i I
∗ Ω4 0 0
∗ ∗ Ω5 0
∗ ∗ ∗ v−1 I

 < 0, i ∈ S . (32)

According to Theorem 1, let is assume that Xi = P−1
i , Yi = KiXi (i ∈ S). Then,

multiply both sides of this inequality by {Xi, Xi, Xi, Xi, Xi, I, I, I, I, I, I}

Ω̂i =


Π̂11i Π12i Π13i Xi
∗ Π̂22i 0 0
∗ ∗ Π̂33i 0
∗ ∗ ∗ v−1 I

 < 0, i ∈ S

where

Π̂11i =


Γ̂11 B2LYi R̃1 R̃2
∗ Γ22 R̃3 − ÑT R̃3 − Ñ
∗ ∗ Γ33 Ñ
∗ ∗ ∗ Γ44

,

Γ̂11 = AT
i Xi + Xi Ai − R̃1 − R̃2 + Q̃1 + Q̃2 + πiiXi +

s

∑
i 6=j,j=1

πijXiX−1
j Xi,

Π̂33i =−diag
(

Xi(XiR1Xi)
−1Xi, Xi(XiR2Xi)

−1Xi, Xi(XiR3Xi)
−1Xi

)
There exists −XiR̃−1

j Xi (j = 1, 2, 3) nonlinear term in the equation, which is linearized

by inequation −XiR̃−1
j Xi < ϕ2

j R̃j − 2ϕjXi (j = 1, 2, 3. i ∈ S). In order to implement in

the LMI toolbox of MATLAB, according to Schur complement lemma Ω̂i < 0 is further
restructured to (31).

Remark 5. Under the condition of ς(κ(t)) = vκ(t), v ∈ R0+, the inter-event intervals always
have a positive lower bound, which rules out Zeno behavior. Furthermore, because the internal
dynamic variable κ(t) is not negative, the dynamic event-triggered technique utilized might result
in less data transfer, which helps conserve resources.

The implementation procedure of the dynamic event-triggered robust controller design
for flexible robotic arm systems with continuous-time phase-type semi-Markov jump
process is illustrated in Algorithm 1.

Algorithm 1 Dynamic Event-triggered Robust Controller Design
Physical constants: M, g, H, k, J;
Random variables: Ii, h1;
Initialization: (For each state i)
1. Initialize Initial state ϑ(0);
2. Choose the lower and upper time delay in network τ1 and τ2;
3. Choose the event-triggered parameters v and σ;
4. γ is theH∞ performance index;
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Algorithm 1 Cont.
5. Set Pi, Q1 Q2, R1, R2 and R3 as positive definite matrices;
Iteration:
6. Let the iteration and step index s = 0;
7. Repeat
8. The dynamic event-triggered control u(t)← (18)
9. IF event-triggered condition (16) is satisfied
10. not trigger, u(t) = x(tkh);
11. let s = s + 1;
11. ELSE
12. update the signal u(t) = x(tl);
13. let s = s + 1, tkh = tl ;
14. END IF
15. IF exist DoS attacks;
16. let u(t) = 0;
17. ELSE
18. normal signal transmission u(t);
19. END IF
20. Go to back step (8);
21. End.

4. Simulation Results

The flexible robotic arm in (20) shown grasping objects of different weights is very
common in production practice. In this section, a phase-type semi-Markov chain is used to
simulate the grabbing of four different objects as shown in Figure 5.

The sojourn time in the first three states is a random negative exponential distribution
variable of parameter λj (j = 1, 2, 3). The sojourn time in the last state is split into two
parts, namely two random variables with parameters λ4 and λ4 of negative exponential
distribution. For example, if the process r̂(t) enters a functioning condition, it must first
spend some time in the first part, then stay in the second part, and then enter state 1 at the
end. Without loss of generality, we assume that

P =


p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34
p41 p42 p43 p44

 =


0 0.3 0.5 0.2

0.3 0 0.6 0.1
0.3 0.2 0 0.5
0.1 0.4 0.5 0

,

aj = (aj
1) = (1), Tj = (Tj

11) = (−λj)(j = 1, 2, 3),

a4 = (a4
1, a4

2) = [1, 0], T4 =

[
T4

11 T4
12

T4
21 T4

22

]
=

[
−λ4 λ4

0 λ5

]
.

The state space of Z(t) = (r̂(t), χ(t)) is clearly U = ((1, 1), (2, 1), (3, 1), (4, 1), (4, 2)). We
order each component of U as follows:

ψ((1, 1)) = 1, ψ((2, 1)) = 2, ψ((3, 1)) = 3, ψ((4, 1)) = 4, ψ((4, 2)) = 5,

as a result, the infinitesimal generator of ψ(Z(t)) is

Ξ =


−λ1 0.3λ1 0.5λ1 0.2λ1 0
0.3λ2 −λ2 0.6λ2 0.1λ2 0
0.3λ3 0.2λ3 −λ3 0.5λ3 0

0 0 0 −λ4 λ4
0.1λ5 0.4λ5 0.5λ5 0 −λ5

. (33)
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(a) (b)

(c) (d)

Figure 5. Application scenarios. (a) Model 1; (b) Model 2; (c) Model 3; (d) Model 4.

Before presenting the result of the numerical simulation, the setup and software of the
computer that we employ are given in Table 1:

Table 1. Simulation environment.

Hardware Type

CPU Intel(Core) i5-12400F
GPU NVIDIA T400 4GB GDDR6

Memory stick Kingston FURY 16GB
Hard disk Kingston 1TB SSD

Software Type

Operating system Windows 10
MATLAB Matlab 2016b

Similar to [17], some appropriate physical system parameters of (5) and parameters
related to the dynamic event-trigger condition in (16) are set in the following Table 2.

Table 2. Parameters of the controlled object.

Parameter Unit Numerical Value

I1,··· ,4 kg ·m2 [1, 10]
k N ·m · rad−1 20
J kg ·m2 1

τ1 s 0.01
M kg 5
τ2 s 0.1
H m 1
σ ∗ 0.6
v ∗ 2
h1 ∗ 0.95

Let us choose ϑ(t) = [−0.3 0.4 0.6 − 0.8]T , t ∈ [−τ2, 0], and select 30 s as the total
simulation time, and assume that the external disturbance is w(t) = exp(−t) sin(t). The dy-
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namic event-triggered weighting matrix Wi and the corresponding controller Ki(i = 1, 2, 3, 4)
are solved by the LMI program and given as follows:

W1 =


32.436 1.5572 32.527 1.7520
1.5572 76.951 0.20833 −1.8370
32.527 0.20833 48.101 1.6751
1.7520 −1.8370 1.6751 0.35863

× 10−10, K1 =


0.0863
−0.0347
−0.0115
−1.3406


T

,

W2 =


34.138 0.5318 34.187 −0.0194
0.5318 67.814 −0.1582 −0.3244
34.187 −0.1582 50.187 0.2248
−0.0194 −0.3244 0.2248 0.0639

× 10−10, K2 =


−0.0219
0.0060
0.0210
−1.3341


T

,

W3 =


33.091 1.2368 33.154 1.0846
1.2368 73.571 −0.1185 −1.3694
33.154 −0.1185 48.938 1.1624
1.0846 −1.3694 1.1624 0.3489

× 10−10, K3 =


0.0414
−0.0267
0.0039
−1.3394


T

,

W4 =


36.478 −1.2711 36.377 −2.8002
−1.2711 55.584 −1.1178 2.6714
36.377 −1.1178 52.841 −2.0251
−2.8002 2.6714 −2.0251 0.8078

× 10−10, K4 =


−0.1647
0.0606
0.0637
−1.3346


T

.

Figure 6 displays the state-response diagram of the system under semi-Markov pro-
cess without controller and shows that the open loop of the flexible robotic arm in (20)
is unstable.

The state trajectory of the static event-triggered mechanism is shown in Figure 7. Fur-
thermore, DoS attacks that obey the Bernoulli distribution of parameter property h1 = 0.95
operate on the input signal ut. Contrapositive with the time-triggered mode, the event-
triggered mode achieves fewer times of sending at the expense of a part of the calming time,
a total of 193 events are triggered. Compared with the time period sampling 3000 times, the
data transmission rate of the event trigger is 6.43%, which greatly saves network resources.

Figure 8 depicts the interval between the sampling time when the control system
successfully triggered under the event triggering mechanism and the last two successful
triggering moments. As can be seen from the figure, the trigger intervals under the event
triggering mechanism are not equal, and all trigger intervals are greater than or equal to
the sampling cycle. Note Event triggering can reduce the transmission frequency of system
data and save limited resources.

The system state controlled by the dynamic event triggering mechanism is shown
in Figure 9, and the matching triggering interval is shown in Figure 10. It has fewer
trigger times (170, 5.67%) and exhibits a good calming effect for a limited time period.
This demonstrates the effectiveness of the designed dynamic event-triggering controller in
saving network resources.

In general, the proposed dynamic ETM can maintain the security and stability control
of the flexible robotic arm systems while occupying far less network resources than the time-
triggered mechanism and the static ETM. The minimum time-interval between two adjacent
trigger instants is not less than the sampling period, to prevent the Zeno phenomenon.
Furthermore, the threshold is dynamic, and thus the trigger condition can adaptively
modify the transmission of the signal to fend off the negative effects of DoS attacks.
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Figure 6. System status without controller.
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Figure 7. Event triggering mechanism.
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Figure 8. Trigger time interval (193 times).
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Figure 9. Dynamic event-triggering mechanism.
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Figure 10. Dynamic trigger time interval (170 times).

5. Conclusions

We herein present a type of physical model of flexible robot arm based on a semi-
Markov jump process. For the corresponding linear system, the network control method is
adopted, and the stabilization effect under the time-triggered mechanism and the dynamic
event-triggered mechanism is considered, respectively. In order to obtain a full-state
feedback controller satisfying the attenuation index γ of disturbance suppression, a series of
matrix inequalities are obtained by constructing LKF and using Jensen inequality, reciprocal
convex lemma and Schur complement lemma. The appropriate controller Ki and weighted
matrix Wi are solved using the LMI toolkit in MATLAB. Finally, an effect diagram of the
numerical simulation is given.

In this paper, for the first time, we take stochastic theory and LMI technologies into
consideration in the control method of flexible robotic arm systems, and directly solve the
controller parameters using LKF. However, this method still has some limitations. The
angle q(θ) of the robot arm is assumed to be (−π

2 , π
2 ), which is somewhat conservative.

To extend the rotation of the arm to (0, 2π), a neural-network-based approach will be
considered in the future work.
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